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An explicit algebraic expression [containing the minimal number (n- 1) sumsl for the general reduced Wigner 
coefficients associated with the multiplicity free Kronecker product [h1 '" hn x [pO· .. 0] of irreducible re­
presentations of U(n), is determined. The calculation employs a combined use of recursive relations derived 
for the Wigner coefficients, and matrix elements (with respect to Gel'fand basis states) of a generator of U(n) 
raised to an arbitrary power. We also give an alternative procedure using the techniques of the ·pattern cal­
culus." The method is illustrated first for the case of U(3) and then generalized to arbitrary U(n). It is found 
that the results can be expressed succinctly in terms of a new algebraic function 5nm - thereby elucidating.the 
structural details of the underlying algebra. 

1. INTRODUCTION 
The applications of a symmetry group in physics are 
almost entirely subsumed under the reduction of the 
Kronecker (direct) product of unitary irreducible 
representations (irreps). This reduction forms the 
well-known Clebsch-Gordan series (in the space of 
irrep labels) and the explicit matrices (in the vector 
spaces of the irreps) which effect this reduction are 
termed Wigner coefficients, to accord with Wigner's 
original derivation l of these coefficients (in 1931) for 
SU(2). 

When the group SU(3) became important in many 
fields of physics, Moshinsky2 and later several 
authors 3 - 5 derived algebraic expressions for the 
special SU(3) Wigner coefficients associated with the 
multiplicity-free Kronecker product 

[hlh2h3] x [p 0 0] (1) 

of irreps of U(3).6 Throughout this paper we shall 
speak of U(n) and not distinguish SU(n) except as the 
subset having h3 = O. We shall use Young frames 
[h1 h2 • '. hnJ to denote the irreducible representa­
tions (IR) of the group U(n). Multiplicity-free Wigner 
coefficients are unique to within over-all phase. For 
SU(3) there exists a canonical definition of the 
general (not necessarily multiplicity-free) Wigner 
coeffiCient, which is unique to within phase and 
equivalence under the Weyl group (this is the meaning 
we ascribe to "canonical"). 

The methods employed in the derivations of the above 
mentioned special SU(3) Wigner coefficients were 
varied: in some cases the realization of the corres­
ponding states by boson operators and the evaluation 
of a scalar product of boson polynomials2; in other 
cases, the solution of recursion relations. 3 The re-
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sults obtained are also of a varied degree of com­
plexity' ranging from expressions containing two sums 
to expressions with six summations for the SU(3) re­
duced Wigner coefficient, also called isoscalar factor. 
[It is known2 that the U(n) Wigner coefficient can be 
factorized into a product of a U(n - 1) Wigner coef­
ficient times a U(n) reduced Wigner coefficient (RWC). 
(In SU(3) the RWC is called "isoscalar factor" corres­
ponding to isospin group (SU2) contained in SU3.) As 
it is supposed that the analYSis proceeds in succes­
sive steps, once we know the U(n - 1) Wigner coef­
ficients, it is the U(n) RWC which should next be 
evaluated. ] 

In this paper we shall obtain an algebraic expression 
for the U(3) RWC associated with the Kronecker pro­
duct in (1) which is comparable in simplicity to other 
expressions hitherto published. Furthermore, the 
present analysis gives rise to simple rules that make 
the formula comprehensible. This clarification of 
structural details and the resulting algorithm allows 
one to readily generalize the results obtained for U(3) 
to U(n); in fact, in Secs. 3 and 4 of the present paper, 
we give algebraic expressions for the general Wigner 
coefficients of U(n) associated with the Kronecker 
product 

[hl •.. hn ] x [pO·" 0]. 

In a notation which is an adaptation of the usual SU(2) 
notation to the case when we use Gel'fand labels for 
the states, the coeffiCient we shall evaluate is 

<
hi 

qi 
h' 2 

qi 

h' 3 p o o 
q o 

o 
(2) 
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Since this expression denotes a complete U(3) Wigner 
coefficient, the general U(3) RWC will be the quotient 
of the coefficient in (2) by the U(2) Wigner coefficient < qi q, q 0 q1 q2 ) 

qi 0 qi 

= 
(q1- q 2 + 1)·(qi -q2)!q! (0 "+ ) 

( , + 1) '( ')' Ql+Q2,Ql+q2 Q 
(3) 

q1 - q2 . q2 - q2 . 

It greatly helps toward clarifying the content of our 
expressions if we make use of the operator notation 

( m,,_ m 23 m33 

m22 m 12 

m 12 

o 

o 

The symbol between the initial and final states de­
notes a "Wigner operator" which carries two patterns 
sharing common IR labels [M 13 0 0], The lower 
pattern is the ordinary Gel'fand pattern, while the 
upper one (written in inverted form) is formally iden­
tical to another Gel'fand pattel'n. The weight compo-

r r 

M 13 0 0 
=~ 

M 13 0 0 

M12 0 
y 

M12 0 

0 y 

The operator 

(M,.» 
is the U(2) Wigner operator, and the operator in 
square brackets is the U(3) reduced Wigner operator. 
If this U(3) Wigner operator is taken between maximal 
initial and final U(2) state labels, then y = 0, m12 = 
m12' m22 = m22 + M 12• The condition y = 0 elimi­
nates the summation. 

A distinctive feature of our approach is that the coef­
ficient in (2) appears as a linear combination of coef­
ficients with q = 0, these latter which have a very 
simple (monomial) structure are easy to evaluate 
either by a recursive process or by the arrow pattern 
calculus 5; we shall discuss both methods. To obtain 
the Wigner coefficient (2) from the q = 0 case, one 
needs the matrix elements (ME) of powers of certain 
generators of U(3); we shall again discuss two alter­
native methods to obtain these ME, one using the 
Wigner-Eckart theorem, and the other employing the 
pattern calculus rules. The detailed derivation of the 
coeffiCient in (2) will be carried out in Sec. 2. It will 
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discussed by Louck in his review paper. 7 IT. this 
notation the Wigner coefficient (2) is written as 

(' h2 h3 

~ 0) 
h' h' h) 1 2 

q2 3 , 
s 0 

q1 q2 0 qi 
q 0 

qi 0 qi 

where t = h1 - hi, s - t = h2 - h2' p - s = h3 - h3' 
or in more general notation 

o 

o 

nents r ll , r 12 - r ll,M13 - r 12 of the upper pattern 
denote the changes that the operator effects upon the 
initial state representation labels m 13; furthermore 
the changes that the Wigner operator produces upon 
the initial U(2) and U(I) labels are obtained using the 
projection 

y 

M12 0 

o 

be seen that the analysis of Sec. 2 is generalizable to 
U(n). In Sec. 4 we discuss this generalization and 
show that the algebraic formula for the RWC asso­
ciated with the Kronecker product [hih2 .•• h~] x 
[pO ••• 0) of IR of U(n) contains (n - 1) sums. In Sec. 
3 we discuss the structure of those special coeffici­
ents in (2) which have q = O. 

2. DERIVATION OF THE U(3) RWC 

A very fruitful technique in the evaluation of Wigner 
operators-for both practical as well as theoretical 
purposes-is the method of embedding in larger uni­
tary groups; this general procedure has a hmg history 
of success in both the Frobenius and the Young treat­
ment of the symmetric group. Similar methods were 
first given by LouckS and by Brody, Moshinsky, and 
Renero,9 and also independently by Biedenharn, Gio­
Vannini, and Louck.10 The latter paper showed in par­
ticular that the embedding of U(n) in U(n2) is optimal 
in two senses: (1) All other cases can be exhibited as 
special cases, and (2) there exists a factorization 
lemma, explicitly involving the properties of the 
canonical splitting of the multiplicity. 

It follows from Refs. 9 and 10 that the Wigner coef~ 
ficient in (2) is identical to the scalar product 
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I hi 0 h' 1 \ 
(0 h' h' 0 0 h' h' 

0). 
1 2 1 2 

h' 0 h2 h3 2 
I 

\ qi q2 \ q ql tj2 / 
qi 0 qi I 

(4) 
where each symbol 

stands for a state belonging to the symmetric m 
fa + b + c, 0 .,. OJ of U(9), and classified by a sub­
group UU(3) X Ul(3) of U(9); the state being a Gel'fand 
state 

abc 
x y 

z 

with respect to transformations by the (upper) UU(3) 
group with generators C J.lV , and also aGel 'fand state 

abc 
s 

r 

with respect to transformations by the (lower) Ul(3) 
group with generators e v' [For the time being we 
set 113 = 0 in (4). There 1s no loss of generality in 
doing this; at the end of this section we shall mention 
how to obtain the general result with h3 ;i<! 0 from the 
result of the case h3 ;;::: OJ. 
Explicit realizations of the U(3) x U(3) states, as well 
as of the generators C jJll , e J.lV in terms of boson crea­
tion and annihilation operators 

a~,a~ /l,v;;:::1,2,3 

are well known. 11 In particular we shall quote the 
following result that is needed later: 

0 0 
0 0 0 0 

p 0 0 =j (p-q)! e q p 0 0 pI r 23 
q 0 

.q. 
0 0 

0 0 

(5) 

(6) 

Now. let us denote provisionally any three operators 
like 'those appearing in the scalar product (4) by B l' 
B 2 ,B3 ,respectively. Then, if £ is a U(3) generator, 
we have the identity 

(0 IB1(£B 2)+ B 310) 

= (0IBtBt£+B 3 10) - (oj (£B1)+BY3310); 

and iterating (q - 1) times this result we arrive at 

(0 IBt(£ qB2 )+B 310) 

;;::: 6 (-)Cl(~)<01£aBl)+B~(£+)q-aB310). (7) 
Cl 

When we use this formula in Eq. (4), with the expres­
sion given in (6) substituted for the middle state, we 
come to the conclusion that the scalar product in (4) 
is equal to 

(
P)-1/2 6 (_}.x 
q a a !(q - a)! 

h' 1 t 0 t 
h' 1 h' 2 0 0 

e~3 h' 1 h' 2 0 P 0 0 

qi q2 0 0 

qi 0 

h' 1 

e q - a 
32 h1 h2 (8) 

q1 q2 

qi 

The matrix elements (ME) of the generators of U(3) 
with respect to Gel'fand states are well known. 12 

Using repeatedly these ME we can calculate the ME 
of any power of a generator. This, however, is not a 
very practical procedure; so we prefer to use the 
fact 13 that 

Tk ;;::: j (2k)! (e r+k(e )k-T 
l' (k+T)!(-T+k)! 13 23 , 

T = k, k - 1, ..• , - k (9) 

are the components of an SU(2) irreducible tensor of 
rank k;using the Wigner-Eckart theorem we can cal­
culate its ME with respect to U(3) Gel'fand states, and 
specialize the result to T == - k. 

The techniques of the pattern calculus afford a very 
economical derivation of the desired result for the 
operator (e 23 )a. 

Consider the operator e23 itself. Using the known 
matrix elements one finds that 

(10) 

where the two operators given correspond to the pat­
terns 

A, r 1 : 0 0) 0> \1:.' \' (11.) 

A, (0 0 : 1 0) => '~I '7 (l1b) 

.~. . 
with each operator giving U(3): U(2) and U(2): U(l) 
contributions. The algebraic factors corresponding to 
the patterns of the first operator are 
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CP12 + 1 - P13)(P12 + 1 - P23)(P12 + 1 - P33) 

(P12 + 1 - P22) 
(14) 

(P12 - Pll»)1/2 
x , 

(Pi2 - P22) 
(12a) (This and other similar results will be discussed in 

more detail in a future paper.) 

while those of the second operator are 

(
P22 + 1 - P13)(P22 + 1 - P23)(P22 + 1 - P33 ) 

(P22 + 1 - P12) 

(Da_a.a)2 is a sum of reciprocals of rational factors, 
the sum being expressed in Eq. (14) as a monomial in 
a closed algebraic form; it arises from the denomina­
tor contributions. 14 Similarly, 

X (P22 - Pi2»)1/~ (12b) 
(P22 - Pll) 

Using the fact that the numerators14 of the two opera­
tors 

arises from numerator contributions14 and it is the 
analog of the U(2) renormalized operators, 14 the ME 
of which can be obtained directly by the use of the 
arrow pattern calculus rules. 

commute, we find 
By any of the two alternative methods, we find 

h' 1 h' 1 

h' 1 h' 2 h' 1 h' 2 

e~3 h' 1 h' 2 0 = a!.B GIJ 
IJ 

h' 1 h' 2 0 
(13) 

where 
q't. qa qi + (3 qz + a-(3 

with 
J(q't. - q2 + l)(q't. - q2 + 2(3 - a + 1) 

Ga=--~~~--(3-H~a--~(3-)!---------

q't. 

j
(hl-ql.)!(h2-q2)!(hl-q2+1)! j (31 

qi 

(15) 

x (q't. - q2 + (3 - a)! 

(q't. - q2 + 1 + (3)! 

(q't.- h2)!(q2)!(q't. + I)! (ql- q2 ~ a + (3)! 
r========================= -'1=====---, (16) 

(h1 - ql - (3) ! (h2 - q2 - 0 + (3)! (h1 - q2 - a + (3 + I)! j 1 

( h ) ( ) ( ) (q '1-q'2)1. ql - 2 + (3 ! q2 + 0 - (3 ! qi + 1 + (3 ! 

h' 1 h' 1 

h' 1 h' 2 h' 1 h' 2 
e q - a 

32 h1 h2 h3 = (q - a)! .B E.y 
Y 

h1 h2 h3 

q1 q2 ql-Y q2- q + a +y 

ql ql 

with 

J(ql - q2 + l)(ql - q2 + 1 + q - 21' - 0) (ql - q2 - y)! 
E= X-----'=----.:.'-------

y I' ! (q - a - y) ! (q 1 - q 2 + 1 + q - 0 - y) ! 

x 

J. Math. Phys., Vol. 13, No.5, May 1972 

(h1-ql +y)!(h2 - q2 +q-o-y)! (h 1 - q2 +q + l-o-y)! 

(ql - h2 - y)! (q2 - h3 - q + 0 + y)! (q1 - h3 + 1 - y)! 

j(h1 -ql)!(h2 -q2)!(h1 -q2 + 1)! 

(ql - h2)!(q2 - h3)!(ql - h3 + I)! 

(17) 

(18) 
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In formulas (16) and (18), as well as in all the basic 
formulas in the rest of the paper, we can achieve a 
great deal of simplicity in notation if we use two alge­
braic functions that will be defined now. Let (hI' .. 
hn ) be a set of Gel'fand labels of an IR of U(n), and let 
(ql ... q m) be another set of Gel'fand labels of an IR 
of U(m), with m = nor m = n - 1, these being the only 
two cases that interest us. Furthermore, let us sup­
pose that the labels h s' q s obey the "betweenness" 
relations: hs ~ q s ~ hs+l for all s. Then make the 
following definition: 

m k 

kU1 l!1 (hs-qk + k-s)! 

n-l n 
IT IT (q k - h s + s - k - 1)! 

k=1 s=k+l 

m = nor n - 1. (19) 

As a particular case of this definition, notice that 
[Snn(h s;h s )]2 is related to the dimension An(h1 ... h n) 
of the IR (hI' .. h n) of U(n); in fact 

n 
[5 (hI'" h . hI ... h )]2 = IT (h. - h. + J. - i) 

nn n' n i<j=2 ' J 

n 
= IT k! An (hI ... hn ). 

k=1 

It will be found that all the basic results of this 

(20) 

paper can be expressed very neatly in terms of Snm 
functions and their squares. This was the reason for 
writing Eq. (16) and (18) in that peculiar way, as it is 
easy to verify that each square root in those formulas 
is an S3m or S2m function, and the rational part is an 
[S22]2, so we can rewrite GB and Ey as 

G _ S22(q~; q~)S22(ij~; q;) S21 (q~; q]) S32(h~; q~) 

B - [S22(q;;q;)]2 S21(q;;q]) S32(h;;q;) 
(21) 

with ql == ql + {3, q2 == q2 + QI - {3 and 

E = S22(qs;qs)S22(iis;qs) 5 21 (qs;q]) S32(hs ;qs) 

y [S22(qs; qs)]2 S21 (qs; qi> 532 (hs; qs) 
(22) 

with q 1 == q 1 - y, q 2 == q 2 - q + QI + y. 

We shall next describe a rule by means of which one 
can write very easily the different terms that occur 
in the definition (19) of the Snm functions. We shall 
state the rule for the case n = 3, the generalization to 
arbitrary n should be obvious. 

Draw a row of n = 3 dots, and assign to each dot the 
labels hI' h2' h3' respectively. Below this row of dots 
draw a second row, of either m = 3 dots [case (a)] or 
m = 2 dots [case (b)], and assign to them the labels 
ql' q2' q3 in case (a) or qv q2 in case (b). As it is 
supposed that hs ~ qs ~ hS+l' we shall draw the dots in 
the second row in such a way that the set of labels 
resemble a Gel'fand pattern, Le., the dot associated 
to qs should be drawn between the dots corresponding 
to hs and hs+1' (See the two diagrams below.) Next, 
draw an arrow from every dot 

h, ~, h, hz h3 

\ . ~. \;:A:/ . . 
ql 12 13 1, 12 

(a) (b) 

FIG. 1. 

in one row to every dot in the other row, the direction 
of the arrow being such that the final dot is always to 
the right of the initial dot. To each arrow associate a 
factorial (t - h + E)!, where t is the label at the tail 
of the arrow, h is the label at the head of the arrow, 
and E is the number of dots, in any single row, which 
are located to the right of the initial dot and to the 
left of the final dot. Multiply together all these fac­
torials and distribute them in a fraction, with arrows 
going downwards giving numerator contributions, and 
arrows going upwards giving denominator contribu­
tions. Finally, take the positive square root of the 
fraction. 

FollOwing this rule one can easily verify that with 
Fig. l(a) is associated the function 

(hI - ql)! (hI - q2 + 1)! (hI - q3 + 2)! (h2 - q2)! (h2 - q3 + 1)! (h3 - q3)! 

(ql- h2)!(ql- h3 + 1)!(q2- h3)! 

and with Fig.1(b) is associated the function h' 1 t 0 t 
h' 1 h' 2 0 0 

j (hI - ql)!(h1 - q2 + 1)!(h2 - q2)! , x h' h' 0 P 0 0 1 2 

(ql - h 2)!(ql - h3 + 1)!(q2 - h3)! ql + {3 q2 + QI-{3 0 0 

ql 0 

which are precisely S33(hs; qs) and S32(hs ; qs) accord-
ing to definition (19). h' 1 

Substituting the last results in (8) we see that the h' h' 
scalar product in (4) is equal to 

1 2 

hI h2 h3 

~)-1/2 ~ (-)"G/lEy 
ql-y q2- q +QI+y 

q ally ql (23) 
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But now the scalar product in (23) is nothing else but 
a Wigner coefficient of type 

In the next section we shall obtain the algebraic ex­
pression of the Wigner coefficient (24); the result 
appears in Eq. (48). From this result we see that this 
type of coefficients are independent of the value of r 10 

hi 
3 P o 

q 

and furthermore they are proportional to limlmi, 
lim 2m 2• This means that in Eq. (23) we have 
liQ1-y,qi+B X liq2-q+a+y,q~+a-B' or equivalently: 

liql+q2,q~+Q~+qliy,ql-qi-B and the last Kronecker delta 

allows us to eliminate the summation over y leaving 
only two sums in (23), 

Hence, substituting Eq. (16), (18), and (48) into Eq. (23), 
dividing by the SU(2) coefficient in (3) in order to have 
the U(3) RWC, and subtracting h3 from every hs, h~, 
qs' q~ in order to have the result valid for h3 ~ 0, we 
arrive at the following algebraic expression for the 
special U (3) RWC we are discussing, 

(hi - ql.) ! (h2 - q2)! (hi - q2 + I)! 

(qi - h2)! (q2 - h3)! (ql - h3 + I)! 
X ~ (- )Pl+P2(ql - q2 + Pl - P2 + 1) 

j (hl-ql)!(h2-q2)!(hl-q2 + I)! P1P2 

(ql-h2)!(q2-h3)!(ql-h3 + I)! 

(qi -h2 + Pl)!(ql- h3 + 1 + Pl)!(ql- q2 + Pl)!(hl -ql-Pl)! 
x--------~~~~~~~--~----~~~~~~~~~--~--~--------~ 

Pl!(ql-q2 + 1 + Pl)!(h1- ql-Pl)!(ql -ql-Pl )!(ql- h2 + Pl)!(ql- h3 + 1 + Pl)! 

(qi - q2 - P2 )!(q2 - h3 + P2)!(hl - q2 + 1-P2)!(h2 - q2 - P2)! 
x----------~~~~~~~--~~~~--~----~~~--~~~~--~--~ 

P2 !(h1- q2 + 1-P2)!(h2 - q2 - P2)!(q - ql + Ql- P2)!(ql- q2 + q + 1- P2)!(q2 - h3 + P2)! 

3. THE MONOMIAL WIGNER COEFFICIENT r 0: 00) (' ...• ~_,O pO ..• 0 " ...•.. ,) 
mi ... m~_l 0 ... 0 m 1 ••• mn-l 

0 ... 0 r 1 ••• r
n

_2 r 1 ••• r n - 2 

max max max 

(25) 

, (26) 

To complete the proof of the validity of formula (25) 
for the U(3) RWC, we have yet to obtain the value of 
the special coefficient given in Eq. (24). As the deri­
vation of this type of coefficients for U (n) is just as 
easy as for U(3), we shall discuss the general case, 
Le., we shall obtain an algebraic expression for the 
U(n) Wigner coeffiCient, 

where the word "max" means that the corresponding 
Gel'fand state is of highest weight (maximal) in 
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U(n - 2). 
To begin with, if we factorize the coefficient (26) into 
a product [U(n - 1) Wigner coeff] x [U(n)RWC], the 
first factor is 
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0 ... 0 

( 
ml m~_1 
r 1 ::: r n - 2 

m 1 ••• mn _1) n=1 

r 1 ••• r n-2 = n (j '" "" s=1 s s 
0 ... 0 

max max max 
(27) 

and as the RWC does not depend on r 5' we see that the 
whole coefficient (26) is independent of r s' 

The derivation of the coefficient (26) will be done in 
two steps. In the first step, we shall express (26) as a 
multiple of a Wigner coefficient of the same type as 
(26) but specialized to m s = m~ = h~, 8 = 1,2, •.• , 
n - 1; the proportionality factor will be found by solv­
ing a recursion formula for Wigner coeffiCients. In 
the second step, the specialized coefficient that 
appeared in the first step, will be determined by com­
bining some results of Refs. 9 and 10. 

The method to obtain recursion relations for Wigner 
coefficients is well known 1 5; let us briefly recall in 
what it consists, taking the case of SU(2) for the sake 
of Simplicity. One considers 

.T.h i2 '" <. . . I JM )./,(1) ,1.(2) 
'f'JM = L.J J1 m 1 ,J2 m 2 '1") '" '1")0 m 

mI"'2 1 1 2 2 
(28) 

and apply on it a generator of SU(2), for instance J + == 
J./:l) + JP), to obtain 

(29) 

But it is known that 

J \}!hh - N'JM)\}thiz + JM - ~ JM+1> 

where N(JM) is an algebraic factor whose precise 
value does not concern us for the moment. So the left­
hand side of (29) becomes 

"6 {N(JM)(j1ml;j2m21 JM + 1>}1f.;?~ If.;?~ (29a) 
m

1 
m

2 
1 1 2 2 

and the right-hand side of (29) becomes, after changes 
of dummy indices, 

+ N(j2,m2 -1)(hml;j2m2 -1IJM)}IJ.{~1I/lj~2!2· 
(29b) 

The coefficient of If.; (Jo1)m If.; <ZJo ) m in (29a) must be equal 
1 1 2 2 

to the coefficient of the same term in (29b), and this 
equality gives the desired recursion formula for 
Wigner coefficients. 

Let us now derive a recursion formula for Wigner 
coefficients of U(n). From the'knownl2 ME of the 
generator ell-In of U(n) with respect to U(n) Gel'fand 
states, we have 

x 

with 

h2 ••• hn- 1 

m 2 +or2 .. • 

max 
(30) 

Nr(hs, ms' rs) 

n n-2 
- n (h -m + 7-8) n (r -m + 7 - 8 -1) 

5 =1 s T 5=1 s r 
= n-1 

n (m - m + 7 - 8 - l)(m - m + 7 - 8) 
5 =1 s T 5 r 

S'i't (31) 

From here, by a method entirely similar to that des­
cribed above for the case of SU(2), we obtain the fol­
lowing recursion formula for the particular Wigner 
coefficients of U(n) that we are considering in this 
paper: 

T n- Tn-qO ••• 0 

rO .. • 0 

m 2 + {j 2 ... m 1 + (j 1) 
r 1 r 2 ••• r n -2 

o (ml ... m~_1 
+N1(p;q-l,r) ri'" r~_2; 

max 

max 

q-10 .. ·0 

r 0 .. ·0 

max 

[We have suppressed in (32) all the U(n) labels of the 
Wigner coefficients, namely: (hi'" h~_1 0), (PO' •• 0) 
and (h1 •.• hn _l hn ).] 

Now let us select a fixed number: k, 1 ~ k ~ n - 1. 
When we specialize formula (32) to the case q = r = 0, 

max 

qO ••• 0 m ... m n - 1) 

rO ... 0 r: •.. rn - 2 

max max 

(32) 

m~ = m5 + {j5k' 8 = 1,2"" ,n - 1, then all but two 
terms in (32) vanish because the Wigner coefficients 
in them do not meet the condition expressed on the 
right side of (27). The only two surviving terms are 
the term with T = k on the left of (32), and the term 
with T == k on the right of (32), which give 
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(. ' 1 • 

X 1n1 ••• 

x 

h~-l 0 

m._1 m. + 1 m"+1 ••. m n- 1 ; 

max 

. - hn-1 hn) 
m,,_1 m" + 1 m"+1 - - - m n _1 

max 

po·.· 0 

o ... 0 

max 

h~-1 0 po .. - 0 

0_ •• 0 

max max 

. . hn - 1 hn) 
m k - 1 m k m k +1 •.. m n - 1 • 

max 

(33) 

In writing (33) we have availed ourselves of the inde­
I 

pendence of the coefficients (26) with respect to r 5 to 
choose for the r 5 = r~ in the Wigner coefficients, 
values such that all states involved are maximal in 
U(n - 1) 

Formula (33) is clearly a recursion relation for the 
index m k , which allows one to express the Wigner co­
efficient with arbitrary m k as a multiple of the Wigner 
coefficient with m k = hI. and same values of the other 
m s ' s ¢ k. NotiCing that, according to (31), 

Nk(h s' m s' r s) 

Nk(h~,mS,r5) 

= 
" n n (h s - m. + k - s) n (mk - h5 + s - k) 

5=1 soh+1 
k n 

n (h~ - m" + k - s) !I (m" - h~ + s - k) 
s=1 s-k+1 (34) 

(where we have split n:= I in the form indicated above 
in order to have all factors positive), we obtain from 
(33), by iteration, the following result; 

h~-1 0 

m k-1 mk m k+1 ••• m n- I ; 

max 

hI' . . hn-I hn) 
o ... 0 x m 1 ••· m k-1 mk m k-1 ••• m n -1 

max 

po··· 0 

max 

h~-1 0 po .. -0 
• h n - I hn) 

o ···0 mI'" m k - 1 hI. m k + 1 ..• m n- 1 (35) 

max max max 
with 

" n " n n (h -mk+k-s)! n (h~-h5+s-k-l)!n (h~-hk+k-s)! n (mk-h~+s-k-1)! 
8=1 s 5=k+1 ,. 5=1 5=k+l 

k n k n 
n (h - hk' + k - s)! n (mk - h5 + s - k - 1)! n (h~ - mk + k - s)! n (hI. - h~ + s - k - 1)! 

5=1 5 6=,,+1 s=1 s="+1 

This result is valid for any k, k = 1,2, ... ,n - 1; so 
by combination of the n - 1 cases we arrive at 

(

hi ... h~_1 0 pO .. . 0 

m 1 ••• m n - 1 ; 0··· 0 

max max 

hI ••• hn-1 hn) 
°m1 ••• m n -1 

max 

(

hi'" h~_1 0 po ... 0 
n-1 

= n F" hi'" h~_1 ; 0 ... 0 
"=1 

max max 

h1 ... hn-1 hn) 
hi ... h~_1 • 

max 

Let us note that according to the definition of the 
Snn-1 (h; m) given in Sec. II, 

n-l 11 

n n (h s - m" + k - s)! 
"=1 s=1 

n-1 n 

(37) 

n n (m" - hs + s - k - I)! 
k=1 s = .+1 (38) 
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(36) 

Then, if we denote the four products that appear in the 
numerator of (36) by N1(k),N2(k),N3(k),andN4(k) in 
the order in which they are written, and similarly de­
note the four products in the denominator of (36) by 
D1 (k), D 2(k), D3 (k), and D 4(k), we have 

which shows that the algebraic factor on the right­
hand side of (37) is 
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11-1 S (h· •• h . m ••• m ) n F" = IIn-1 1 n' 1 n-1 
"=1 Snn-1(h1 ... h~_10;m1 ". m n-1) 

Snn-1 (hi· •• h~_l 0; hi ... h~_l) 
X • 

Snn-1(h1 ••• hn;hi ". h~_l) 
(40) 

It only remains to determine the last Wigner coef­
ficient in (37). This can be done by means of the fol­
lowing reasoning. In Ref. 8 it has been shown that the 
Wigner coefficient on the right-hand side of (37) is 
equal to the scalar product 

max t max t 

hi ". h~_l 
h]h2 ••. h~_l 0 

hi ." h~-l 
max 

0,,· 0 

max 

max 

hi ... h~_l 
X h1h2 ••• hn - 1 hn 

hi ... h~_l 
max 

(41) 

of U(n2):) U(n) x U(n) states,of the type defined in 
Sec. II. But according to the "factorization lemma" of 
Ref. (9), the scalar product (41) is, at the same time, 
equal to 

j m([h1 ... hn ]) 

m([hl ." h~_l O)m([pO ... 0]) 

( 

hl ... h~_l 0 pO ••• 0 

x hi' .. h~_l; o· .. 0 

hl ... hn-l hn)2 

hi ... h~_l , 

max max max 
(42) 

where /11([h s ]) is the so called7 measure of the highest 
weight tableau, and is given by 

(

hi'" h~_l 0 po·" 0 

ml ... m~_l 0 .. ·0 

max max 

h 1 ••• hn_1 hn ) 

m 1 ••• m n - l 

max 

Specializing to n = 3, we have the result used in Sec. 
2 to obtain the algebraic expression (25) of the U(3) 
RWC. 

One may also obtain this same result from the pattern 
calculus. The boson polynomial, 

has two different formulations, using the factorization 
lemma. The first formulation is 

n 
n (h + n - s)! 

" • h
n

]) = ;;...S =-=r l=--_s ____ _ 

n (h -h + s - r) y<s ,. S 

Hence we deduce that 

(

hi" • h~_l 0 po· .. 0 

hl ... h~_l 0,,· 0 

max max 

h1 ••• hn-1 hn) 

hI ... h~_l 

max 

= j m([hl ". h~_10]yt1([PO ... 0]). 
m([h1 •.• hn ]) 

(43) 

(44) 

We shall write the Wigner coefficient (44) in terms of 
the Skm functions defined in Sec. 2. With this purpose 
in mind, let us note the following relations among the 
Skm and the measure of the highest weight tableau 
given in (43): 

[m([hl ... hn])]1/2 

_ Snn(h 1 ". hn;h1'" h~_10) 

- Snn-l(h l ••. hn;hl '" h~-l)Snn(hsihs)' 
(45) 

[/11([hl .•. hn-10 ])]-1/2 

= Snn-1(h 1 ••• hn_10 i h l •• , h n- l ). (46) 

In formula (45) the h~ are arbitrary, except for the 
fact that they must obey the betweenness relations 
hs :;. h~:;. hs+1' Note incidentally,that Snn(hsihs) is 
related to the dimension ~n (h1 •.. hn) of the IR 
[hl ... hn ] of U(n)iin fact 

Using the previous formulas and (40) to express all 
the right-hand side of (37) in terms of Skm> we have 
the final result: 

(49) 

(using the lemma directly) and the second formulation 
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[obtained by applying the lemma to a~ itself which is 

o 
o 0 

o 
o 0 

o 
is 

( m-l/2 ~ (1 0 : 0 ,( 0 : 0 ? m w ) B(pOO) = 

(50) 

One then uses the pattern calculus rules 5 •14 to obtain 
an explicit monomial expression for the Wigner coef­
ficient 

Let us note parenthetically the correspondences 

1 0 0 

i'l ~ 1 0 i'2 ~ 1 0 i'3 ~ 0 0 

U U U 
1 0 0 

1 0 1 0 0 0 
1 0 0 1 0 0 1 0 0 

0 0 0 0 0 0 
0 0 0 

U U U 
~l: (1 

0 0)~2: (0 0 
1 o 0) ~3: (0 0 

0 1) 
0 0 0 

U U ~ (51) 

~. '7'\' . , 
.~ 

Since these operators have, with respect to each 
other, opposing arrows (indicating associated noncom­
mutativity) in the U(3) "denominator" only, we find 

[ 

Cl + {3Cl 0 l (3) 
p 0 0 'D rxBy ' (52) 

o 0 
o R 

P! 
Cl! (3! i'! 

where i' = P - Cl - (3, and the U(3) monomial "deno­
minator" D~~ is known explicitly. (This and other 
similar results will be discussed in more detail in a 
future paper.) 

4. THE U(n) CASE 

All the steps followed in the last two sections for the 
derivation of the U(3) RWC can be repeated in the 
derivation of the U(n) RWC associated with the 
Kronecker product [hi' •. h~] x IPo ... 0] of IR of 
U(n). We proceed now to give the results of this case. 
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As the analysis is so similar to that of the U(3) case, 
we shall skip all the unessential details. 

We first evaluate the Wigner coefficient 

\ 

hiha .•. h~-l 0 

qi •.• q~-l ; 

qi ..• q~-2 

max 

pO···O 

qO ···0 

0 .. ·0 

max 

max t 
h' 1 ... h~_l 

hlha ... h~_l 0 

qi ... q~-l 

qi •.. q~-2 

max 

max 

hi ... h~-l 

X 
hlh2 ••. hn-1 hn 

ql ... qn-l 

qi ... q~-2 

max 

hlh2 ... h h) n-l n 

qlq2 •.• qn-l 

qi ... q~-2 

max 

max t 
0· .. 0 

pO ... 00 

qO· .. 0 

0 .. ·0 

max 

(53) 

The U(n) RWC is then the quotient of the coefficient 
(53) by the U(n - 1) Wigner coefficient 

( 

qi ... q~-2 q~-l qO· •. 0 

qi ... q~-2 ; 0··· 0 

max max 

ql '" qn-2 qn-l) 
qi ... q~-2 , 

max 
(54) 

whose algebraic expression was obtained in Sec. 3. 
The result is given by Eq. (48) making the appropriate 
changes; in particular, we have to subtract q~-l from 
every q~ and q s' but noticing that for any fixed num­
ber ct, 

we find that the U(n - 1) Wigner coefficient in Eq. (54) 
has the value 

(56) 

For the middle state in (53) we have an expression 
similar to (6), namely 

max 

0'" 0 
pO ... 0 

qO'" 0 
o ..• 0 

max 

max 
o ... 0 

pO· .. 0 
o ... 0 

max 

(57) 

and using formula (7) again, we obtain this expression 
for the Wigner coefficient in (53): 



                                                                                                                                    

MULTIPLICITY-FREE WIGNER COEFFICIENTS 

(
P)-1/2 6 (- )a 
q a Q!! (q - Q!) ! 

e~-l n 

In the appendix we shall prove that 

max t t 
hl .•. h~_l max 

hlh2 ... h~-l 0 0'" 0 
X po···o e q - a 

q't ... q~-l n n-1 

0 .. ·0 
q't ... q~-2 

max 
max 

Sn-1n-1(qs + Ps;qs + Ps )Sn-1n-1(qs;qs) 

[Sn-1 n-1 (q s + P s; q s)]2 

hi ••• h n- i hn) 

q1 + P1 ... qn-1 + Pn-i 

r i ···rn - 2 

max 

and by Hermitian conjugation we deduce from here that 

Sn-1n-1(qs;qs)Sn-1n-i(qs -ps;qs-P s ) 

[Sn-1n-1(qs;qs _Ps)]2 

h1 ... hn - 1 hn ) 

qi - Pi .,. qn-i - Pn-i • 

r
i 

... r n -
2 

max 

max 

hI. ••• h~_l 

q1 ... qn-1 

q't ... q~-2 
max 

587 

(58) 

(59) 

(60) 

Substitution of the last two results into Eq. (58) leads us to the conclusion that the Wigner coefficient in (53) is 
equal to 

aPt··· Pn-101-' ·on_l 

(Pl+"'+Pn-l =a) 

(a 1+' "+OIl_I=q-a) 

(_ )a 

max 

hl ... h~_l 
hlh2 ••• h~_l 0 

q't + P1 ••• q~-l + Pn-1 

ql ... q~-2 
max 

max t 

o ···0 

pO···O 

o ···0 

max 

max 

h:i ••• h~-l 

h1h2 ••• hn-1 hn 

q1 - a1 ••• qn-1 - an-1 

ql ... q~-2 
max 

X Sn-1n-i(qs;qs)Sn-1 n-1(qs - as;qs - a s )Sn-1n-2(qs;ql .•. q~-2)Snn-1(hs;qs - as) 

[Sn-1 n-1 (q s; q s - a s)]2Sn-1 n-2(q s - as; q't ... q~-2)Sn n-1 (h s; q s) 

X Sn-1n-i(q~ + Ps;q~ + Ps)Sn-1n-1(q~;q~)Sn-1n-2(q~ + Ps;ql ..• q~-2)Snn-1(hl'" h~_10;q~). 

[Sn-in-1(q~ + ps;q~)]2Sn-1n-2(q~;ql'" q~-2)Snn-1(hl •.• h~_10;q~ + Ps ) 

(61) 

Now the ME appearing on (61) is nothing else but the 
particular U(n) Wigner coefficient evaluated in Sec. 
3 and given in Eq. (48). [Recall that it was shown 
that this coefficient is independent of the U(n - 2) 
labels.] When we substitute the value of this coef­
ficient into Eq. (61), it brings in (n - 1) Kronecker 
deltas: li q , +p q -a's = 1,2, ... ,n - 1. The two con-

s s' s s 
ditions P1 + .. , + Pn-1 = Q!, a1 + ... + an-1 = q - Q!, 
are equivalent to multiplication of (61) by li a •

P1
+"'+Pn_1' 

liq - a • 0
1
+ ~"on-1' Hence we can use the first (n - 1) 

I 
Kronecker deltas to get rid of all the summations over 
a s in (61), then use Ii" p +"'+p to eliminate the sum-

• 1 n-1 
mation over Q!, and the last Kronecker delta then be-
comes liq+q'+"'+q' q +"'+q • 

1 n-]' 1 n-l 

Following the mentioned steps, dividing (61) by the 
U(n - 1) Wigner coefficient in (56), and furthermore 
subtracting h~ from every h~, hs, q~, and q s' we have 
the final result for the U(n) RWC associated with the 
Kronecker product [hi ... h~] x [PO ••• 0] of IR of 
U(n): 
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<
hi' .. h~_l h~ . pO··· 0 II h1 .•. hn -1 hn 

qi ... q~-l 'qO .. • 0 q1 ... qn-1 ) 

= 6h '+"'+h' +p h +"'+h 6q '+"'+q' +q q +"'+q 1 n' 1 n 1 n-l J 1 n-} 

X Sn-1 n-1 (q s; q~)Sn-1 n-1 (q~; q~) 
X 

with q s = q~ + Ps ' s = 1,2, ••. , n - 1. 

5. COMMENTS 

We have derived in this paper an explicit algebraic 
formula [Eq. (62)] for the reduced Wigner coefficients 
involved in the Kronecker product of m of U(n): 

[hi" . h~] x [po .. • 0]. 

It should be noted that this is the most general multi­
plicity-free Kronecker product on U(n), so the case we 
have analyzed is the only one in which the Wigner co­
efficients are uniquely defined (except for a phase 
factor) by the group itself. In the case of U(3) there 
exists also a canonical definition of Wigner coef­
ficients10 even for general (nonmultiplicity-free) 
Kronecker products; to our knowledge this is the only 
case in which such an extension has been achieved. 

It has been brought to our attention that a result 
equivalent to our formula (62) was obtained earlier 
by Jucys.16a The analysis of Jucys is based on pro-

In the Gel'fand states above, hs, qs' and rs are a gene­
ric designation for the IR labels of U(n), U(n - 1), and 
U(n - 2), respectively; and in order to obtain non­
vanishing results, the nonnegative integers Ps must 
satisfy the condition 12 

n-1 
E Ps = k + 1. 
s =1 

(A3) 

Equation (At) is a recursion formula for the ME of 
e~-ln; we shall obtain the solution of this recursion 
by the induction method. We make the following con­
jecture: 

hs ) q~ = 6q ,+ ... +q' +k q + ... +q 1 r sIn -1 ' 1 n-

max 
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I 

perties of the symmetric group S(n), and his result is 
expressed in terms of functions over the symmetric 
group; whereas our result appears in terms of the 
functions Sn m' introduced in the present paper, which 
are expressed directly in terms of the quantum 
labels of the initial and final Gel'fand states. 

The authors of this paper want to thank the referee 
for having pointed out to them Ref. 16b. In that paper 
results idenHcal to our equations (48), (59), and (62) 
are obtained by methods slightly different to those 
followed by us. 
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APPENDIX 

In this appendix we shall give the proof of Eq. (59) in 
the text, concerning the ME of a power of the U(n) 
generator en-in with respect to U(n) Gel'fand States. 

Using the Gel'fand-Zetlin results12 for the ME of 
en-1n , we have 

with 

ek+1 
n-1n 

( 

hs 

n-1 q s 

= E NT 
T=l rs 

max 

x k! Sn-1n-1{qs;qs)Sn-1n-1(q~;q~) 

[Sn-1n-1 (q s; q's)] 2 

X Sn-1n-2(qs;rs)Snn-1(hs;q~). , 
Sn-1 n-2(q~; r s)Snn-1 (h s ; q s) 

(A2) 

(A4) 

then substitute this (with q~ = q s - P s + 6 TS) on the 
rhs of (At) and show that, after some Simplifications, 
what is obtained for the rhs of (At) is a formula like 
the rhs of (A4) but with (k + 1) instead of k, and 
q~ = q s - Ps' This proves that the "ansatz" (A4) 
satisfies the recursion formula (AI), and since the 
ansatz is true for k = 0, it will be true in general. 
[The definition of the Snm functions in (A4) was given 
in Sec. 2]. 

Let us proceed to implement the above described 
steps. When we substitute (A4) with q~ = q s - P s + 
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0TS into the rhs of (Al), there will appear some Sn m 

functions containing a Kronecker delta 0TS in their 

By a similar method, we obtain 

arguments. We can get rid of this 0TS by a method 
illustrated by the following example: 

(A5) 

r n-1 
=[Sn-ltt-1(qs;qs-p s )]-2n (q5- qT+PT+T-S) n (qr-qs-PT+S-T); 

5=1 5=r+1 
(A6) 

(A7) 

(A8) 

We substitute all the previous results on the rhs of (Al) and obtain, after several cancellations 

rhs (AI) 
k! Sn-l n-l (q 5; q s)Sn-l n-1 (q s - Psi q s - Ps )Sn-1 n-2(q s; r 5)Snn-1 (h s ; q 5 - Ps ) 

[Sn-1 n-1 (q s; q s - Ps )]2Sn_1 n-2(q s - P s; r s)Snn-1 (h s; q 5) 

Now, let us write q 5 - P 5 - S = X s; then we see that 
the last sum in (A9) is equal to 

1 
Pi

k
:0 n , 
v I' (X -x ) 

WfV I' II 

(AIO) 

where IJ., II are numbers in the set {it> i 2 , ••• , ik }. If 
we relabel the indices is -'t s, then the sum over II in 
(AIO) becomes 

* Supported in part by the National Science Foundation and the 
Army Research Office (Durham). 
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The propagation of a randomized electromagnetic field in a uniform medium is considered and expressions 
are derived for the autocorrelation and spectrum of intensity fluctuations in terms of the fourth-order 
coherence function on the initial plane. 

INTRODUCTION 

A variety of phenomena of current interest involve 
the propagation through uniform media of fields 
which have been randomized by previous passage 
through stochastic regions. Particular examples in­
clude the radio-astronomical observations of the 
solar plasma and the contribution of the turbulent 
upper layers of the atmosphere to the twinkling of 
starlight. A striking example of the complexity of the 
phenomenon may sometimes be observed on the bot­
tom of a swimming pool when the surface is lightly 
rippled; at both the deep and shallow ends the light on 
the floor of the pool is uniform, but in the center, rip­
pling bands of light and shadow are observed. This 
phenomena and others may be crudely understood on 
a ray basis, when it is recognized that even small 
phase variations introduced by the stochastic ele­
ment are converted into intensity fluctuations during 
passage through the uniform medium by focusing. 
This i.s the principle used in shadowgraph photography 
of turbulent (and uniform) flows. 

Although the ray- optical theory has been well known, 
a general electromagnetic solution using the Helm­
holtz- Kirchhoff integral has been lacking. The diffi­
culty has been that eighth- order integrations are 
involved. In this paper, we employ a transformation 
derived in a previous paper by Torrieri and Taylor1 
to reduce the integrals to lower orders. Compact 
general expressions are obtained for the autocorre­
lation and spectrum of intensity fluctuations in terms 
of the fourth-order coherence function on the initial 
plane. From these general expressions the restric­
ted formulas previously obtained by Mercier, 2 Sal­
peter,3 and Jokipii 4 for various special cases are 
readily deduced. 

THEORY 

We consider the propagation of a wave I/J(r), obeying 
the scalar wave equation 

(V2 + k 2 )t/I(r) = 0, 

where as usual k 2 = Eka = E(w/c)2. It is assumed 
that boundary values are given over the z = 0 plane. 
It has been shown 1 that the Helmholtz- Kirchhoff 
integral reduces in this case to the form 
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1 3 II ejkR 
t/I(r) = - 21T 3z t/I(r') It dS', z > 0, (1) 

where R = I r - r'l and the integration is over the 
plane z' = O. We use Eq. (1) to obtain the following 
expression for the fourth-order coherence function 
M(rv r2 , r3 , r4) = (I/J (r1)1/J*(r2)I/J(r3)1/J* (r4) in the space 
z > 0 in terms of the fourth-order coherence on the 
boundary plane: 

M(r1, r2 , r3, r4 ) = Uii)4 a~l ••. a~4 Ip
1
Ip)I!J 11'4 dS{· .. 

ejk(Rl - R:l + Ra -~) 
x dS.1 M(r{, r2, r3, r.1 ) R1R.fi.fi4 (2) 

We shall assume that M is stationary over the z = 0 
plane: It may be written as a function of the differen­
ces between coordinates. Thus 

M(r1, r2, r3, r.1 ) = Mo(x{- X2, ... 'Y3 -- Y.1) 
= MO(~l'"'' ~6) = MoW), (3) 

where 

~{ = x{- x2' 
~.1 = Y1 - Y2, 

~2 = x2 -- x3' 
~~ = Y2 - Y3' 

q = x3 - x.1 
~6 =Y3 - Y.1 (4) 

and ~' is a vector in 6- space. It should be noted that 
the differences x.1 - xl and Y 4 -- Y 1. can be expressed 
in terms of the other differences and have not been 
included expliCitly and that we have attached a zero 
subscript to M as a reminder that this indicates the 
value over the z = 0 plane. We introduce the Sixfold 
fourier transform 

(5) 

where k~, ••• , kf,6 are the spatial frequencies corres­
ponding to ~1., ... , ~6 and dkf, = dkf, ••• dkf, . The inte-

1 6 
gration is Sixfold, as indicated by the numeral in 
parentheses and each integral is taken from -_. ce to 
+ ce. We employ this convention throughout unless 
otherwise indicated. Substituting Eq. (5) into Eq. (2) 
we obtain upon exchanging order of integration 

(1\ 10 1(6) a a 
M(rv r2 , r3 , r4 ) = \21i) dkf,Mo(kf,) 3z

1
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The propagation of a randomized electromagnetic field in a uniform medium is considered and expressions 
are derived for the autocorrelation and spectrum of intensity fluctuations in terms of the fourth-order 
coherence function on the initial plane. 

INTRODUCTION 

A variety of phenomena of current interest involve 
the propagation through uniform media of fields 
which have been randomized by previous passage 
through stochastic regions. Particular examples in­
clude the radio-astronomical observations of the 
solar plasma and the contribution of the turbulent 
upper layers of the atmosphere to the twinkling of 
starlight. A striking example of the complexity of the 
phenomenon may sometimes be observed on the bot­
tom of a swimming pool when the surface is lightly 
rippled; at both the deep and shallow ends the light on 
the floor of the pool is uniform, but in the center, rip­
pling bands of light and shadow are observed. This 
phenomena and others may be crudely understood on 
a ray basis, when it is recognized that even small 
phase variations introduced by the stochastic ele­
ment are converted into intensity fluctuations during 
passage through the uniform medium by focusing. 
This i.s the principle used in shadowgraph photography 
of turbulent (and uniform) flows. 

Although the ray- optical theory has been well known, 
a general electromagnetic solution using the Helm­
holtz- Kirchhoff integral has been lacking. The diffi­
culty has been that eighth- order integrations are 
involved. In this paper, we employ a transformation 
derived in a previous paper by Torrieri and Taylor1 
to reduce the integrals to lower orders. Compact 
general expressions are obtained for the autocorre­
lation and spectrum of intensity fluctuations in terms 
of the fourth-order coherence function on the initial 
plane. From these general expressions the restric­
ted formulas previously obtained by Mercier, 2 Sal­
peter,3 and Jokipii 4 for various special cases are 
readily deduced. 

THEORY 

We consider the propagation of a wave I/J(r), obeying 
the scalar wave equation 

(V2 + k 2 )t/I(r) = 0, 

where as usual k 2 = Eka = E(w/c)2. It is assumed 
that boundary values are given over the z = 0 plane. 
It has been shown 1 that the Helmholtz- Kirchhoff 
integral reduces in this case to the form 
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1 3 II ejkR 
t/I(r) = - 21T 3z t/I(r') It dS', z > 0, (1) 

where R = I r - r'l and the integration is over the 
plane z' = O. We use Eq. (1) to obtain the following 
expression for the fourth-order coherence function 
M(rv r2 , r3 , r4) = (I/J (r1)1/J*(r2)I/J(r3)1/J* (r4) in the space 
z > 0 in terms of the fourth-order coherence on the 
boundary plane: 

M(r1, r2 , r3, r4 ) = Uii)4 a~l ••. a~4 Ip
1
Ip)I!J 11'4 dS{· .. 

ejk(Rl - R:l + Ra -~) 
x dS.1 M(r{, r2, r3, r.1 ) R1R.fi.fi4 (2) 

We shall assume that M is stationary over the z = 0 
plane: It may be written as a function of the differen­
ces between coordinates. Thus 

M(r1, r2, r3, r.1 ) = Mo(x{- X2, ... 'Y3 -- Y.1) 
= MO(~l'"'' ~6) = MoW), (3) 

where 

~{ = x{- x2' 
~.1 = Y1 - Y2, 

~2 = x2 -- x3' 
~~ = Y2 - Y3' 

q = x3 - x.1 
~6 =Y3 - Y.1 (4) 

and ~' is a vector in 6- space. It should be noted that 
the differences x.1 - xl and Y 4 -- Y 1. can be expressed 
in terms of the other differences and have not been 
included expliCitly and that we have attached a zero 
subscript to M as a reminder that this indicates the 
value over the z = 0 plane. We introduce the Sixfold 
fourier transform 

(5) 

where k~, ••• , kf,6 are the spatial frequencies corres­
ponding to ~1., ... , ~6 and dkf, = dkf, ••• dkf, . The inte-

1 6 
gration is Sixfold, as indicated by the numeral in 
parentheses and each integral is taken from -_. ce to 
+ ce. We employ this convention throughout unless 
otherwise indicated. Substituting Eq. (5) into Eq. (2) 
we obtain upon exchanging order of integration 

(1\ 10 1(6) a a 
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j (8)exp[jks·~1 +jk(RI-R2 +R3 -R4)] 
x ---,--,,------'---' 

RlR,jl~4 
X dx1" ·dy~. (6) 

Expressing the ~i in terms of xi, y [ and regrouping 

M(r1, r2, r3, r4) = (2~r t 6
) dksMo(k,) (a~l T(r1; k S1' kf,4) 

x (00- T*(r2 ; k, -- kf, ,k" - kf, ») 
Z2 1 2 4 5 

X (-a a_ T(r3 ; k" - k" ,ks - kf, )\ (-a~' 
Z3 3 2 6 5 ') Z3 

where by definition 

1 j(2) 
T(ri ; kf,m,ktn ) :::= -2 dx[dy;' 

11 

exp[j(k, xi + kg y.' + kR.)] 
x m n ' , (8) 

Ri 

Torrieri and Taylor l evaluated T(ri ; kg ,k" ) using 
a representation of a spherical wave as a 1;um 8f ele­
mentary cylindrical waves. The result leads directly 
to the formula 

-aaz~ T(ri ; kf, ,ks ) =- exp{j[kg Xi + k, y. 
t rn n m ~n ~ 

-- Zi(k 2 - k~ - k~ ) 1/2]}. (9) 
m n 

Using Eq. (9), we obtain from Eq. (7) 

( 
1 \ 6 j(6) A 

M(r1 , r2 , r3 , r4):::= 2rr} dktMo(k,,) 

x exp(j[k t Xl + k, Yl - zl(k 2 - kl - knl/2] 
I 4 1 '4 

- j{(ki. - k, )X2 + (k, - kt )Y2 
, 1 2 4 5 

- z2(k 2 - (k'l - k'2)2 - (kf,4 ,- kf,s)2]1/2} 

+ j{(k, - kf, )X3 + (k, - kf, )Y3 
3 2 6 5 

- z3[k2 -- (kg3 - kg)2 -, (kSf, - kf,5)2)1/2} 

- j[k. X4 + k. Y4 - z4(k 2 - k[ - k[ )1/2]). (10) 
3 6 3 6 

Again regrouping, we obtain the formal result 

M(r1,r2,r3,r4}::= (li)6 J(6)dk gMo(k g) 

Xexp{jk '~-j{z (k2_k2 _k2}1/2 s 1 g 1 1: 4 

- Z2[k 2 - (kf,l -- k,)2 - (k.
4 

- kf,5}2)1/2 

+ Z (k2 - (k - k )2 - (k - k )2]1/2 
3 1: 3 • 2 1:6 '5 

- Z4(k 2 - "t3 - kts)1/2}). (11) 

~ 

We can assume that Mo is nonzero only for ki. such 
that each of the square roots appearing in Eq. (11) is 
real. This restriction on the spectrum can be inter­
preted in terms of the angular spectrum of plane 
waves to mean1 that evanescent waves are not inclu­
ded: These waves would rapidly decay in any case. 
In order to evaluate the integral we shall make a 
stronger assumption, however. We shall expand each 
of the square roots in series and retain only the first 
two terms of each expansion. If 1 is the transverse 
scale of the wave fluctuations on the initial plane, it 
is readily seen that this approximation requires 

1 > ,\, :::= 211/k, z,\,3/l4« 1. (12) 

These requirements appear to be readily satisfied 
for all cases involving waves which have been ran­
domized by terrestrial and solar atmospheric 
effects. 

Proceeding with the expansions and limiting our­
selves to the important case of the transverse coher­
ence function by taking zl = z2 ::= z3 = z4 :::= z, we 
obtain 

( 1)6 j(6) ,., 
M(~,z) = 211 dk,Mo(k,)exp(jk,·~ + (jz/k) 

x (l?, k" - k, k, + kf, k. - k, kf, )] 
12324565 

= F l[Mo(kf,}hxhy ] = Mo(~} -kF-1{hJF-1{h), 
(13) 

where we have employed the convolution theorem and 
defined 

hx = exp(jz/k} (k. kf, -- kg kf, )], 
1 2 3 2 (14) 

hy = exp[ (jz/k) (k" kif, - kf, kf; )] 
4 5 6 5 

We proceed to calculate the inverse transforms as 
follows 

F-l{h } = (-!-) 3 t 3
) dk dk dk 

x 211 f,1 1'2 '3 

X exp(j(kgl~l +kf;2~2 +k'3~3)+(~) 
x (kg k, - kl: k, )] 

1 2 3 2 

= (in) 2 t 2
) dkf,l dkt3 5((~) (k t1 -- k.)+ ~2) 

X expl}(kf, ~1 + Rt ~3)]' (15) 
1 3 

It is convenient to introduce the transformation 

U ::= (z/k)(k. - k. ) + ~2' V = i (kg + kf. ), (16) 
1 3 1 3 

which has the Jacobian (k/z). Consequently, 

F-l{hJ = (-2;) (~) exp~ (~3 -- ~1) (~2 ~) J t 2
) du dv 

x 5(u) exp~j~~l + ~3)v - (~3 - ~1)(;~) J \ 

::= (-2!i) 5(~1 + ~3) exp~(~3 - ~l)(~:)J. (17) 

Thus 

M(~,z) = Mo(~) -k (k/211Z)25(~1 + ~3)5(~4 + ~6) 

X exp{(jk/2z)[~2(~3 - ~1) + ~5(~6- ~4)]} 
j (6) 

:::= (k/211Z)2 d~' Mo(~/)5(~1 - ~; + ~3 - ~3) 

X 5(~4 - ~4 +~6- ~6) 

x exp{(jk/2z)(~2 - ~2)(~3 - ~3 - ~l + ~l) 

+ (~5 - ~5)(~6 - ~~ - ~4 + ~4)])' ' (18) 

The quantity of primary interest is the autocorrela­
tion of irradiance ([(P, q, z) [(0,0, z». Thus, taking 
~1 ::= ~3 = ~4 = ~ 6 = 0, ~2 = p, ~5::= q, we obtain 

([(P, q, z) [(0,0, z» 

j (6) 
::= (k/211Z)2 d~/Mo(~1)5(- ~l- ~3)5(- ~4 - ~6) 

x exp{(jk/2z)[(P - ~2) (~1- ~3l 

+ (q- ~5)(~~ - ~6)])' (19) 
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Integrating over ~'~6 and dropping the primes on the 
variables of integration 

(I(P,q,z)I(O, O,z» = (k/21TZ) 2 t 4
) d~ld~2d~4d~5 

x MO(~l' ~2'- ~1' ~4' ~5'- ~4) 
X exp{(jk/z)[~l(P - ~2} + ~4(q - ~5)}} 

= (k/21Tz)2 J(4) d~1d~2d~4d~5 

xMO(~l'P - ~2' - ~1> ~4,q - ~5'- ~,D 

x exp{(jk/Z)(~1~2 + ~4~5)}' (20) 

Experimental investigations and previous theoretical 
work in astronomy has been concerned with the spec­
trum of irradiance fluctuations, 3,4 

where Fp,q indicates the Fourier transform with res­
pect to p, q. Thus, from Eq. (20), 

~ J(6) 
M21 = (k/21TZ)2 dpdq d~ld~2d~4d~5 

XMO(~l'P - ~2'- ~1'~4,q- ~5'- ~4) 

X exp{j[k/z)(~1~2 + ~4~5) - Pix - q!y]} 

- (21T)2 o(jx)olfy). (22) 

We interchange the order of integration and set 
P -- ~2 = a, q - ~5 = (3 in the inner integral. Thus~ 

M2I = (k/21TZ) 2 1'4) d~ld~2d~4d~5 
x exp{j[k/zm1 ~2 + ~4~5) - ~2fx - ~51,J} 

x J(2) dad(3 M(~l' a, - ~1' ~4' (3, - ~4) 
X exp[- j(aix + (31,)] - (21T)2 o(fx)olfy). (23) 

The inner integrals are now recognizable as delta 
functions and we obtain the remarkably simple result 

Equation (25) may be written in terms of the original 
variables in the form 

M21 = ~,8[Mo(x1 - x 2 = x4 - x3 = zijk,x2 - X3 

= Xl -X4 = a, Y1 - Y2 = Y4 - Y3 = z!y/k'Y2 -Y3 

=Y1 -Y4 = (3) -1]. (26) 

Equations (20) and (25) [or (26)] are the baSic general 
formulas. Before continuing on to obtain some 
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general conclUSions, we digress to consider the case 
of a wave which has weak random phase fluctuations 
across the initial plane. This "weak phase screen" 
case has been partially analyzed directly from the 
eightfold integral. We show that our general formu­
las lead to the same results and, additionally, obtain 
some new results for the autocorrelation of irra­
diance fluctuations. 

WEAK PHASE SCREEN 

Assuming unit amplitude and random phase S on the 
Z = 0 plane 

Mo = (1/111/1;1/131/1:> = (expj[(S1 +S) - (S2 + 84)]) 

= exp - ~ (S1 + 8~ + 8~ + 8~ 
+ 2 (81.5.3 + 8284 - 8182 - S:t84 - 82.5.3 - .5.384»' (27) 

where we assume Gaussian variables. We define the 
phase autocorrelation function Pij1 

(8i8j ) = 86 Pii' (28) 

where PH = 1 and 

Pij = p([(xi - xj )2 + (Yi - yj )2] 112). (29) 

Thus 

Mo = exp[- 86(2 + P13 + P24 - P12 - P23 - P34 - P41»)' 

It should be observed that 

Thus using our definitions of ~, and noting that we 
must take ~3 = - ~1' ~6 = - ~4' we find 

PI3 = P([(~2 + ~1)2 + (~5 + ~4)2)1/2), 
P24 = P([(~2 - ~1)2 + (~5 - ~4)2)1/2), 

PI2 = P:34 = P«~I + ~~)1/2), 
P23 = P14 = p«~~ + ~~)1/2). 

Whence 

For a weak phase screen 80 < 1, we write 

(30) 

(31) 

(32) 

Mo R: 1 + 85(- 2 + 2p12 + 2P23 - P13 - P24)' (34) 

and obtain for the intensity fluctuations, using (34) 
with ~2 -7 - ~2' ~5 -7 - ~5' P = q = 0, 

J
(4) 

(I2(z» = (k/21TZ)286 d~ld~2d~4d~5 

x exp[(jk/z)(~1~2 + ~4~5)]{(S02 - 2) 

+ 2p«~ f + ~ ~)1/2) + 2pm ~ + ~~) 1/2) 

- P([(~l - ~2)2 + (~4 - ~5)2)1!2) 

- P([(~l + ~2)2 + (~4 + ~5)2]I/2)}. (35) 

The five fourfold integrals which result from the 
five terms in brackets are labeled Jl' ... ,J5 and can 
be evaluated as follows: 

J1 = (1- 2815)(k/21TZ) 2 t 4
) d~ld~2d~4d~5 e(jklz)(tlt 2+t4tS> 

j (2) = (1- 285 d~2d~50(~2)o(~5) = 1- 285; (36) 
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J2 = 2(k/21TZ)2S5j<4)d~ld~2d~4d~5PW~ + ~~)1I2) 
x exp[(jk/z)(~1~2 + ~4~5)] 

= 2S5 J(2)d~ld~4P«q + q)l/2)6al)6(~4) = 2Sij. 
(37) 

Similarly, 

J(4) 
J3 = 2(k/21TZ)2Sij d~1d~2d~4d~5P<a~ + q)1/2) 

x exp[(jk /z }(~1 ~2 + ~4 ~5)] 
= 2Sij J(2)d~2d~5pm~ + ~g)1/2)o(~2)o(~5) = 2Sij. 

(38) 

Next, setting A = ~l - ~2' B = ~l + ~2' C = ~4 - ~5' 
D = ~4 + ~5' 

1
(4) 

J4 =- (k/21TZ)2Sij d~ld~2d~4d~sP(Wl - ~2)2 

+ (~4 - ~5)2]lJ2) exp[(jk/z)(~l~2 + ~4~5)] 

=_ ~(k/21TZ)2Sij1(2)dAdC p«A2 + C2)1/2) 

x exp[- (jk/4z)(A2 + C2)] 

x J<2)dBdD exp[(jk/4z)(B2 + D2)] 

= ~ (k/21TZ)jSij j<2)dAdC p«A2 + C2)1I2) 

x exp[- (jk/4Z)(A2 + C2»). (39) 

Similarly, 

J5 = - ~(k/21TZ)2 S8 J(2) dBdD p«B2 + D2)1/2) 

x exp[(jk/4z)(B2 + D2)] 

x J(2)dAdC exp[- (jk/4z) (A 2 + C2)] = J;. (40) 

Thus, transforming to polar coordinates in the (A, C) 
plane, 

J4 + J5 == - (k/z)Sij Re~ Jo<X) rdr per) exp(- ~2)] 

= - (k/z)Sij Jo<X) rdr per) sin(k;:). (41) 

Combining and setting t == kr 2/4z, we obtain the 
general result 

(J2(Z» = 1 + 2Sa (1- Jo<X) p(2 .Jzt/k) sint dt). (42) 

For the Gaussian model per) = exp(- r2/Z2) we 
obtain ' 

(J2(Z» = 1 + 2Sa(4z/k[2)2 
[1 + (4z/k[2) 2) , 

(43) 

which was obtained by Mercier2 from the eightfold 
integral. 

To obtain the intensity autocorrelation (l(p, q, z) 
1(0,0, z» in the transverse plane we need only recal­
culate Eq. (35),. substituting ~2 - P and ~5 - q for ~2 
and ~5' respectIvely, wherever they appear in the 
argument of p in the integral in Eq. (35). Thus 

( J
(4) 

I(P, q, z )1(0,0, z» = (k/21TZ) 2 Sij d~ld~2d~4d~5 

x exp[(jk/z)(~1~2 + ~4~)] 
X { (S02 - 2) + 2p«Q + ~~) 1/2) 

+ 2Pcr(~2 - p)2 + (~5 - q)2]1I2) 

- p(Wl - ~2 - P)2 + (~4 - ~5 + q)2]1/2) 

- P([(~l + ~2 - P)2 + (~4 + ~5 - q)2]I12)}. (44) 

The five fourfold integrals which result from the five 
terms in brackets are labeled J l1Xl , .•. ,J5pq and are 
evaluated as follows: Clearly 

J1pq == J1 == 1 - 2Sij, 

J2pq = J2 = 2Sij, 

J3pq = 2Sijp«P2 + q2)1/2). 

(45) 

Comparing the terms in Eq. (44) with our previous 
expressions we find, using Eq. (39), 

J4pq = 2 j (2:zJ Sij )"2) dAdC p{[(A + p)2 

+ (C + Q)2]l/2}expr- (~) (A2 + C2)] (46) 

J5Pq = + i(2!i) Sa /2) dBdDp([(B - p)2 

+ (D - q)2P/2)exp[(~:) (82 + D2)J, (47) 

Thus, continuing 

(I(P, q,z)I(O, 0, e» = 1 + 2S02Ip«P2 + q2)1/2) - ! ~ l' 2 21TZ 

J
(2) 

x dAdC p([(A + p)2 + (C + q)2)1/2) 

xSin(4~(A2+C2»)l (48) 

For a Gaussian model, the integrals involved in Eq. 
(48) may be readily evaluated using the following 
formula which may be deduced from the tables 
(Ref. 5, p. 485): 

L: e-x2 n~ [~(x - a)2]dx == 1Tl/2 (1 + ~2rl/4 

x exp(- ~2(2) ~~';; (! tan-1 ~ + ~ \. 
1+~2 2 1+~2) 

Thu~ with p = exp{- [(A + p)2 + (C + q)2]/Z2}, we 
obtam for the weak phase screen 

(l(P,q,z)l(O,O,z» = 1 + 2Sij [exp(- (P;2+
q2») 

_ ~(1 + ~2)-1/2 exp(~. (p2 + q2») 
1 + ~2 [2 

x sin (tan-1 ~ + _~_. (P2 + q2»)] 
1+~2 [2 ' 

(49) 

(50) 

where we have introduced the notation ~ == kZ2/4z. 
For P == q == 0, we obtain the special result given by 
Eq. (43). It may be noted in passing that except for 
the special results given in Eqs. (41) and (43), our 
formulation is correct for anisotropiC weak phase 
screens. That is, Eq. (48) may be used with p(p,q) 
instead of p«P 2 + q2)1I2) and peA + P, C + q) in­
stead of p«A + p)2 + (C + q)2). For the anisotropic 
model p(x,Y) = exp(- x 2/1x2 - Y 2/[l), we obtain, using 
Eq. (48), the result 
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x sin (! tan- 1 ~x + ~ tan- 1 S, 

F./q2 )] 
+ q(l : ~2) , 

~xp2 +_-C.:.-.. __ 
ll(I + ~x2) 

(51) 

where we have set ~x 0= kl;/4z, ~y = kt;/4z. Letting 
I -) 00, we obtain a result for the one- dimensional 
Gaussian model 

(I(P,z)I(O,z» = 1 + 2S~ [exp(- ~2) C1 :2~x2)r/4 
x e (- ~x2p2 ) sin(~ tan-1 ~ + ~ + ~P21Zx2)]. 

xp lx2(1 + ~l') 4 (1 + ~x2) 

The formulas given by (50)-(52) have not to our 
knowledge appeared previously. 

(52) 

The spectrum of irradiance fluctuations may be ob­
tained from Eq. (25). Thus,using Eq. (33), we write 

M21 = Sfi t 2
) dad{3 ) ~ 2 + 2p (~x ,Zt) + 2p(a ,{3) 

( 
z!x ziy j (Zfx ziy.\l 

-p k -a'k -{3j-P k + a'k + {3JJ 

xexp[-j(a!x +{3iy)]~. (53) 

The first two terms cancel and we readily obtain, 
using the shift theorem, 

M21 (jx'iy ,z) = 4S~p(fx,jy) sin2[z(fx2 + .fy2)/2kJ. (54) 

Equation (54) is referred to in numerous recent 
radio-astronomy papers. The formula was first 
stated by Salpeter3 for the case z » A. In the only 
published derivation, Jokipii4 obtained (54) directly 
from the fourfold integral for the one-dimensional 
phase screen, assuming that p is cut off for wave­
numbers greater than order kL/z, where L is the 
correlption length of the phase fluctuations. In Ref. 
4 a result is also obtained for the spectrum of irra­
diance fluctuations for a strong phase screen. We 
shall also obtain the generalization of this result in 
a later section. 

LIMITING CASE: GEOMETRICAL OPTICS 

We consider the case of large k/z in which we as­
sume (z!x/k) -) 0 in the limit. We immediately obtain 
from Eq. (25), upon applying the Taylor expansion 
about z = 0 and using the symmetry of Mo' 

~ j(2) [ 
M21 = dad{3 Mo(O, a, 0, 0, (3, 0) - 1 

(
02MO 02MO) efx)2 

+ a~f - a~1a;3 0 \k 

+ (0 2~O _ !.!.Mo \ (Z.fy) 2J exp[- j (afx + f:J.fy)] 
0~4 a~4a~6}O k 

= 1I121 (z 0= 0) +(-=)2 F[(02~O _ 02MO) !x2 
k 01; 1 0 S10 1;3 0 

+ (
02M

o _ iJ2Mo) !,2] 
a~~ o~401;6 0 y . 

(55) 

[In Eq. (55) the zero subscript applied to the paren­
theses implies ~l 0= ~3 0= 1;4 = ~6 = 0]. 
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Because the Fourier transform in the second term 
in Eq. (55) does not contain z or k, we can assert the 
general result that M21 will increase as (z /k) 2 in the 
initial region. For the weak phase screen, this re­
sult can be obtained directly from Eq. (54) as noted 
by Salpeter. The geometrical optics z 2 dependence 
has also been well known in shadowgraph theory. 6, 7 

LIMITING CASE: THE DIFFRACTION REGION 

For a phase-screen, as z increases the fourth-order 
coherence function of Eq. (33) as it appears in the 
integral of Eq. (25), can be apprOXimated by 

(
Z!x - zfx zJy - Zj~) 

Mo k,a'-k-'k,{3, -k-

This approximation is valid when e-2~p(zfxlk,zfylk)~ 1, 
and we can consider Eq. (33) to be a product of "non­
interacting" factors. Using a Gaussian model to 
simplify the expression of this condition, we find that 
we require z » (kl/!) InSo. This condition clearly 
restricts our approximation to the diffraction region. 
Applying Eq. (56) to Eq. (25), we readily obtain, upon 
application of the shift theorem and some rearrange­
ment of terms, 

11121 (z » (kZ/!) lnSo) ~ F(e2sg[P(a,i3HJ + 2e- sgp(a.i3) 

- 2e-2S&' - 1) - 4 sin2[{fx2 + !i)z/2k]F (e-S5P (a, B» 

~ M2I(j 0= 0) - 4 sin2[(j} + .fy2)z/2k]F(e-sgp(a.8). 

(57) 

The zero spatial frequency term in this equation will 
not be exact since it cannot fall within the range of 
our approximation. Thus we write instead 

M2I[z »(kZ/!) InSo] ~ - 4 sin2[(jx2 + .fy2)z/2k] 

XF(e-sgp(a.ln). (58) 

Equation (58) is the generalization of the Salpeter 
formula, Eq.(54), of the general (not-weak) phase 
screen. We point out that, although we have restriC­
ted our discussion here to a phase screen, it is pos­
sible to extend the formula to an amplitude-phase 
screen by expressing the wave in terms of a complex 
amplitude Il and writing the coherence function in 
terms of the autocorrelation of the Il, as done by 
Mercier. It is clear that this procedure will again 
lead to a separation of the effects of distance z from 
the initial plane into the Fresnel filter 4 sin2[ (jx2 + 
iy2)Z /2k] for high spatial frequencies. 

A result similar to that derived here was obtained 
by Jokipii4 for a one-dimensional phase screen sub­
ject to a number of special assumptions. Equation (58) 
suggests that the most convenient procedure to follow 
in the analysis of irradiance fluctuations created by 
distant randomization is to restrict attention to the 
high frequency portion of spectrum, [f »(kZ/z)lnSo] 
in which the. effects of distance are most simply 
treated. 

CONCLUSION 

Equations (20) and (25) express the autocorrelation 
and spectrum of intensity fluctuations for a ran-
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domized field as transforms of the fourth-order 
coherence on the initial planes. (These results have 
been generalized to higher order moments of the 
field. S) The special formulas given by Eqs. (58) and 
(55) are useful in radio-astronomical observations 
of the solar plasma and in optical phenomena due to 
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Exact Solutions to the Yang-Mills Field Equations* 
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New spatially localized solutions to the Yang-Mills classical field equations are reported. 

Manifesting singularities of the Coulomb form, the E == 2~ f tr(FOiFOi + ~FijFi)d3x, 
spatially localized " particle like " solutions to the 
Yang-Mills classical field equations obtained 

(6) 

several years ago l - 3 yield infinite values for the 
total field energy. A systematic search for partic1e­
like solutions of finite energy has been performed 
by the present author with methods developed pre­
viously for essentially nonlinear field theories. 4 

Although the investigation has disclosed the new 
and interesting solutions reported here, no particle­
like solution of finite energy has been found. Our 
results support the conjecture that spatially localized 
solutions of finite energy do not exist in a classical 
Yang-Mills field theory. 

We work with the Yang-Mills classical field equa­
tions in the form 5 

(1) 

(2) 

where indices are raised with the Minkowskian 
metric tensor gfW == diag (- 1, 1, 1, 1), e denotes the 
fundamental unit of charge in a system of physical 
units with Ii and c equal to unity, and the components 
of A == All (x) and F~/J == FilV(x) are complex n x n 
mat~ices that transform according to the formulas 

F ~ F' == S-lF S 
flV ilV ilV , 

where 5 == S(x) is an element of the general gauge 
group of all nonsingular complex n x n matrix 
functions of x, or a subgroup the reoL Under the 
variation of AJi' the field equations (1) follow from 
the gauge- invariant Lagrangian density 

J3 == - (1/4n) tr(FilV ]<~v)' 

(3) 

(4) 

(5) 

where tr denotes the trace of the matrix and the 
numerical prefactor - (4n)-1 is implied by the purely 
electromagnetic field case 5 FJiV == ~v l, with II the 
n x n identity matrix. Associated with (5) we have 
the canonical total field energy 

a gauge-invariant complex constant of the motion in 
the general case, but patently real and positive for 
Hermitian Ail and FilV ' 

The computation of solutions to Eqs. (1) and (2) is 
facilitated by first applying a gauge transformation 
to the fields with 

S(x) == T(expie tOAo(Y)dYO)yox (7) 

in which T is the chronological product ordering 
operator, so that A~ == 0 at all x according to (3) with 
(7). Dropping the primes, with Ao == 0 Eqs. (1) and 
(2) split up to produce the simpler equations 

ok ok 
F. == -' - _l + ie[Ai,A

J
], 

'l ax) aXi 

(8) 

(9) 

(10) 

(11) 

where the Latin indices run 1, 2, 3 and a dot denotes 
differentiation with respect to xO. 

Particlelike solutions to Eqs. (8) and (9) take the 
form 

A . == (J + jxOK) ~ 
, OXi' (12) 

where J and K are constant complex n x n nonzero 
matrices such that 

[J,K] == iK, (13) 

f is a disposable real constant, and ¢ == ¢(x) in (12) 
is a real scalar function independent of xO. We have 
Fij == 0 from (11) with the form (12), and hence (8) 
is satisfied identically. Equation (9) is satisfied by 
(12) with (13) provided that ¢ is a solution to the 
nonlinear Poisson equation 

(14) 
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like solution of finite energy has been found. Our 
results support the conjecture that spatially localized 
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(2) 

where indices are raised with the Minkowskian 
metric tensor gfW == diag (- 1, 1, 1, 1), e denotes the 
fundamental unit of charge in a system of physical 
units with Ii and c equal to unity, and the components 
of A == All (x) and F~/J == FilV(x) are complex n x n 
mat~ices that transform according to the formulas 
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n x n identity matrix. Associated with (5) we have 
the canonical total field energy 

a gauge-invariant complex constant of the motion in 
the general case, but patently real and positive for 
Hermitian Ail and FilV ' 

The computation of solutions to Eqs. (1) and (2) is 
facilitated by first applying a gauge transformation 
to the fields with 

S(x) == T(expie tOAo(Y)dYO)yox (7) 

in which T is the chronological product ordering 
operator, so that A~ == 0 at all x according to (3) with 
(7). Dropping the primes, with Ao == 0 Eqs. (1) and 
(2) split up to produce the simpler equations 

ok ok 
F. == -' - _l + ie[Ai,A

J
], 

'l ax) aXi 

(8) 

(9) 

(10) 

(11) 

where the Latin indices run 1, 2, 3 and a dot denotes 
differentiation with respect to xO. 

Particlelike solutions to Eqs. (8) and (9) take the 
form 

A . == (J + jxOK) ~ 
, OXi' (12) 

where J and K are constant complex n x n nonzero 
matrices such that 

[J,K] == iK, (13) 

f is a disposable real constant, and ¢ == ¢(x) in (12) 
is a real scalar function independent of xO. We have 
Fij == 0 from (11) with the form (12), and hence (8) 
is satisfied identically. Equation (9) is satisfied by 
(12) with (13) provided that ¢ is a solution to the 
nonlinear Poisson equation 

(14) 
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We obtain 

¢ = e-1 In(1 + arl) (15) 

as the immediate spherically symmetric solution to 
(14), where r'= (xI + x~ + x~)1/2 and a denotes a 
disposable real constant of integration in (15). By 
putting (12) with (15) into (10), we find that 

(16) 

and the energy (6) is then obtained by explicit integra­
tion as 

E = 21fj2a tr(K2) 
ne 2 

(17) 

for a > O. In the case n = 2, an obvious representa­
tion for matrices J and K satisfying (13) is 

( 
i 0) 0 1 

J = 0 0' K = (0 0)' (18) 

and (17) vanishes. More generally, for any finite­
dimensional 6 matrix K that satisfies (13) we have 

tr(K2) = - i tr(K(J,K]) = 0, (19) 

and the energy (17) is zero. Equation (19) also shows 
that K cannot be Hermitian with our assumption that 
the dimension n is finite. 6 Finally, we note that 
Eq. (14) also admits a broad class of solutions with­
out spherical symmetry. 

The Ai may be Hermitian in particle like solutions to 
Eqs. (8) and (9) of the form 

(20) 

where Eijk is the Levi-Civita symbol, the Ii are con­
stant complex n x n nonzero matrices such that 

(21) 

and X = x(r) is a real scalar function of r '= (xI + x~ 
+ x~)1/2. Since the form (20) is wholly independent 
of xo, Eq. (9) is satisfied identically and (10) states 
that FOi = O. The right side of (11) is evaluated with 
(20) and (21) to yield 

Fij = [-2E ijk X + (EiklXj - Ejklxi)xlr-lx' 

- eEijlxkxlX2] Ik 

= [- E ijk(2x + rx') + Eijlx"xl(r-1x' - ex2)] Ik , (22) 

from which it follows by straightforward computa­
tion that Eq. (8) is satisfied if X is a solution to the 
nonlinear ordinary differential equation 

(23) 

With the introduction of the dimensionless variable 
~ '= 1 + er2x, Eq. (23) becomes 

(24) 

an equation that has been discussed in a generic con­
text in the literature.7 The obvious particular solu­
tions to (24), ~ '= 0 and ~ '= - 1, produce the non­
trivial special solutions to Eq. (23), 
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X = - N e-1r 2 for N = 1, 2, 

and (22) then yields 

Fij = (2N - N2)e-lr4Eijl Xl xkIk 

\e-lr4EijlxlXkIk forN = 1 

/0 for N = 2. 

(25) 

(26) 

(27) 

Hence, the total canonical field energy (6) is infinite 
for the solution (20), (25) with N = 1, while the solu­
tion with N = 2 must be discarded as pure gauge. 
Now in terms of the dimensionless variable ~ = 1 
+ er2 X, (22) is expressed as 

Fij = e-1{- Eijkr-1~' + Eijlxkxl[r3~' + r-4 (1 - ~2)]}Ik' 
(28) 

and thus we find 

for an n-dimensional irreducible representation of the 
Ii in (21), because we then have tr(IkIl) = 1nI(I + 1)0kl, 
with 21 a positive integer. 

Thus, the energy (6), 

(30) 

would be finite if it were possible to find a solution to 
(24) such that the quantities 

91 == 2Joo W)2dr and 92 '= Joo r-2(1 - ~2)2dr (31) 
o 0 

are finite. But the differential equation (24) follows 
from the variational principle 

(32) 

which implies8 [by making the speCific variation 
~ (r) ~ ~(Ar) with A a constant parameter] that a 
necessary condition for the existence of a solution 
with 9 1 and 92 finite is 91 + 92 = O. Consequently, 
since the quantities (31) are both positive, no solution 
exists to Eq. (24) with 9 1 and 92 both finite. The 
general nature of solutions to Eq. (24) is discussed 
briefly in the Appendix. 

APPENDIX 

Excluding from consideration the obvious solutions 
~ '= 0, ± 1, solutions to Eq. (24) that are analytic at 
r = 0 have the (slowly convergent) expansion about 
r=O 

i; = ±[1 + ar2 + foa2r4 + foa 3r 6 + O(a4r8)], (AI) 

with a(", 0) a real constant, while the solutions that 
are analytiC at r = ex) have the (slowly convergent) 
expansion about r = ex) 

~ = ± [1 + br-1 + ~ b 2r-2 + ~ b 3 y-3 + O(b4 r-4 )], (A2) 

with b(", 0) a real constant. It can be shown that for 
both positive and negative values of the parameters 
a and b, the solutions (Al) and (A2) become infinite 
at a finite positive r, say at r = r*, with the asympto­
tic form admitted by (24), 
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(A3) 

The character of (A3) is suggestive of the Schwarz-
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365 (1968), for which the solutions reported in the present paper 
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schild singularity for a mass-point in general 
relativity. 

6 On the other hand, if an infinite-dimensional representation 
were admissible on physical grounds, then self-adjoint operators 
J and K could be found, and 

tr(K2) == L::"'l (iIK2Ii) = L:;':l IKln 12 

would be positive for any complete orthonormal basis {I i)} in 
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unitary operators 5 = Sex)]. 
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The Cauchy problem for the coupled Maxwell-Dirac equations is solved within an arbitrary bounded region of 
space-time. An integral part of the proof is that the Cauchy problem for a cut-off version of these equations 
has a global solution. The analysis requires that the size of the Cauchy data or the coupling constant be suit­
ably restricted. 

1. INTRODUCTION 
To date, the Cauchy problem for the coupled Maxwell­
Dirac equations 1 

(-iyMilM + 112)1/1 = gv/lY/l1/l, (Ia) 

CiVil = (to. - illj)v/l = g1j;YIl1/l, (Ib) 

il/lv/l = 0 (Ic) 

has only been treated locally.2 In this paper, we shall 
prove that this problem can be solved in any bounded 
region of space-time provided that the size of either 
the coupling constant g or the Cauchy data is suit­
ably restricted. 

The basic idea of the proof is quite natural and 
simple. First, the coupling constant and the Cauchy 
data are spatially cut off in a smooth fashion out­
side the domain of dependence at the initial time 
(Le., the time at which the Cauchy data are pre­
scribed) of the given space-time region. The main 
technical problem then is to show that this cut-off 
version of the original problem has a global solution 
when the size of g or the Cauchy data is restricted. 
That this cut-off solution satisfies the actual 
Maxwell-Dirac equations (1) in the given space-time 
region follows from the finite propagation speed of 
equations of this sort. We remark that this approach 
with only minimal changes in the computations to 
follow, also applies to coupled Dirac-Klein-Gordon 
equations in which the spinor and scalar fields inter­
act through a Yukawa coupling. 

In Sec. 2, the basic definitions and notations will be 
given along with a precise statement of the main 
results. Some of the less computational proofs will 
also be presented. The existence of solutions to the 
cut-off problem will be proved in Sec. 3 using the 
techniques of Refs. 3-5. Proofs of fundamental but 
detailed inequalities will be carried out in the 
Appendix. 

2. THE MAIN RESULTS 

We begin by describing the solution space and dis­
cussing the free equations [Le.,g = 0 in Eq. (1)]. 
More of the details can be found in Ref. 2, Sec. 2, 
and Ref. 6, Sec. 1. The Dirac equation can be written 
in a more convenient form 

il1/l (x, t) = (a-V + 13m) 1/1 (x, t) 
ilt 

(2) 

by choosing 0 =(G'1' G'2,G'3) = (_"1°"1 1 ,_"1°"1 2 ,_"1°"13 ) 
and {3 = iyO. Because of the anticommutation rela­
tions satisfied by the G'i and {3, the generator of Eq. (2), 
i- 1 (a-"V + 13m), is self-adjoint on the Hilbert space of 
square-integrable functions from E 3 to spin space. 
In addition, [i-1 (0 - V + {3m)J2 = m21 - to., thus suggest­
ing the following definition of the escalated energy 
spaces of the Dirac equation. 

Definition: Let D be the Hilbert space of square 
integrable functions 1/1 on E 3 with values in spin 
space. 7 Denote the diagonal operator (11221 - Do )1/2 

by A. Then, for G' 2: 0, Da is defined to be D(Aa) CD 
endowed with the norm 

Da so defined is a Hilbert space. The operator 
(a· '7 + 13m ) is skew-adjoint on D with domain D1 , and 
hence the propagators of the Dirac equation D(t) = 
exp[t(a -"V + 13m)] form a strongly continuous group 
of unitary transformation on each Da. 

The Hilbert space treatment of the Maxwell equations 
can most easily be accomplished by rewriting Eq. 
(lb) with g = 0 in its vector-valued form 

d:(Z:)=(: ~)C:)· (3) 

The solution space can then be described in terms of 
v/l and v/l' 
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The Cauchy problem for the coupled Maxwell-Dirac equations is solved within an arbitrary bounded region of 
space-time. An integral part of the proof is that the Cauchy problem for a cut-off version of these equations 
has a global solution. The analysis requires that the size of the Cauchy data or the coupling constant be suit­
ably restricted. 

1. INTRODUCTION 
To date, the Cauchy problem for the coupled Maxwell­
Dirac equations 1 

(-iyMilM + 112)1/1 = gv/lY/l1/l, (Ia) 

CiVil = (to. - illj)v/l = g1j;YIl1/l, (Ib) 

il/lv/l = 0 (Ic) 

has only been treated locally.2 In this paper, we shall 
prove that this problem can be solved in any bounded 
region of space-time provided that the size of either 
the coupling constant g or the Cauchy data is suit­
ably restricted. 

The basic idea of the proof is quite natural and 
simple. First, the coupling constant and the Cauchy 
data are spatially cut off in a smooth fashion out­
side the domain of dependence at the initial time 
(Le., the time at which the Cauchy data are pre­
scribed) of the given space-time region. The main 
technical problem then is to show that this cut-off 
version of the original problem has a global solution 
when the size of g or the Cauchy data is restricted. 
That this cut-off solution satisfies the actual 
Maxwell-Dirac equations (1) in the given space-time 
region follows from the finite propagation speed of 
equations of this sort. We remark that this approach 
with only minimal changes in the computations to 
follow, also applies to coupled Dirac-Klein-Gordon 
equations in which the spinor and scalar fields inter­
act through a Yukawa coupling. 

In Sec. 2, the basic definitions and notations will be 
given along with a precise statement of the main 
results. Some of the less computational proofs will 
also be presented. The existence of solutions to the 
cut-off problem will be proved in Sec. 3 using the 
techniques of Refs. 3-5. Proofs of fundamental but 
detailed inequalities will be carried out in the 
Appendix. 

2. THE MAIN RESULTS 

We begin by describing the solution space and dis­
cussing the free equations [Le.,g = 0 in Eq. (1)]. 
More of the details can be found in Ref. 2, Sec. 2, 
and Ref. 6, Sec. 1. The Dirac equation can be written 
in a more convenient form 

il1/l (x, t) = (a-V + 13m) 1/1 (x, t) 
ilt 

(2) 

by choosing 0 =(G'1' G'2,G'3) = (_"1°"1 1 ,_"1°"1 2 ,_"1°"13 ) 
and {3 = iyO. Because of the anticommutation rela­
tions satisfied by the G'i and {3, the generator of Eq. (2), 
i- 1 (a-"V + 13m), is self-adjoint on the Hilbert space of 
square-integrable functions from E 3 to spin space. 
In addition, [i-1 (0 - V + {3m)J2 = m21 - to., thus suggest­
ing the following definition of the escalated energy 
spaces of the Dirac equation. 

Definition: Let D be the Hilbert space of square 
integrable functions 1/1 on E 3 with values in spin 
space. 7 Denote the diagonal operator (11221 - Do )1/2 

by A. Then, for G' 2: 0, Da is defined to be D(Aa) CD 
endowed with the norm 

Da so defined is a Hilbert space. The operator 
(a· '7 + 13m ) is skew-adjoint on D with domain D1 , and 
hence the propagators of the Dirac equation D(t) = 
exp[t(a -"V + 13m)] form a strongly continuous group 
of unitary transformation on each Da. 

The Hilbert space treatment of the Maxwell equations 
can most easily be accomplished by rewriting Eq. 
(lb) with g = 0 in its vector-valued form 

d:(Z:)=(: ~)C:)· (3) 

The solution space can then be described in terms of 
v/l and v/l' 
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Definition: Let M be the Hilbert space of square­
integrable functions (P from E 3 with values in 
R4 Ell R4. Denote the 4 x 4 diagonal operator (- .:l)1/2 
by B. Then, for every (3 2: f,Ma = M! Ell M~ is de­
fined to be D(B(l + B<.28-1)/2» Ell (l + B(2S-1)/2) en­
dowed with the norm 

II (~)II = 11{IIB(1 + B(2Il-1)/2)vll~ + 11(1 + B(2tl-1)f2)vll~}l/2 
Mil 

Ms so defined is a Hilbert space. 9 It is a straightfor­
ward exercise to check that M(t): Me -7 Me defined by 

M(t)(V) = (cos(t!!) S-lsin(tB) \ (~) (4) 
v - Bsm(tB) cos (tB») v 

is a continuous one-parameter group of orthogonal 
transformations on M{3 with skew-adjoint generator 

(0 I) (0 
- B2 0 = 6. ~) 

and as such is the propagator for Eq. (3). 

The Cauchy problem for the coupled Maxwell-Dirac 
equations in this Hilbert space setting can now be 
described. The solution space is taken to be the es­
calated energy space DC/. E8 Me for some fixed O! and {3. 

Given Cauchy data (lJIl, (K~» E DC/. Ell Me at some finite 
time to one must find functions 1/1 and v, with t -7 (1/I(t), 
(~m»: (to, T) -7 DC/. Ell Mil continuous, which satisfies, 
for to < t < T, (the integrated form of) Eqs. (1) 

lJ;(t)=D(t-to)1/Io_g t D(t-s)V(s)lJ;(s)ds, (5a) 
to 

where 3 

V(s) = i(Vo(S) - ~ Vk (s) O!k) 
and 

J
il 

(s) = ~ 
lJ;tlJ;(s), iJ. = 0, 

lJ;tO!IllJ;(s), iJ.= 1,2,3. 

(6a) 

(6b) 

The integrals appearing in Eqs. (5) are to be inter­
preted in the strong Riemann sense. The solution is 
said to be global if T can be taken to be + 00. 

Within this framework, Gross2 has proved that for 
sufficiently small T - to (Le., locally) the above 
problem has a unique solution in the space Dl Ell M l' 
The interaction term in Eq. (5) is not semi-Lipschit­
zian on D1 Ell M 1, thus precluding the use of the 
Picard theorylO for obtaining local solutions and re­
quiring instead the observation that the well-known 
results of Kat011 are applicable. By using escalated 
energy spaces (Le., raiSing O! and (3), as will be the 
case in this work, this problem is avoided and the 
existence of solutions locally is obtained immediately. 
As is well known (cf. Ref. 2, Sec. 4, p. 14), however, the 
likelihood of having the necessary a priori energy 
estimates for extending the solution globally is 
greatly reduced. In fact, the following results can be 
roughly viewed as saying that these estimates are 
available if the discussion is restricted to bounded 
space-time regions and the coupling constant or 
Cauchy data is suitably small. We now state the re­
sults precisely. 
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In order to avoid unnecessary measure theoretic 
complications, the space-time volume R is taken to 
be a domain with smooth boundary. In addition, there 
is no loss in generality in taking toto be earlier than 
the times in R since the problem can be separated 
into a forward and backward Cauchy problem. The 
constants O! and (3 are now chosen so that 1/I(t) and 
vet) lie in LP(E 3 ) for a wide range of P's (most im­
portantly,p = 00). In particular for O! = 2, f3 = 3/2, 
standard techniques12 apply to show that if 1/1 E D2 
and v E M~/2,then lJ; E LP(E3 ) for 2 ::s p::s 00 and 
v E LP (E 3) for 6 ::s p ::s 00. The types of solutions that 
we shall be discussing, at least in the beginning (d. 
also Theorem 2.3 and the subsequent remarks), are 
described in the following. 

Definition: Suppose 

T R = sup t and (lJ;0, (v~~\) E D2 Ell M 3 / 2 • 
(x.O E R ') 

An R-solution of the coupled Maxwell-Dirac equa­
tions in D2 Ell M3/2 with Cauchy data (lJ;0, (~o» at to is 
a pair 1/1 and v, with t -7 (lJ;(t), (~~:~»:[to, TR ] -'> D2E1lM3/2 
continuous, which for each to < t < TR satisfies Eqs. 
(5) a.e. in the section R t = {t: (x, t) E R}. 

Theorem 2.1: Suppose that (lJ;0, (bo» E D2 Ell M 3/2 
[Le., O! = (2/3 + 1)/2 = 2] and R is a bounded domain 
in space-time. Then the (integrated form of the) 
coupled Maxwell-Dirac equations have anR-solution 
in D2 Ell M 3/2 provided that the coupling constant or 
the (D2 Ell M 3/2)-norm of the Cauchy data is suffi­
ciently small (the size depends on the size of R). 

The proof of Theorem 2. 1 is carried out by obtaining 
a global solution to a spatially cut-off problem which 
will be shown to be an R - solution by hyperbolicity 
arguments. Specifically, outside the compact spatial 
region obtained by intersecting the domain of depen­
dence of R with t = to (which we shall henceforth call 
Rt ), cut off the Cauchy data and the coupling constant 
to °obtain (1/1~, (~g» E D2 Ell M3/2 andgc E C';;'(E 3). For 

Vc 
specificity, we shall take as the cut-off functions 
those obtained by first multiplying with the charac­
teristic function of R( (Rt enlarged by one in each 

o 0 
direction) and then mollifying the resulting function 
in such a war. as to extend the support by one again; 
Le. ,fc (x) = J XR' (y)f(y) <p (x - y) dy, where <p is the 

to 
standard mollifier. The existence of a global solution 
to the resulting cut-off problem comes from the 
following theorem, the proof of which is the content 
of Sec. 3. 

Theorem 2.2: Suppose (1/12, (~8» E D2 Ell M3/2 
Vc 

have compact support and gc E C't'(E 3)' In addition, 
suppose that the associated solutions of the free 
Dirac equation satisfies the decay condition 
111/I~(t)IIQC)::S C(lJ;~)(l + It I t€ with 3/4 < E < 1. Then 
the cut-off Maxwell-Dirac equations 

t/I(t) = l/I~(t) - J/ D(t- s)gc V(s)lJ;(s)ds, 
o 

(7a) 

(
V (t)) 
vet) ( V~(t») ( ° ) 

= v2(t) - !t~ M(t - s)\gJ(s) ds (7b) 

have a unique global solution (lJ;c (t), (~~rJ» E D2 Ell M 3/2 
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o 
provided that C(I/I~) + II ~~IID + II(~&)IIM or Ilgell"" is 

2 c 3/2 

sufficiently small (the size depends upon the size of 
the smallest set which contains all their supports). 
In addition the spinor component possesses the same 
temporal decay as the free solution. 

Proof of Theorem 2.1 from Theorem 2.2: First 
we show that the conditions on (1/10, q;g» in Theorem 
2.1 imply the conditions on their associated cut-off 
functions required in Theorem 2.2. Recall that 
fc(x) = J XR' (y)f(y) ¢(x - y)dy, where ¢ is the stan-

to 
dard mollifier. Thus, II aafcll r :s II XR' fll p II aa ¢II q' 

to 
where r-1 + 1 = p-l + q-l which implies that 
Ilge I1 2.",,:S g II ¢11 2.1 , III/I~ II D2 :s const III/I~ 11 2. 2 :s 
const II XR t 1/1°11 2 II ¢ II 2.1 :s const 111/1° 11 2.2 II ¢ 11 2.1 :s 

° const IIl/IoII D II ¢ 112 V II v~ II MI' :s II XR' vO 112 
2' 3/2 to 

II B (I + B) ¢ 111 :s II XR II 3 II v ° 116 II B (I + B) ¢ 111 :s const 
to 

vol(Rt )1/3 II vO II MI/' II ¢1I 21 ,and IIv~IIM2 :s const 
o 3 2' 3/2 

II v ~ 111.2 :s const II XRto v ° 112 II ¢ 111.1 :s const II v ° II M~/2 
II ¢ 112.1' The constant C(I/I~) is usually obtained by 
means of a decay estimate of the sort (Ref. 6, Propo­
sition 1.1): If I/I~ E D3 n W 3.q (E 3), then for 1 < q:s 2 
111/I~(t)lloo:S const (1 + It 1)-(3Iq-3/2>111/I211 3.q • Thus, the 
decay estimate is valid with C(I/I~) = const III/I~ 11 3,6/5 
bytakingq=6/5. As above I/I~ ED3 with 1I1/I~IID3:S const 
Ill/Ioll~ II ¢11 3.1 and 111/I~113.6/5:S const IIXR~ 1/1011615 

II ¢ 11 3.1 :s const II X R~ II 3111/1° 112 II ¢ 11 3,1 :s °const 

vol(R ;0)1/3111/1°11 2.2 II ¢113 .1' By assembling the above 
inequa.lities it is clear that the hypotheses of Theo­
rem 2.1 imply the conditions required on the cut-off 
functions in Theorem 2. 2. 

Thus, Theorem 2.2 provides a solution to the cut-off 
equations (7). We now show that it is an R-solution of 
the couple Maxwell-Dirac equations in D2 EEl M 3/2 
with Cauchy data (1/1 0, (~g)) at t = to' We begin by 
examining the support properties of the cut-off solu­
tion in the standard manner. Using the fundamental 
inequalities proved in Lemma A.l in the Appendix 
(see especially Remark 1 following its proof), the non­
linear term in Eq. (7) is a semi-Lipschitzian map on 
D2 EEl M3/2 so that the solution (I/Ie (t), q;~m» is the 
limit in D2 EEl M3/2 of the Picard iterates, defined re­
cursively by 

I/It(t) = I/I~(t) - t D(t - s)ge ~-l(s)1/I :;,-l(s) ds, 
o (8a) 

(
v:;'(t») (V~(t») 1t (0 \ 
v:;'(t) =\v~(t) - to M(t-s)\ge Jem- 1 (s)}dS, (8b) 

where vem-l (s) and J:;,-l (s) have the obvious meaning. 
By induction, using the well-known support properties 
of the propagators D and M (e.g., Ref. 13), it is clear 
that the iterates have their support in the domain of 
influence of the support of the Cauchy data and coup­
ling function at t = to' In addition, as mentioned in 
the previous remarks, convergence in D2 EEl M3/2 im­
plies convergence a.e. of a subsequence to the same 
limit so that the support of the cut-off solution is 
likewise within the same region. The continuity of 
(I/Ie('), (~gf:m:[to,!Xl)---7D2 EBM3/2 and Remark 1 of the 
Appendix guarantee that g Je' D(t - s) Ve(s)l/Ie(s)ds 

o 

andg J/ M(t - s)(J ~s»ds exist as ~ (respectively 
M3/2)-v~lued integfals for all t < !Xl. By forming 
~O(t) - I/I~(t), ffo D(t - s)(g - ge) Ve (s) 1/1 e (s) ds, 
and f/o M (t - s) (g - ge) (J ?s» ds and using the sup­
port properties of the propagators and the cut-off 
solutions, it is clear that the above quantities for 
each t are zero a.e. in the sections of the domain of 
influence of R t (which by design contains R). Thus, 

o 
(~c' q;e» is an R - solution of the coupled Maxwell-
DiracCequations in D2 EEl M3/2 with Cauchy data 
(1/10, (~g)) at time to' 

Since the Cauchy data is fairly smooth, one can ex­
pect that the same is true for the above solution. In 
particular, we have the following result concerning 
the differentiability of the solution. 

Theorem 2.3: With the hypothesis of Theorem 
2.1, the resulting solution (1/1 (t), (~m) as a function 
into D1 EEl M1/2 is strongly continuously differentiable 
and satisfies 

I/I'(t) = (a·V' + (3m)l/I(t) -gV(t)l/I(t), (9a) 

v;(t) = lJ.vll(t) - gJit ) , (9b) 

for eafch t with (x, t) E R, a.e. in Rt , while 1/1 (0) = 1/10 
and (~(g?) = (~~) a.e. in the causal shadow of R at t= to' 

Proof: As ex, {3 grow, the energy spaces Da EEl Me 
shrink while the associated norms become larger. 
Thus, the solution of Theorem 2.1 is a continuous 
function into Dl EEl M1/ 2 . The proof of the differentia­
bility will be obtained directly from a general result 
of Kato (Ref. 11, Theorem 5, p. 211) as follows. The 
underlying Banach space is taken to be D1 EEl Ml/2 on 
which the operator (a·V' + 13m) EEl (~ h) generates the 
continuous one-parameter group D(t) EEl M(t). Now the 
domain of the generator is D2 EEl D(B2) EEl D(B) :::) ~ EEl 
M3 2' so that the Cauchy data (1/1 0, (~g» [and hence 
~ ~, (~g))] is in the domain of the generator. As in the 
proof 6f the cited result of Kato (Ref. 11, p. 228), if the 
nonlinear term of Eq. (7) is differentiable, then in 
D1 EEl Ml/2 

~ I/I(t) == (a·V' + (3m)I/I(t) -geV(t)l/I(t), (lOa) 
dt 

d (vet») (0 IXV(t») ( 0 ) 
dt 'wet) == lJ. 0 vet) -ge J(t) , 

(lOb) 

v(O) 0 
with 1/1 (0) == 1/1 ~ and (v(O~ = (b~)' Thus, for each 
t E (to,lXl) e 

~ I/I(t) = (a·V' + (3m)l/I(t) -ge V(t) 1/1 (t), (l1a) 
dt 

d2 
-vet) == lJ.v(t) -geJ(t) 
dt2 

(l1b) 

are valid in D1 and M1/2 = L2(E 3), respectively. and 
hence a.e. in E 3' But on ~ for each t with (x, t) E R, 
ge = g and in the causal shadow of R at t = to' 
I/I~ = 1/10, v~ = v, and v~ = vO a.e., thus proving the 
theorem. 

All that remains then is the differentiability of the 
integrals in Eq. (7). As stated in the hypothesis of the 
general result of Kato, this follows from the fact that 
ge Vc (t)l/Ie (t) EEl gc (J~(t) ) belongs to (D2 EEl M 3/2 c) 
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D2 a7D(B2) a7D(B) and that [(a·V" + (3m -1) a7 ri:-l)] 
[icVc(t)lJic(t) a7gc (}(t)] is strongly continuous with 
respect to t. Both ~onditions follow in a straightfor­
ward way from the fundamental inequality in the 
Appendix, the second requiring in addition the con­
tinuity of t ~ (lJic(t)(~~~~»: [to, (0) ~ ~ a7 M3/2 as 

given by Theorem 2. 2. 

To conclude this section, we make an observation that 
allows the above results to be more easily compared 
with Gross' basic tesult (Ref. 2, Theorem 1, p. 4). 
Note that the space used by Gross,Do a7MR, is equiva­
lent to Do a7D[B(I + B)-1/2] a7D[(I + B>-~/2J. The Hil­
bert Space obtained by completing Do a7D(B(J + B)-1/2) 
a7 D (I + B)-1/2 with respect to the norm {1l1Ji II ~ + 
IIB(I + B)-1/2v"~ + 11(1 + B)-1/2 i; 112}1/2. But this 
norm is smaller than the (D1 a7 M112)-norm so that 
our solution in Theorems 2.1 and 2. 3 can also be 
considered as a (Do a7 Mo)-valued function which is 
differentiable and satisfies the same differential 
equation. 

3. THE CUTOFF EQUATIONS 

This whole section will consist of outlining the proof 
of Theorem 2.2. The argument will follow, in general, 
along the lines of that presented in Refs. 3-5, but will 
require certain refinements and permit some simpli­
fications. It is these modifications that we shall try 
to stress in this presentation. With no loss of genera­
lity, we shall assume that the supports of gc' 1Ji~, v ~, 
and v~ are contained in B p(O), the ball of radius p 
about the origin. 

The local existence of solutions to the cut-off problem 
in D2 a7 M 3/2 follows by the general results of Segal 
(Hef.10, Theorem 1, p. 343) from the semi-Lipschitz 
nature of the nonlinear term as established in Remark 
1 of the Appendix. The cited work also guarantees _ 
that the solution exists in the maximum interval (to, t) 
for which II (~ (t), (l'c(tt»))IID ffiM remains bounded. 

c v c ( ) 2 w 3/2 
We shall show that with the additional hypotheses of 
Theorem 2.2, the solution remains bounded for all 
t ~ to' 

The first component of Eq. (7b) can be written more 
explicitly as 

vc(t) = cos(tB)v~ + B-1 sin(tB)v~ 

_it B-1 sin(t-s)B[gcJc(s)]ds, (12) 
to 

where Jc(s) is given by Eq. (6b) and depends only on 
IJic(s). Substituting Eq. (12) into Eq. (7a) gives the re­
lationship 

IJiAt) = 1Ji~(t) - f D(t - s)gc V~(s)lJic(s)ds 
o 

+ i p. D(t - s)gc /l s
(B-1 sines - T) BgJc (T»O 

to ~fo 

- E (B-1 sines - T) BgcJc (T» k akdT) IJic (s)ds, 
k~l (13) 

which depen~s only on IJic (t) and the prescribed quan­
tities (1Ji~, (~~». Since the propagator D(t) is unitary 
on~, c 
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- E1 (S-1 Sin(S-T)BgcJc(T»kakdT)lJic(s)IID2dS. 

(14) 

Now, using part (ii) of Lemma Al with X and (iI == 0, 
X being either v~(s) or B-1 sines - T)BgJc(T) and IJi 
being IJic(s) or akIJiC(s), one obtains 

IllJic (t)1I D2 ::s II ~ II D2 + const II gc 11 2 ,00 ~~ {II cos( sB)v~ 

+ B-1 sin(sB)v~lIfflc + 15 
II B-1 sines - T)B 

3/2 to 

X gJc(T) II ~lC, dT}iilJic (s)1I1°C ds, (15) 
3/2 2 

where the super loc refers to the fact that in comput­
ing the norms the integration need only be taken over 
the support of gc' This can be reduced to a simpler 
inequality in IJic by using the following particularly 
convenient form of the result that locally the solutions 
of the wave equation decay very rapidly. 

Lemma 3.1; Suppose (1) E M3/2 and supp(f), 
supp(h) C Bp' (0) (Le., a ball of radius p about the ori­
gin in E 3)' Then for arbitrary a === 0 

II costBf + B-1 sintBh II ~f 
3/2 

::SC(a,p)II({)II M (l+ltl)-o, 
3/2 

where loc indicates that in computing the norm the 
integration is only taken over Bp(O). 

(16) 

Proof: To begin, suppose t, h E C~ (Bp (0». Then 

B(I + B) B-1 sintBh(x) 

= B-1 sint B(B(I + B)h) (x) 

= const 1, [B(I + B)h] (y)dS , t Ix-yl=t y 

which is zero in Bp (0) for t> 2p. On the other hand, 
for all t and in particular for 1 t 1 ::s 2p 

II B-1 sin(tB)h IIMl 
3/2 

= IIB(I+ B)B-1 sin(tB)h IIMl 
3/2 

= II (I + B) sin(tB)h 112 

::s II (I + B) h 112 = II h II M2 • 3/2 

Thus II B-1 sin(tB)h II~ ::s (1 + 2p)0 IIhllM2 (1 + I tl)-o. 
, 3/2 3/2 

Likewise II cos (t B)f !lIar ::s (1 + 2p)0 II t II Mil (1 + 1 t 1)-0 
M3/2. 3 2 

so that inequality (16) is verified for t, h E C~ (BQ (0». 
The result now follows from the denseness of these 
functions and the continuity, uniformly in t, of the map 
(f,h)-" cos(tB)f +B-1 sin(tB)h:M 3/2 --+M3/2 [which 
in turn follows from the unitarity of M(t) on M 3/2]' 

Returning to the proof of the theorem, we may use 
the above result directly to obtain 

IllJic (t) II D2 ::s II ~ II D2 + const p.o II g~ 11 2 ,00 

x[II(~nll it: (1 + Isl)-01lIJic(s)1I1~ds 
c M3/2 

+ f (15 (1 + Is - T 1 )-0 II gcJ;, (T)IIMll dT) 
to to 3 2 
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x 111/Ic(s)111~ dSJ . (17) 

For notational convenience, we define the function 

]1/IL= sup {111/I(s)ll n + (1 +lsl)EII1/I(s)II,,,,). (18) 
sElto.t> 2 

H t ----1/I(t): [to,t) ----~ is continuous, as is1/lc on its 
interval of existence, then ]1/1 [t is c6ntinuous as a 
map from [toJ) into the reals. In fact, it is ]1/Ic [t 
which we will show is uniformly bounded, thus 
guaranteeing the same for 111/1 c (t) II D • Using this defi-
nition and taking a > 1, we have 2 

111/Ic(t)lln :S 111/I~lln 
2 2 

+ const P.o II gc 11 2.a) [IICnIIM
3/2 

] 1/IL 

+ 1t (1 S (1 + Is - T 1)-0 II gcJc (T)II M2 dT) ds ]1/I[tJ. 
~ ~ ~ 

(19) 

Noting that II . II.,? :s const II . 1112 and using the esti-
1Vl3/2 • 

mate in Remark 2 of the Appendix, we reduce the 
above to 

(20) 

The inner integral can be bounded by a technical 
lemma of Segal (Ref. 3, Lemma 3.1, p. 467) with a 
bound const (1 + I s I )-3<12 by taking a 2: 3/2. Thus, 
the s-integration is bounded because of the choice of 
E. Summing up, we have 

111/1 c (t) II D :S II ~ II D 
2 2 

+ const p.o II gc 11 2.a) II (~g) II M ] 1/Ic [t 
c 3/2 

+ const p•o Ilgcli2.a)Ilgcll1.2 ] 1/Ic [ =[, (21) 

We also need a similar estimate for 111/Ic (t)11 a) to ob­
tain a nonlinear inequality in ] 1/1 J t from which to 
deduce its uniform boundedness. To this end, begin­
ning with Eq. (13) and estimating the Dirac propagator 
as in Proposition 1.1 of Ref. 6, we have for 1 < q < 4/3 

111/Ic(t)IIa):S C(1/I~)(1 + Itl)-E 

+ const ~~ It - s 1-1/q Ilgc V~(s)1/Ic(s)112.qds 
+ const ~t It - s 1-1/q "gc 

o 

X ~:(B-1 sin(s - T) BgcJc (T))O 

- ~1 (B-1 sin(s - T)BgcJc(T)k O'k dT) 1/Ic(s)11 2.q dsJ . 

(22) 

Again, using part (ii) of Lemma Al as in equality (15) 
with q as above, we get 

111/Ic(t)IIa):S C(~)(1 + It I)-E 

+ const II gJ 2 2q(2-qr1 1t { II cos( sB )v~ 
• to 

+ B-1 sin{sB)v~11 ~/ 
3 2 

+ Jt: II B-1 sin(s - T) BgcJe (T)111~) 

X 111/Ie(s)111OC ds. 
2 

(23) 

The argument proceeds as above to give the follow­
ing analog of inequality (20): 

X 1t It - s l-l/q(1 + I s 1)-0 ds ]1/1[1 
to 

+ Ilge 111.2 Jt: It - s 1-1/q(1 + I s I )-3E/2 ds ] 1/IJrJ, 

(24) 

using the cited technical lemma of Segal to treat the 
T-integration. 

A similar estimate14 shows the s-integration can be 
bounded by a function of t which decays faster than 
t-E. The particular form of the result which is appli­
cable in this case is: H 0 < a < 1 and b > 1, then 

Ja) It - s I-a (1 + Is I)-b ds :S const (1 + I t Ita -a) 

for all t E R. Since a and 3E/2 > 1 and 1/ q < 1, the 
decay property will follow if we can choose E < l/q < 1 
or equivalently 1 < q < 1/ E. Since E < 1, we can 
always find such a q. In addition, E > 3/4 automati­
cally guarantees that for this choice q < 4/3 as re­
quired for the decay of the Dirac propagator. Thus, 
we have 

111/Ic(t)!I"" :S (1 + I tltE 1 C(1/I~) + const p •o Ilge I1 2.2q(2-qp 

x[II(~~)t ]1/IJt+ const IIgcll12 ]1/Ie[r] I. 
e 3/2 • \ (25) 

By adding inequalities (21) and (25), we obtain 

+ const p•o (llgcf/2.oo + Ilgcll2,2q(2-q)-1) 

x II (~nIIM3/2 ]1/Ie[t+ const p•o Ilgc11 1.2 (lige I1 2.a) 

+ IIgc 11 2.2q(2-qr,)NAr (26) 

since gc has compact support II ge 111.2 :S const p3/2 
IIgc l1 2.oo and IIgeI12.2q(2-qrl :S consLp3(2-q)/2qllgcIl2.oo 
:S const p 3/2 II g c 11 2.

00 
since 1 < q < 4/3 (assuming 

p 2: 1). We can fix a = 3/2 (the maximum needed in 
the proof) and use the explicit representation of 
const P.o as given in the proof of Lemma 3.1 to obtain 
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]I/Ic[t :s [1i1/I~ liD. + C(I/Im 
2 

+[ C111gc 11 2 . oo P3 11(~~)IIM3/2J Nc[t 

+ (C 2 p9/ZI1 gcll~. 00) ] I/Ic[f. (27) 

For fixed p, by taking II gc liz 00 or II (~8)1I M_I suffi-
• Ve.>l2 

ciently small the coefficient of ] 1/1 e [t can be made 
less than 1/2 so that 

]l/IcL :s 2[111/I~IID2 + C(I/I~)] + 2(C2p9/21Igcll~.00)]l/Ic[t, 
(28) 

from which the uniform boundedness of ] 1/1 cf t follows 
from an observation of Segal and Strauss15 by 
choosing 111/1 ~ II D. + C (1/1~) or II gc 11 2.00 sufficiently 
small. Thus, thl theorem is proved, including the 
decay propert~t of 111/Ic (t) Itoo' provided we can also 
show that II ( !' c ll» II M remains bounded for t > to' 

Vc 3/2 

To this end, using Eq. (7b), we get 

II (~: ~~~) Ii M3/2 :s II (~~) II M3/2 + It: II ~cJ~ (s ~ II M3/2 ds 

:s II (~g) III + P IlgcJc(s)II M I ds \V e M3/2 to 32 

:s II (~~) II Mal2 + const II gcli1,2 

x If (1 +lsl)-3<:/z ds ]I/Ic[r, (29) o 
the last inequality following from Remark 2 in the 
Appendix. The uniform boundedness of ] 1/Ic [t and the 
fact that E > 3/4 guarantees the uniform boundedness 
of II (bC(l~») 11M , thus proving Theorem 2.2. 

c 3/2 
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APPENDIX 

In this section, we sketch a proof of three basic in­
equalities and then from them outline the proof of the 
properties of the interactions which were used in the 
main body of the papers: e.g., that the cut-off inter­
action maps Dz Ell M3/2 into itself and as such is semi­
Lipschitz (needed in Theorems 2.1,2.2, and 2.3) and 
that the actual interaction maps Dz Ell M3/2 into itself 
(Theorem 2.1), the estimates used in inequalities (20), 
(23), and (28) in the proof of Theorem 2.2. The cru­
cial thing to notice about the interactions is that, 
apart from the scalar factor g or ge' each component 
is a linear combination of terms XiTf;j' i,j = 0,1,2,3, 
where Xi may be the components of v or 1/1. 

Lemma AI: Suppose g is a constant,ge E C';'(E3)' 
1/Ij are the components of 1/; E D2 , Xi are the compo­
nents of X E Dz or M3/2 and Similarly for the tilded 
quantities. ,!hen, with X denoting either X or X and \11 
either 1/; or 1/1, 

and, if 1 :s q :s 2, 
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(ii) II gc (Xi 1/;j - XA'j) 11 2.q :s const II gc 11 2 .2q(2_q)-1 
x{IIXIlMl/Il1/;-~IlD.+II\I1IlD.IIX-XIIMl } and 3 2 2 2 3/2 

(iii) II gc (Xi 1/Ij - Xi il ) 11 1,q :s const (II gJ l,q 

+ IIge I1 4q(4-q)-1){llx - xll!f2l1x - xIlU~)\{IlIoo 
+ II xii 1/2 II XII 112 111/1 - til II 00 M~/2 00 
+ II X - x-II II \11 11112 II \11111/2 00 00 .va 
+ IIXIi00111/l-tilll!(2111/; -~1IE'2}. 

2 

Proof: We begin by recalling some facts that will 
be used in the calculation. First II f II p :s const 
II f 11 2.2 :s const II f II Da for 2 :s p :s .:0, while II f II p :s 

const II f II Mll for 6 :s p :s 6. In addition, II! II Ml :s 
32 a~ 

11 f II D , thus permitting us to simultaneously treat the 
case 6f X a spinor or a vector by using its M 5/2 
norm in the bound. Finally, we shall also make use of 
the familiar Sobolev inequality II D1fl14 :s const 
II D2f 1I~/2I1f II !f2 , where 

II Dkfil - sup II a
k 
f II 

p- ktk2+~=k aklX1ak2X2cl3x3P' 

We also define 

II Dk X II p = . sup II DkXi II p . 
l~ 1,2,3. 

To begin the calculation, 

Ilg(xil/lj - Xi~j)112,2 :sg const[lI xi ¥;j - Xi~jll~ 
+ IID(xi~ - xil/l)II~ + II D2(Xi 1/lj - i;lilj) 1I~]1/2. 

Now each term will be bounded by the expression 
appearing on the right-hand side of the expression (i). 

The zeroth-order terms can be written asg(X· - X-·) "'. 
- I t '1") 

+ gXi(1/Ij -1/1). Calling the terms Oai and Oaii (a notation 
which will become increasingly useful as the argument 
progresses), we have 

II Oai 112 :'S g II (Xi - xi)ll oo IIl/1j 112 
:s g const II X - X II Mll II1/; II D. , 

32 2 

thus contributing to the inequality with \11 == 1/;. Like­
wise, 

II Oaii 112 :s g II Xi 1100 III/Ij -\iij 112 
:s g const II X II Mll II1/; -Iii liD.' 

3 2 2 

giving the other term in the bound. 

Letting DkXi denote any of the kth-order derivatives 
(since, in estimating them, we shall use the fact that 
they are all simultaneously less than II DkXi II p :s 
II DkX II p), we can write the first-order terms as 

gD(Xi1/;j - XiiJ.j) 
= gDXi l/Ij + gXi Dl/Ij - gDXi Iii) - gXiDliij 

= g[D(Xi - Xi)1/;j + DXi (¥;j - ~j) 
+ (Xi - Xi)Wj + XiD(1/;j -I/Ij»)' 

and the terms in the last expreSSion will be referred 
to as lai, laii, lbi, and lbii. The estimates proceed 
as follows: 
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II I aill2 :s gilD (Xi - X) /1 4 1I1/1j n 4 

:s g const II D2(Xi - Xi) 1I~/2 II Xi - Xi 1I!(211 ;j/j114 
:sg const II X - xliMl/ 1I1/111 D · 

32 2 

The other terms are treated similarly, giving 

II laii 112 :s g const II X II MI/ 111/1 -I[; II D , 
3 2 2 

IIlbi 112 :s g const II X - X II Mil tl1/l lin' 
3 2 2 

IIlbii 112 :s g const II X II MI/ 111/1 -I[; II n . 
32 2 

The second-order terms can be handled similarly: 

gD2(xi1/lj - xiifij ) 

= g(D2Xi 1/Ij + 2DXiD 1/1) + Xi D21/1j 

- D2Xiifij - 2Dxpifij - xp2ifij) 

= g[D2(Xi - Xi)1/Ij + D2xi(1/Ij - ifij ) 

+ 2D (Xi - Xi) Dl/Ij + 2DXi D (1/Ij - ifij ) 

+ (Xi - Xi)D21/1j + X;D2(1/Ij - ifij )]. 

The typical estimates are 

112ai 112 :s g II D2(Xi - X) II 2 1I1/1.i !J oo 

:s g canst II X - X II MI 111/1 II n , 
3/2 2 

112bi 112 :s g2 II D(Xi - xJ 11411 D1/Ij 114 

:sgconstllx-xIi M l/1I1/I1I n , 
32 2 

II 2ci 112 :s g II Xi - Xi II 00 II D21/1j 112 
!S g const II X - X II MIl 111/111 D . 32 2 

The second estimate follows along the lines of the 
first except that terms with the derivative of gc now 
appear and that we are now allowed to take other 
norms of the coupling function besides the sup norm. 
For example, 

II Oai II q :s II ge 11 2q {2-q)-dl Xi - Xi 1100 1I1/1j 112 
:s const IIge 11 2q (2-q)-11l X - X IIMh 111/I1I D2 , 

which reduces to the previous case with q = 2. Like­
wise, 

11 Oaii II!S const II gc 112 q (2-q )-1 II X II Ml/ /11/1 - ifi II D • 
3 2 2 

In the first-order terms besides the above there are 
also terms like Oai and Oaii with ge replaced by g~ . 
Proceeding as above, one obtains 

II D[gc (x i1/lj - Xi ifi)lll q 

:s canst <II gc 11 2q (2-q )-1 

+ Ilg~ 11 2q (2-qr1) <II X - xIIM§IZ 111/1 II Dz 

+ II X II MIl 111/1 - ~ II D ). 
3 2 2 

Similarly, for the second-order terms, 

The third estimate is obtained in the same manner 
with the emphasis placed on obtaining the maximum 
power on the sup norms. With the same notations the 
estimates can be summarized as follows: 

II Oai II q and II Oaii II q 

!S II gc II q ( II X - X II 00 111/1 II 00 + II X II 00 1/1/1- ifi II ,) 

:s canst II g II ( II X - xII 111/1111/2 111/1111/2 c q 00 00 D2 

+ II X - X II ~,;? 11 X II U2 /11/1 - ifi II 00 ) • 

In the first-order terms, besides the standard terms 
lai· . 'lbii, there also appear expressions like Oai 
and OaH with ge replaced by g~. These are treated as 
above. On the other hand, 

Iliai II q :s IIge 11 4q {4-q)-dI D(xi- xi)11 4 111/Ij 1100 

!S const IIgc 11 4q (4-q)-111 X - X 1I!(2 
xIl1/l1i 00 Ilx-xllk/? . 

3/2 

and likewise 

IIlaii II q :s const IIgcIl4q(4-qr1 

x II X 11112 " X 111/2 III/; - ~ II 
00 M1/2 00 

II Ib i II q !S const II gc 114 q (4-q r 1 II X - :X II 00 1I1/111y-2 IIl/Ili ~2 
2 

1I1bii II :s const IIgcIl4q(4-qr1 

x II x-II III/; - ~ 111/2 IIl/1 - ~ 111/2 • 
00 00 D2 

These estimates can be summed up as suggested in 
the beginning of the proof to obtain the desired in­
equalities. 

Remark 1: .In order to show that the interactions 
map D2 Ell M3/2 into itself in a semi-Lipschitz fashion, 
take G = g or gc' q = 2 in (ii), and proceed as follows: 

11 G(VI/; - V~) E!l G ~ ~ J) IID2E!lM312 

:s canst [II G(V1/I- Vifi)II~.2 + II G(J - J) 111.2]1/2 
:s canst II G 112 00 (II v II Ml + II v II Ml 

• 3/2 312 

+ 111/;111) + II 1/1 lin )(lIv - VIlMll + 111/1-1/I1i D ) 

:s cons: K II GII 2.: 11 (1/1.(~))~ (ifi,(~))IID2E!l~3/2 
if ~, (~)) and ~, (~» ~reJn a ball of radius K in 
D2 E!l M3/2 . Taking (1/1, (f» == 0 gives 

II GV1/I E!l G (~) II D2E1lM3/2 

:s const II G 11 2 ,00 II (ljI, (z) )1I:EIlM
3

/
2 

' 

which proves most simply that the interactions map 
D2 Ell M3/2 into itself. 

Remark 2: The estimates in inequalities (20), 
(23), and (28) are obtained from (iii) as follows: Take 
X = I/; and x,ifi == O. Using the fact that II 1/1 II Ml; :s 
const 111/1 JI D , we obtain 3 2 

2 

II gcJ(t) 11 1.q !S canst (II g c111,q 

+ II gc II 4q (4-q)-1 111/111 ~2111/111 U2 • 

From the definition in Eq. (18), III/;(t) 1100 !S (1 + I tl)-£ 
] 1/1 [t and Ill/I(l) liD :s ] I/; [t , which when placed in the 
above gives 2 

II gcJ(t) 11 1.q !S const (II gc 1I 1•q 

+ be II 4q(4-qr1 ) (1 + Itl)-3£/2 N(t, 
as required. 
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Two functional equations of the form I/;2(s) - E(s)1>2(S) == V(s), where s is a complex variable and E(s) and V(s) 
are given even polynomials, are solved for the even entire functions", and ¢ which are required to behave like 
cosh[as + o(s)] for large IRis I. Two cases are considered: (i) V of degree zero and E of degree two and (ii) V 
of degree eight and E of degree six. In the second case the polynomials must satisfy a condition in order for I/; 
and 1> to have the right asymptotic behavior. These functional equations arise in solving the Percus-Yevick 
equation for a mixture of hard spheres with nonadditive diameters. 

1. INTRODUCTION 

This is a sequel to the paper by Lebowitz and Zo­
mick.1 That paper will be referred to below as LZ. 
The problem considered in it was that of solving the 
Percus-Yevick (PY) integral equation2 for a binary 
mixture of particles in which the two-body interaction 
potential ui/r) between a particle of species i and one 
of species j a distance r apart is given by 

_ j+ ct.- (O~ r::'O R ij ) 
Uij(r) - 10 (r> Rij) , i,jE{1,2}, 

where 

R12 = R21 :::: t(R ll + R 22 ) + a, 

with 0::'0 a::'O t(R 22 - R ll ). 

(1. 1) 

(1. 2) 

It was shown by LZ that the solution of the PY equa­
tion for this problem involved a functional equation of 
the form 

~2(S) - E(s)¢2(s) = V(s), (1. 3) 

where s is a complex variable, E and V are polyno­
mial functions of a given form, but with undetermined 
coefficients, and ¢ and 1/1 are the unknown functions 
(related to the Laplace transforms of certain correla­
tion functions), which are required to be even and en­
tire and to satisfy the asymptotic condition 

In I I/I(s) I }~ JaRls as Rls --j r:tJ 

lnl¢(s)1 l-aRls asRls--,>-r:tJ' 
(1. 4) 

where a is a positive number defined in (1. 2). 

In the present paper we give a method for solving 
equations of the form (1) and apply it to the particular 
equations of this form which arise in LZ. The solu­
tion for the particular case which refers to the one-
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dimensional hard-rod system with potential (1. 1) was 
quoted, without derivation, in LZ. 

The basic idea of the method can be seen by consider­
ing the case where E (s) = T'(s) = 1. Here the equation 
reduces to 

I/I(S)2 - ¢(S)2 = 1, (1. 5) 

which can be written 

[I/I(s) + ¢(s)][I/I(s) - ¢(s)] = 1. (1. 6) 

This shows that both 1/1 + ¢ and 1/1 - ¢ are entire 
functions without zeros and hence must be of the form 
exp[w(s)] and exp[- w(s)], respectively, where w is 
entire; it follows that the solution is 

1);(s) = coshw(s), ¢(s) = sinhw(s). 

The method we shall describe is based on the same 
factorization idea, with modifications to allow for the 
presence of the polynomials E(s) and V(s) and the 
conditions that the functions ¢ and 1); must be even 
and satisfy the asymptotic condition (1. 4). 

In the next stage of the calculation we shall use the 
following information about the specific form of the 
polynomial E(s); it is taken from LZ. The details de­
pend on the number of dimensions of the hard-sphere 
system. 

A. One Dimension 

Equation (1. 3) above corresponds to Eq. (3. 57) of LZ 
with 

E(s) = s2 - 4M2 
{:::: D(S)/[(Pl - p2)2a2] in LZ notation}, (1. 7) 

V(s) = A, (1. 8) 
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A Functional Equation in the Theory of Fluids* 
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(Received 4 August 1971) 
Two functional equations of the form I/;2(s) - E(s)1>2(S) == V(s), where s is a complex variable and E(s) and V(s) 
are given even polynomials, are solved for the even entire functions", and ¢ which are required to behave like 
cosh[as + o(s)] for large IRis I. Two cases are considered: (i) V of degree zero and E of degree two and (ii) V 
of degree eight and E of degree six. In the second case the polynomials must satisfy a condition in order for I/; 
and 1> to have the right asymptotic behavior. These functional equations arise in solving the Percus-Yevick 
equation for a mixture of hard spheres with nonadditive diameters. 

1. INTRODUCTION 

This is a sequel to the paper by Lebowitz and Zo­
mick.1 That paper will be referred to below as LZ. 
The problem considered in it was that of solving the 
Percus-Yevick (PY) integral equation2 for a binary 
mixture of particles in which the two-body interaction 
potential ui/r) between a particle of species i and one 
of species j a distance r apart is given by 

_ j+ ct.- (O~ r::'O R ij ) 
Uij(r) - 10 (r> Rij) , i,jE{1,2}, 

where 

R12 = R21 :::: t(R ll + R 22 ) + a, 

with 0::'0 a::'O t(R 22 - R ll ). 

(1. 1) 

(1. 2) 

It was shown by LZ that the solution of the PY equa­
tion for this problem involved a functional equation of 
the form 

~2(S) - E(s)¢2(s) = V(s), (1. 3) 

where s is a complex variable, E and V are polyno­
mial functions of a given form, but with undetermined 
coefficients, and ¢ and 1/1 are the unknown functions 
(related to the Laplace transforms of certain correla­
tion functions), which are required to be even and en­
tire and to satisfy the asymptotic condition 

In I I/I(s) I }~ JaRls as Rls --j r:tJ 

lnl¢(s)1 l-aRls asRls--,>-r:tJ' 
(1. 4) 

where a is a positive number defined in (1. 2). 

In the present paper we give a method for solving 
equations of the form (1) and apply it to the particular 
equations of this form which arise in LZ. The solu­
tion for the particular case which refers to the one-
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dimensional hard-rod system with potential (1. 1) was 
quoted, without derivation, in LZ. 

The basic idea of the method can be seen by consider­
ing the case where E (s) = T'(s) = 1. Here the equation 
reduces to 

I/I(S)2 - ¢(S)2 = 1, (1. 5) 

which can be written 

[I/I(s) + ¢(s)][I/I(s) - ¢(s)] = 1. (1. 6) 

This shows that both 1/1 + ¢ and 1/1 - ¢ are entire 
functions without zeros and hence must be of the form 
exp[w(s)] and exp[- w(s)], respectively, where w is 
entire; it follows that the solution is 

1);(s) = coshw(s), ¢(s) = sinhw(s). 

The method we shall describe is based on the same 
factorization idea, with modifications to allow for the 
presence of the polynomials E(s) and V(s) and the 
conditions that the functions ¢ and 1); must be even 
and satisfy the asymptotic condition (1. 4). 

In the next stage of the calculation we shall use the 
following information about the specific form of the 
polynomial E(s); it is taken from LZ. The details de­
pend on the number of dimensions of the hard-sphere 
system. 

A. One Dimension 

Equation (1. 3) above corresponds to Eq. (3. 57) of LZ 
with 

E(s) = s2 - 4M2 
{:::: D(S)/[(Pl - p2)2a2] in LZ notation}, (1. 7) 

V(s) = A, (1. 8) 
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where /l and A are positive numbers. 

Our tJ;(s) and cp(s) correspond to tJ;(s) and [Q(S)(Pl -
P2)a] in the notation of LZ. 

B. Three Dimensions 

Equation (1. 3) corresponds to Eq. (5. 52) of LZ with 

E(s) == s6 - 4h(s), 

V(s) == - h(s)A(s), 
where 

h(s) == h 1s2 + h2 [Eq. (5.38) of LZ], 
and 

(1. 9) 

(1. 10) 

Here hl' ... , a4 are real numbers. This time our 
tJ;(s) and CP(s) correspond to the tJ;(s) and CP(s) of LZ. 

2. FACTORIZATION OF THE EQUATION 

To factorize tJ;2 - Ecp2 we define ,jets) to be the 
branch of the many-valued function [E (s) ]112 which is 
analytic in the complex s plane with suitable finite 
cuts, and which satisfies 

The alternative possibility gives a similar result, and 
the two can be combined in the single formula 

If(s) I ~ exp[± aRls + o(s)] 

as Rls --c> r:f.J and as Rls -7 r:f.J. (2.7) 

We also want to know how f behaves on the boundary 
of the cut plane, Le., on the cuts themselves. Each 
cut has two sides which we designate the + and the -
side, respectively. If the cut is horizontal, it is con­
venient to take the + side as the top. We define, for 
each function F over the cut plane, two boundary-value 
functions on each cut, 

F±(t) == limF(t + E), l E: C, 
E--"O 

(2.8) 

the limit being approached from the + side of the cut 
C for F+ and the - side for F-. For example, since 
,jE reverses sign as we cross any cut, it satisfies 

(2.9) 

USing this in (2.3), we obtain 

,jets) ~ sP for large s, (2. 1) It follows, by (2. 4), that f satisfies the boundary con­
dition 

where P is the number of dimensions. This is pos­
sible because E(s) == S2p + ... both for p == 1 and for 
p == 3. Before we proceed, it is worth noting that if 
the cuts are synimetrical about the origins, as we 
shall choose them to be, then ,jE is an odd function of 
s; for, since E itself is even, the ratio ,jE(s)/,jE(- s) 
when squared gives 1 and must therefore equal + 1 
or - 1 throughout the cut plane, and Eq. (2. 1) shows 
that the value is - 1 both for p == 1 and for p == 3. 

We can now factorize the left-hand side of (1. 3) by 
defining 

f(s) == tJ;(s) + ,jE(s)CP(s), (2.2) 

f+(t)f-(t) == V(t) (t E: C). (2.10) 

This equation, together with (2.7), constitutes a boun­
dary-value problem for determining f, of the type dis­
cussed by MuskhelishvilL 3 In the following, we shall 
apply his methods to it. 

3. THE ONE-DIMENSIONAL CASE 

In this case V(t) is a positive constant A so that the 
functional equation reduces to 

f(s)f(- s) == A, s E: cut plane, (3. 1) 

7(s) == tJ;(s) - ,jE(s)CP(s) ==f(- s) (2.3) and (2.10) to 

since ,jE is odd and tJ; and cp are even. Equation (1. 3) 
now becomes 

or 
f(s )7(s) == V(s) 

f(s)f(- s) == V(s). 

(2.4) 

(2.4') 

The behavior of f(s) for large s is determined by the 
condition (1. 4). This condition, with (2.2) and (2.3), 
gives 

1tJ;(s)1 == ~If(s) +f(-s)1 == exp[alRlsl + o(s)], 

IRls I --c> r:f.J, (2. 5) 

so that either If(s) I or If(- s) I (or both) grows at 
least as fast as exp[a IRls 1+ o(s)] as IRls 1-) r:f.J. Sup­
pose for definiteness that it is f(s) that has this pro­
perty for R ls --) r:f.J; then (2. 4) implies that f(- s) de­
creases exponentially as Rls --') r:f.J and thus f(s) has to 
decrease exponentially as Rls --c> - r:f.J. Thus we find 
that in this case 

V(s)1 ~ exp[aRls + o(s)) as IRlsl--c> r:f.J. (2.6) 

(3.2) 

There is just one cut now, since JE(s) == -../(s2 - 4ff), 
with two branch points. 

We shall write (3. 2) in logarithmic form, in terms of 

1>(s) == Inf(s), (3.3) 

but it is necessary first to show that 1>(s) is a (single­
valued) function. That is to say, we wish to show that 
f(s) never vanishes, and that argf(s) returns to its 
original value when s describes any closed contour 
in the cut plane. Both facts follow from (3.1), the 
first because f(- s) is holomorphic in the cut plane 
and the second because any closed contour in the cut 
plane can be deformed either to zero or to a large 
circular contour; if it deforms to zero there is no 
problem, and if not, both s and - s traverse the same 
circle, so that the total change in argf(s) equals the 
total change in argf(- s), and since their sum is the 
total change in argf(s)f(- s) == argA, Le., zero, the 
total change in argf(s) is also O. Thus the definition 
(3.3) makes sense; it is only necessary to specify the 
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additive multiple of 21Ti and we do this in such a way 
that 

.p(s) ~ ± as + o(s), IRls I --) o:J, (3.4) 

in conformity with the asymptotic condition (2. 7). 

Putting (3. 3) into (3. 2), and using (2. 7), the boundary 
condition on the cut takes the form 

.p+(t) = .p-(t) = InA + 21Tmi, (3. 5) 

where 111 is some integer. 

Boundary~value problems of this form are discussed3 

in Sec. 84 of M. Since f(s) is bounded in any finite 
region of the cut plane and on its boundaries [by (2.3)) 
and is therefore also bounded away from zero [by 
(2.4')), its logarithm .p(s) is bounded. Thus the solu~ 
tions of (3.4) we are interested in are those which, in 
the terminology defined on p. 231 of M, belong to the 
class h (- 2f.l, 2f.l) (Le., they are bounded at both ends 
of the cut.) 

A particular solution of the boundary~value problem 
satisfying this condition is the function 

!(InA + 21Tm i). 

The general solution of (3.5) is obtained from this 
particular solution by adding the general solution of 
the associated homogeneous equation .p+(t) + <I>-(t) = O. 
According to the theory described in Secs. 35 and 79 of 
M, this general solution, of finite degree at infinity, is 
of the form 

X(s)P(s), 

where P is a polynomial and X is the "fundamental 
solution" of the homogeneous problem. This funda~ 
mental solution is (see p. M232) the one which is 
nowhere zero in the finite part of the plane, including 
the cut, except at the two end pOints - 21l and 21l. The 
appropriate solution, given in Eq. (84.3) of M, is -./E(s), 
and so we have for our general solution 

<I>(s) = ~(InA + 21Tmi) + .JE(s)P(s), (3.6) 

where P (s) is a polynomial. The condition (3. 4) de~ 
termines this polynomial as P (s) == ± a, and, putting 
the resulting formula for <I>(s) into (3.3), we obtain 

f(s) = ± -./A exp[± a v'E(s)], (3.7) 

a formula in which there are two choices of sign. 

The solution of the Original functional equation for the 
one-dimensional case is therefore, by (2.3), 

1/I(s) = ±.JA cosha.JE(s), 

</>(s) = ± -'/A[sinha.JE (s)]/.JE (s), 

(3.8) 

(3.9) 

again with two choices of sign. This is the solution 
given in Eqs. (3. 58) and (3. 59) of LZ. 

4. THE THREE~DIMENSIONAL CASE 

To deal with this case, we return to the general form 
of the boundary-value problem given in (2. 10). Now 
E(s) is a polynomial of degree 6. We denote its roots 
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by ± s1> ± s2' ± s3' with s2 and s3 - s1 real, and choose 
the cuts as shown in Fig. 1. 

Another new feature is that now V(t) is a polynomial 
of degree 8, so that 1(s) and f(- s) must have zeros in 
the cut plane or on its boundaries. In fact, if the 
zeros off(s) are 2 1,2 2 ,2 3,2 4 , then those off(- s) are 
- Z1,- 2 2 ,- 2 3,- z4 and so those of V(s) are ± 2 1 , 

± 2 2 , ± Z3' ± 2 4 , We assume that V(s) and E (s) have 
no zeros in common, so that none of ± Z I' ••• , ± Z 4 is 
the end of a cut. Let us define 

4 
F(s) =f(s) iI]l (s - z;tl (4.1) 

so that, by (2.10), 

4 
F(s)F(- s) == V(s).I] [(s - Zj)(s + Zi))-1 == c, (4.2) 

• ··1 

where c is the coefficient of s8 in V(s) (it is - aIh l 
in the notation of LZ). Thus F satisfies a functional 
equation like the one we solved before. The boundary 
conditions are 

IF(s)1 == exp[± aRls + o(s») 

for large I (R ls) I , and 

(4.3) 

F+(t)F-(t) == cJ(t) (t E C), (4.4) 
where 4 4 (t + 2i) 

J(t) = V(t)[c iI]l (t - Zj) )-2 = iIJl (t _ Zi) (4. 5) 

and C denotes the set of cuts. 

Since there are now three cuts, it is not as easy as 
before to define a function <I> to serve as lnF. By con­
sidering the behavior of F (s) as s traverses a large 
circle, we can show that argF(s) returns to its origi­
nal value if s traverses a contour that enCircles all 
three cuts, and, by considering a symmetrical contour 
that encloses only the cut through the origin, we can 
show that argF(s) returns to its Original value as s 

-S2 

s, __ -t-__ 
S3 

-S3 -s , 

S2 
OR 

-S3 -s, -S2 

FIG.1. Cuts C in the s plane. 

- I 
C; 

FIG. 2. Cuts C' in the s plane. 

S2 S, S3 

~, 
2 
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traverses any contour enclosing only this cut; but 
there is as yet no reason to expect argF (s) to return 
to its original value if s traverses a contour that 
surrounds one of the other cuts. To deal with this, we 
put two further cuts e I as shown dotted in Fig. 2. 

We can now define a function 

<p(s) = InF(s), (4.6) 

which is holomorphic in the cut plane and satisfies 

q,+(t) + ¢-(t) = Inc + 2rrmi + InJ(t) 

q,+(t) - ¢-(t) = 27Tni (t Ee'), 

(l E e), 
(4.7) 

where m and n are integers. The reason why we can 
use the same value of n on both parts of e I is that we 
know [since F(s)F(- s) = c) that if s traverses a sym­
metrical path enclosing only the part of e containing 
the origin, then argF will return to its original value 
and so the discontinuities of q, across the two parts 
of e ' must be the same. 

Equation (4.7) is again a Hilbert problem, of the type 
discussed in Secs. 85-87 of M. As before, its general 
solution is the sum of a particular solution and the 
general solution of the associated homogeneous pro­
blem. For a particular solution, consider the function 
[obtained from Eq.M (85.12)] 

¢(s) = ~lnc + 7Tmi +.JE(s) J InJ(t)dt 
27Ti c .JE+(t)(l - s) 

+ {E(s) 1 27Tnidt (4.8) 
27Ti CI .JE+(t)(t - s)' 

where the cuts are traversed in the directions indica­
ted in Fig. 2, and tr.eir "plus" sides are at the left of 
the arrows. The Plemelj formulas (p. M43) show that 
this is a particular solution of the boundary-value 
problem (4.7). To get the general solution, we add 
X(s)P(s) where P is any polynomial and X is the fun­
damental solution of the class we are looking for. As 
before, since we want bounded solutions, this funda­
mental solution is .J E (s). Our asymptotic condition 
(4.3) implies, however, that the polynomial P must be 
0, since .JE(s) increases like 53, not S, for large 
I(Rls)l. Thus the particular solution (4.8) itself is the 
one we are looking for. 

To get the correct behavior for large s, we want 

¢(s) ~ ± C\'S for large s, 

and, since E (s) ~ S3, this implies that the sum of the 
two integrals must behave like ± 27Ti(]l /s2 for large s. 
The asympototic behavior of these integrals is obtain­
ed from the formula (I - s >-1 = - s-1 - ts- 2 ••• , and 

* Supported by U.S.A.F.O.S.R. Contract No. F44620-71-C-0013. 
t Present address: The Open University, Walton, Bletchley, Bucks, 

England. 
1 J. L. Lebowitz and D. Zornick,J. Chern. Phys. 54, 3335 (1971). 

so we require [writing.J E (t) as an abbreviation for 
s.JE+(t)] 

_1_ J InJ(t)dt + n J ~ = 0 
27Ti C .JE (t) cr .JE(t) 

(4.9) 

(coeffiCient of s-1), and 

_1_ J t InJ(t)dt + n 1 ~ = Of a 
27Ti c .J E (t) cr .J E (t) 

(4.10) 

(coeffiCient of s-2). 

Now, Eq. (4.5) shows that InJ(t) is an odd function; 
hence, the first integral in (4.9) is zero. The second 
can be written 

1 dt J dt 
c; .JE+(t) - c~ .JE-(t)· 

(4.11) 

The sides of the contours on which the integrand is 
evaluated are indicated in Fig. 2, and are symmetri­
cal. Since..J E (5) is an odd function, it follows that the 
two integrals reinforce and so [barring the accident 
J dt/.JE(t) = 0] the condition (4.9) can only be satis­
fied by taking n = O. The second condition, (4. 10), 
now reduces to 

a = 'f ~ J t lnJ(t)dt 
27Ti c .JE (t) , 

(4.12) 

which imposes a condition on the coefficients hi' ... , 
a4 in the polynomials E (s) and V(s). 

The solution of the functional equation for f is, by 
(4.6) and (4.1), 

f(5) = ±.Jc n (s - z.) Sex ..JE(s) 1 InJ(t)dt l 
. i ~l ,) P 27Ti c .JE+(t)(t - s») 

(4.13) 

There are several solutions, depending upon the 
choice of the sign in (4.13) and which four zeros of V 
we pick to use as zl'" ., z4' We expect that, as in the 
one-dimensional case, physical requirements will 
dictate a unique choice. This will certainly be true at 
low densities where the PY solution can be found 
from a convergent virial expansion. 4 At higher den­
sities we expect to see a phase transition correspond­
ing to a spatial separation of the two components 
since (]I in (1. 2) is positive. We plan to investigate 
this further. 
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For a system which may be partitioned into M subsystems Ah~' ••. ,AM' such that configurations of subsys­
tems Ai' Aj correspond to realizations of discrete, random variables 51' s., not necessarily isomorphic, and such 
that the probability for a configuration of the total system is P(sl' s2' ••• 1, SM) =fl (51)" '!M(SMlii l (SI' S2) X 

g2(SZ' s3)' .. gM-l (SM-I' SM)' we prove that P(51' s2' ... ,sM) = PI (S11 SZ)P2 (52 I 5:3)' . 'PM- l (sM-11 SM)PM(SM)' where 
Pi(SI I 51+1) is the conditional probability for 5; given s;>1' and Pits;) is the reduced probability for 51' This result 
yields a decomposition of the total entropy into "single-subsystem entropies" ~ L; Pits;) InPi(sj) and "nearest­
neighbor" cumulant-like terms ~ L;Pi'j, Sj.l) In[p](sj' 5j.l J/p.(s·)/).l (Sj>1)J only. This Markovian decomposition 
applies to systems with short-range interactions for which ]tr~nsfer-matrix methods are introduced. 

1. INTRODUCTION Theorem: Under the conditions stated above, 

P (s1' S2' ••• ,SM) = PI (S11 S2)P2(S21 S3)' •• 
This paper deals with an aspect of the decomposition 
of entropy of physical systems. Attention is directed 
to the way in which the entropy depends on a very 
limited subset of correlations which exist in a class 
of systems described in terms of transfer matrices.! 
The Markovian decomposition demonstrated for 
chainlike interactions is admittedly so intuitively 
clear 2 and mathematically direct that to present it in 
a separate note may seem questionable; however, we 
believe that the result is not well known in the pre­
sent context, and the recent appearance 3-6 of en­
tropy and correlation inequalities may suggest some 
new approximations for unsolved problems. 

XPM- I (SM-II SM)PM(SM)' (5) 

2. DEFINITIONS AND RESULTS 

ConSider a system which may be partitioned into M 
subsystems AI'~"" ,AM, such that the configura­
tions of subsystems Ai and ~ correspond to the pos­
sible realizations of discrete random variables Si 

and 8j , respectively. For example, si might have only 
two realizations ± 1; whereas, Si+1 might have 3N2 

realizations so that Si might be aSSOCiated with a 
single spin i and s;+ 1 might be associated with an 
entire N2- spin plane of spin 1 particles. Let the 
probability P (s1' s2' ... ,SM) for the jOint realization of 
a set of values 81' S2' ••. , SM denote the probability for 
a configuration of the total system and vice versa, 
and assume that 

P(Sl' s2' ... '~M) := fl (sl)f2(s2)' . 'fM(SM)g l(SI' s2) 

x g2(S2' s3)' •• gM-l (SM-I' SM)' (1) 

where fi(Si) and gi(Si, Si+1) are positive-valued func­
tions. A trivial example of a joint probability with 
the above structure is [exp(- {3H)]!Z, where H is the 
Hamiltonian for a linear chain of spins with nearest­
neighbor interactions (Ising); each spin in a magnetiC 
field. The canonical partition function is denoted by 
Z. The spins need not have the same magnitude and 
the interaction parameters Jj and the field para­
meters hi' i = 1, 2, ... ,M may change in sign and 
magnitude as i takes on different values. 

Introduce the reduced probabilities 

~ Pj(Sj, s;+I)' 
5i 

(2) 

(3) 

where :B[i, i+ 1] means sum over all configurations S1' 

S2' .•. ,SM with Si' Si+1 fixed. In the usual notation the 
conditional probability for 8; given Si+ 1 is 

(4) 
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Proof: Let Sik denote the realizations of Si and 
understand that when k is preceded by i, k may take 
on integer values 1,2, ... , through a largest value 
L (i). Introduce matrices 

r
gi(Si.1' Si+ 1.1) 

G;= 

gi(Sj,L(i), Si' L 1) 

Alternatively, a matrix element of, say, Gi will be 
denoted by (silGil Si+1)' 
Then 
PI (s1' S2) = (S11 GIl S2) (sllFll sl){szl F21 S2> 

(6) 

xL; (S2IGzF3G3F4" ·GM-l~llsM>' 
sM 

P2(S2)::= (s2! Fzls2) L; (SI!FIGlls2) 
sl 

xL; (S2 I GzF3G3F4 , "GM- 1FM IsM ), 
sM 

P2(S2,S3) = (s2!G2Is3>{s2!Fzls2>(ss!F3Is3) 

xL; (SII F1G1 I S2) L; <s2IG3F4Gi'~')' • • GM-1FMI SM)' 
sl sM 

PM-rCSM-I) = (SM-l!FM-1IsM- 1) 

x ~<slIFIGIF2G2' • • GM- 2 1 SM-I) L; (SM-II GM-1FMI SM)' 
~ 8M 

Pt.I l(SM-l1 SM) = (sM-ll GM-II SM) 

x (sM-II F M-11 SM-I) (sMiF MI SM) 

xL: (slIFIGIF2G2" .GM-zi SM-I)' 
51 

Note that Eq. (4) implies that 

PM- 1 (SM-I' sM) ::= PM- l (sM-II SM)PM(S M)' 
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One finds that with the above relations the product on 
the right- hand side of Eq. (5) telescopes into the form 
given in Eq. (1), and the theorem is thus proved. 

An equivalent statement of Eq. (5) is 

which implies that the entropy takes the form 

~ P(Sl' s2' ... , SM) Inp(sl' s2' ... , SM) 
51 ' •••• 51.1 

= - ~ ~ Pi(Si) InPi(sj) 
i si 

_, "" "" p.(s, s. ) In( Pj(Sj' Sj+l) ) 
LJ LJ J J' r1 .. 
j sj' Sj+ 1 Pj (Sj )Pj + 1 (Sjd I 

(8) 

(9) 

Thus, for systems under consideration the entropy 
contains only" single- subsystem entropies" and 
"nearest neighbor," cumulantlike4 terms even though 
the system itself may exhibit statistical dependence 
between SI and sm for til '" I + 1. 

Notice that for any Hamiltonian JC(sl' s2' ... , SM), 
which does not necessarily yield to transfer- matrix 
formalism, the Gibbs- Bogoliubov variational 

1 See, e.g., the lecture notes of E. H. Lieb in Lectures in Theoreti­
cal Physics, edited by K. T. Mahanthappa and W. E. Brittin (Gor­
don and Breach, New York, 1969), Vol. XI-D, p. 329. 

2 M. S. Bartlett, An Introduction to Stochastic Processes (Cam­
bridge U. P., London, 1962), p. 34. 

3 H. Araki and E. H. Lieb, Commun. Math. Phys.18, 160 (1970). 
4 H. Falk and M. Suzuki, Phys. Rev. B 1,3051 (1970); B 3,228 (1971); 

H. Falk J. Math. Phys.12, 1492 (1971). 

theorem 6 implies that the exact free energy 

F:s ~ P(Sl' s2' ... , SM)[JC + kBT lnp(s l'S 2" . "SM))' 
sl""'sJ1,J (10) 

where P(sl' s2!.:' ., SM) is any "trial" probability func­
tion; thus, for p one may use the right- hand side of 
Eq. (8) and determine P; (s;) and Pj (s) , Sj+ 1) by functional 
variation. 

The single- subsystem entropies can also be bounded 
as is indicated in the following example. Consider a 
case for which s 1 denotes a random variable having 
2N realization corresponding to the states of a chain 
of N spin-1 particles each with an associated random 
variable aj = ± 1. The entropy contribution of the 
chain? is 

N 

~ 6 P(sl) Inp(sl) :s - '£ 6 Pi (ai ) InPi(cri ) (11) 
$1 i o 10i 

but the right- hand side 4 

=- N In2 - ~[i (1 + (Oi») In(l + (Oi») 

+ 1 (1- (Oi») In(l - (ai »)], (12) 

which is a monotone, nonincreasing, convex function 
of <a i)' 

5 C. J. Thompson, "Upper Bounds for Ising Model Correlation 
Functions," Commun. Math. Phys. (to be published). 

6 See, e.g., H. Falk, Amer. J. Phys. 38, 858 (1970). The work of 
George WoodburY,Jr. [J.Chem.Phys.47,270 (1967)] contains a 
reformulation of various lattice free energy approximations by 
entropy decomposition methods. I am indebted to Professor Ben 
Widom for this very relevant reference. 

7 This and other entropy bounds will be found in Refs. 3 and 6. 
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For single-channel nonrelativistic time-dependent scattering we analyze the von Neumann algebras ;m, generat­
ed by the wave operators Q, and the algebra <ll generated by the spectral projections of both the total and free 
Hamiltonians. Each of the algebras * is the direct sum of an Abelian algebra and a factor of type I ,but both 
summands need not occur. For a larg~ class of central potentials ill is the direct sum of a countable'i1umber of 
factors of type I and its commutant the direct sum of a countable number of finite factors of type I. In the 
latter case the type of each direct summand is uniquely determined by the angular momentum of the correspond­
ing partial wave. Similar decompOSitions are obtained for algebras related to ill and ffi' in a natural way that 
have certain connections with the absolutely continuous and point spectra of the total Hamiltonian. The struc­
ture of some algebras related to ~± is connected with certain properties of the bound states. 

1. INTRODUCTION 

A precise formulation of time-dependent single­
channel scattering theory was given by Jauch1 in 
which necessary conditions were stated for the ex­
istence of "simple scattering systems." The central 
constructs in this theory are the operators defined 
by the following strong limits on the Hilbert space 
L2(R3): 

0.(~Il :::: s-lim eitlle-itllo, (1) 
t--d:OO 

where the self-adjoint operators Hand Ho denote, 
respectively, the total and free Hamiltonians. 

The existence of the limits (1) has been established 
for short range potentials2 in which case the corres­
ponding operators are precisely the M~ller wave 
operators. For long range potentials such as the 
Coulomb potential, the limits in (1) do not exist. In 
this case it has been shown3 ,4 that new operators 
can be found which have the same physical interpre­
tation as the M~ller operators (1). Similar results 
have been obtained for other long range potentials.4 - 8 

Following this idea, several authors?-lO have defined 
new asymptotic conditions for the Single channel case 
which replace the M~ller operators by operators 
which exist under more general conditions, i.e., for a 
wider class of potentials. 
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1. INTRODUCTION 

A precise formulation of time-dependent single­
channel scattering theory was given by Jauch1 in 
which necessary conditions were stated for the ex­
istence of "simple scattering systems." The central 
constructs in this theory are the operators defined 
by the following strong limits on the Hilbert space 
L2(R3): 

0.(~Il :::: s-lim eitlle-itllo, (1) 
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where the self-adjoint operators Hand Ho denote, 
respectively, the total and free Hamiltonians. 

The existence of the limits (1) has been established 
for short range potentials2 in which case the corres­
ponding operators are precisely the M~ller wave 
operators. For long range potentials such as the 
Coulomb potential, the limits in (1) do not exist. In 
this case it has been shown3 ,4 that new operators 
can be found which have the same physical interpre­
tation as the M~ller operators (1). Similar results 
have been obtained for other long range potentials.4 - 8 

Following this idea, several authors?-lO have defined 
new asymptotic conditions for the Single channel case 
which replace the M~ller operators by operators 
which exist under more general conditions, i.e., for a 
wider class of potentials. 
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In discussing these new asymptotic conditions certain 
von Neumann (W*) and C*-algebras have made their 
appearance. In the case of von Neumann algebrasll 
among those occurring are the algebras a and ~ 
which are defined, respectively, as the algebras 
generated by the spectral projections of H and of Ho' 
the total and free Hamiltonians. The algebra ~/, the 
commutant of ~,has proved especially useful in the 
study of the limits for infinite time of certain obser­
vables. 8 

These algebras are not adequate, however, for the 
discussion of the particle interactions which occur 
at finite times. For this purpose one wants algebras 
that contain the wave operators. Neither a nor ~ 
have this property except in trivial cases. Our ob­
jective in the present paper is to discuss certain von 
Neumann algebras which contain the wave operators. 
These are the algebras ~±, generated by nt' 

~ == {fl }" ± ±; (2) 

which are the smallest von Neumann algebras, re­
spectively, that contain fl± and fl!; and the algebra ill 
generated by the spectral projections of both Hand 
Ho' i.e., the smallest von Neumann algebra containing 
both Abelian algebras a,~, 

ill=={a,~}". (3) 

We will be concerned specifically with the problem of 
classifying;)T[± and ill and certain related algebras 
according to type and other properties, and will con­
fine ourselves to the case of single channel scatter­
ing. Multichannel scattering will be discussed in a 
future paper. Our program for time-dependent scat­
tering theory is analogous to certain developments in 
the algebraic formulations of statistical mechanics 
and quantum field theory, 12 namely, the analysis of 
certain algebraic structures which are thought to 
characterize the theory in some fashion. 

In Sec. II we formulate the theory of single-channel 
time-dependent scattering and also give a brief 
summary of'some required results from the theory 
of von Neumann algebras. Then in Sec. III we discuss 
some results concerning the algebras ill and ill' which, 
for rotationally invariant scattering systems, deter­
mine their direct sum decompOSitions into factors of 
known types. Section IV is devoted to the discussion 
of certain algebras related to 'Jll+ and ill. The proper­
ties of these algebras are related to certain charac­
teristics of the bound states. 

For purposes of convenience in the presentation both 
signs in n± and ;)T[± are discussed simultaneously. 

II. FORMULATION 

The most important case of single channel scatter­
ing occurs in the problem of the interaction of two 
nonrelativistic spinless particles. Consider the 
Hilbert space JC == L2(R3), then the Hamiltonian 
operator, after separation of the center of mass, is 
formally given by 

H=Ho+V, (4) 

where, in suitable units,Ho = - .6. and V is an opera­
tor corresponding to multiplication by a real-valued 
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local potential. The essential self -adjointness of H 
was established by Kato13 for potentials V(x) which 
are locally square integrable and bounded at infinity, 

(5) 

Hereafter, except for the discussion of Proposition 1 
in Sec. ill, we will follow the usual practice of re­
placing Hand Ho by their unique self-adjoint ex­
tensions without changing the notation. Simon6 has 
discussed sel£-adjointness proofs under weaker con­
ditions. In this case the definition of the Hamiltonian 
by an operator sum as in (4) is given up. Simon de­
fines it instead in terms of quadratic forms. 

We will be concerned with the isometric operators 
n± , which satisfy 

(6) 

where PI. denote the projections onto the respective 
ranges R± of n±, which are subspaces (closed linear 
manifolds) of L2 (R3). For short range potentials flI. 
are the M~ller wave operators defined by (1). This 
is true for real-valued V(x) which are 

(i) locally square integrable and 

(ii) a(lxl- tl ) for some {3 > 1 as Ixl...-? 00, (7) 

Le., for locally square integrable potentials that 
decrease at infinity faster than the Coulomb potential. 2 

For long range potentials the limits (1) do not exist 
but, for certain classes of such potentials, new "re­
normalized" operators can be defined which have 
the properties (6).7-9 

We denote by P the projection onto the subspace ~c' 
the absolutely continuous subspace of JC = L2 (R3) 
with respect to H. Hereafter, we will consider the 
symbols fl ± to denote the "renormalized» wave 
operators 7 - 9 as well as the M~ller operators (1) if 
the context allows the existence of the latter. The 
equality p. == P _ is called the unitarity condition and 
is equivalent to the unitarity of the S operator,l S == 
U~ fl+. An important condition which one wants the 
scattering system to satisfy is that of asymptotic 
completeness. This requires the equalities P, == P_ = 
P as well as the absence of the singular continuous 
subspace of JC relative to H, and eliminates certain 
pathological states which have the properties of 
neither scattering nor bound states. Sufficient con­
ditions on the potential for both unitarity and asym­
totic completeness have been given.2 ,6,8,14 

We now want to summarize a few standard results 
of the theory of von Neumann algebrasll in the con­
text of two -body scattering theory. The algebras Cl. 
and e have already been defined in the introduction. 
We now further note that a(resp. ~) consists of all 
essentially bounded measurable functions of H (resp. 
H 0) in the sense of the functional calculus. 15 The 
algebra ill is defined by (3), or equivalently (Ref. 11, 
p. 2), its commutant is given by 

(8) 

Given a von Neumann algebra !)L on a Hilbert space JC 
one can form other von Neumann algebras by the 
process now to be described (Ref. 11, Section 1. 2). 
For a nonzero projection G E !)L denote by !)La the 
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restriction of G~G to G:K. Then, ~G and (~')G ::= 
(~G)' :; ~G are von Neumann algebras. Let 3 de­
note the center of ~ (Le., 3 = ~ n ~') then the 
center of ~G is hG. In particular, if ~ is a factor 
(3 == {AI}), then so is ~G. For a projection G E ~ 
the central carrier (also central cover or central 
support) of G is defined as the minimal projection 
G' E 3 such that G s: G'. We will frequently use the 
result that G E ~ implies that ~G and ~G' are 
*-isomorphic (ReL 11,p. 18,Proposition 2). In the 
following two sections we will make use of the classi­
fication into types of von Neumann algebras (Ref. 11, 
Section 1. 8), especially the classification of factors. 
There are three types of factors, called I, II, and III, 
of which only type I will occur in this paper. Type I 
factors are * -isomorphic to £(JZ), the algebra of all 
bounded operators on some Hilbert space :K. If :K is 
n dimenSional, n < 00, then one speaks of type In 
factors, and if it is infinite dimensional (separable) of 
type leo factors. 

We will also make use of the concept of equivalence 
classes of projections due to Murray and von Neu­
mann (Ref. 11, pp. 215 ff). Two projections E and F 
belonging to a von Neumann algebra ~ are equivalent 
relative to ~, E"'" F, if there exists a partially iso­
metric operator U E ~ such that U* U == E and UU* == 
F. A proj ection is infinite if it is equivalent to a 
proper subprojection of itself; otherwise it is finite. 
A von Neumann algebra ~ is finite (infinite) if thG 
identity operator is finite (infinite) relative to ~. 

It follows from (1) or the corresponding formulation 
of the asymptotic condition for long range interac­
tions 7- 9 and the von Neumann density theorem (Ref. 
11, p. 41, Theoreme 2) that the wave operators be­
long to ill. Then, from the definition of ~± by (2), one 
easily shows that 'JTL± C ill or equivalently, ill' C 'JTL;. 
From this result and (6) we see that p± ~ I relative 
to ~[± and ill, the equivalences being implemented by 
S1 t' It follows that p+ ~ P_ and that the only projection 
in the center of ill (or centers of 'JTL

t
) that majorizes 

these proj ections is the identity. These equivalences 
also imply that the following pairs of algebras are 
spatially isomorphic (Ref. 11, p. 9) by means of n,: 
('JTL ± ('JTL ,) p), (ill, ill p,), ('JTL;, ('JTL;) p), and (ill' ,ill io

1 
). In 

view of these spatial isomorphisms we will not dis­
cuss the algebras (;JTC±)Pl and illp or their commut-
ants in Sec. III and IV. ± 

For the short range potentials (7) and for many long 
range potentials one has the majorizations 

(9) 

In this case it can easily be shown from either of the 
equivalences P± ~ I that p ,..., I relative to ill. In this 
case the algebras ill p ,ill p, and ill are all spatially 

± 
isomorphic as are also the algebras CB~., ill io, and ill' . 

In general we do not know that P E 'JTL± ~nless, of 
course,P = p. and/or P == p. This statement is re­
lated to the fact that, in general, 'JTL± 7- ill, which will 
be discussed in Sec. IV. 

According to (2) and (6) the algebras 'JTL± are generat­
ed by the isometries S1±. It follows from results of 
Suzuki 16 that 'JTL± have the following direct sum de­
compositions: 

(10) 

where Gland G ~ are central projections in 'JTL±, 
('JTL±)G± are Abelian algebras and ('JTL±)d are hctors 
of type leo. Here we have denoted by G; := I - G ± the 
respective orthocomplements of G±. Hereafter we 
will use this notation also for arbitrary projections. 
The subspaces onto which G ± and Gt project, are 
defined by16 

00 

G±JC == (1 (S1±)nJC, 
n-O 

00 

GtJC = 6 CG (S1±)nRt, 
n=O 

(11) 

where R i denote the orthogonal complements of the 
respective ranges of S1±. We will refer to (10) as the 
Suzuki decompositions of 'JTL±. It should be emphasiz­
ed that both summands need not be present in (10). 
For example, the factor summands are absent if the 
wave operators [2± are unitary. Lavine 14 gives ex­
amples of nontrivial repulsive potentials for which 
S1~M) exist and are unitary. 

ID. SOME RESULTS CONCERNING ill 

We begin with a result which gives a slightly dif­
ferent characterization of ill than the original defini­
tion (3), but which one intuitively expects. In the proof 
we must distinguish between the formal operators 
Ho and H in (4) and their (unique) self-a.fijoint e,2(ten­
sions, which we denote respectively by H 0 and H. 

Proposition 1: Let V be a potential operator in (4) 
corresponding to a local potential (function) satisfying 
(5). Then V is self-adjoint on the dense domain rin 
L2(R3)]D(V) .2 D(Ho) cmd ill is generated by the spect-

ral projections of iTo and V. 

Proof: For the assumed potentials Kato 13 proved 
the essential self-adjointness of H and, further, that 
V is self-adjOint with domain D(V) dense in L2(R3) 
and that the respective unique self-adjoint extensions 
H, Hoof Hand H 0 satisfy 

H==Ho+V 

onJ:he dense domainD(Ho) of £2(R3) withD(li)::= 
D(Ho) !:. D(V). In the present notation (3) states that 
~ is generated by the spectral projections of Ho and 
H. Let J1 denote the von Neumann algebra generated 
by the spectral projections of H 0 and V. Then one 
shows by standard arguments that J1 == ill. 

This theorem holds even for constant potentials in 
which case D(V) is all of L2(R3). In these cases, 
however, one obtains either from (3) or Proposition 1 
that ill coincides with the Abelian algebras C't and <:?. 
For these potentials the Moller operators (1) do not 
exist but the renormalized wave operators do and 
satisfy S1± = [8 so that no scattering occurs. For 
this reason we will exclude these potentials from 
further consideration. 

We now return to the notation used prior to the state­
ment of Proposition 1, wherein Hand H 0 denote the 
u?ique i?elf-adjoint extensions of the operators in (4) 
(H and Ho in Proposition 1). Also, for most of the 
remainder of the paper we will restrict ourselves to 
the case of rotationally invariant scattering systems 
so that the potential is central (spherically symme­
tric),17 V(x) = V( Ixl) = V(r). In this case proofs of 
the existence and unitarity of the Moller operators 

J. Math. Phys .• Vol. 13, No.5, May 1972 



                                                                                                                                    

612 W. W. Z A C H A R Y 

have been given for potentials that may be more 
singular as r-" ° than allowed by the conditions (7).18 
These singularities are of the same type as those 
considered by Simon6 for potentials that are not 
necessarily spherically symmetric. 

For central potentials it is well known that the 
Hilbert space L2(R3) can be decomposed in the form 

eo 1 

I; :0 fIl Je 1m , (12) 
1=0 m=-I 

where each Je zm reduces both Hand Ho and con­
sists of elements of the form 

r-1u(r)y;m (8, cp), (13) 

in which y;m denote the spherical harmonics and 
U E L2 (0, eo). For 1 = ° one imposes the boundary 
condition u(o) = 0. Let Q zm denote the respective 
projections onto the subspaces Je Zm ' Then the re­
strictions of HQ Zm = QzmH and BOQ Zm = QzrnHO to JCzm 
denoted hereafter by H zm and (BO)un, respectively, 
are unitarily equivalent to the respective ordinary 
differential operators in L2(0,eo): 

d 2 - d 2 =-- + l(l + l)r-2 + V(r) and -- + l(l + 1)r-2. 
dr 2 dr 2 (14) 

For the results to follow, we will want to assume that 
the differential operators (14) have simple spectrum 
on (0,00). For continuous central potentials satisfy­
ing (7) this is known to be the case,19 It also holds 
for the following class of central potentials introduc­
ed by Weidmann. 20 Assume that there exist real num­
bers C > 0, R> O,and s < ~ such that 

rsIV(r)I:soC forr<R, 

IV(r)I:soC forr:o::R, 

and for r :0:: R, 

where VI (r) is of bounded variation and 

(15a) 

(15b) 

We note that for central potentials V(r) satisfying 
(7), (15a) holds as r -" ° and V(r) E L1(R, 00) for all 
positive R. Furthermore, Weidmann's class admits 
certain long range central potentials. 

Now we have 

Lemma 1.' Consider central potentials V (r) ,c 6 
satisfying (5) such that the operators (14) have simple 
spectrum and the corresponding wave operators n" 
exist and satisfy the intertwining relations, 

(16) 

for all real finite values of t. Then for each land m, 
1 = 0 1 2 ... 1m I :so l, <BQ and <B'Q are factors 

, '" lm lm 

of respective types leo and 11' 

For the short range potentials (7) the intertwining 
relations (16) are automatically satisfied. 1,2 In the 
case of long range potentials conditions for the vali­
dityof (16) have been given. 7 - 9 These conditions 
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exclude nonzero constant potentials and admit certain 
classes of nontrivial long range potentials. 5 , 7-9 

Proof: Because V(r) satisfies (5), the Hamilton­
ian is self-adjoint, as we noted in Proposition 1. Since 
each JCZm reduces both Hand Ho we have, from (8), 

(17) 

The operators Hzm and (HO)zm generate the respective 
von Neumann algebras <iQ and eQ (Ref. 11, p. 16, 

Zm Zm 
Proposition 1) and are unitarily equivalent to the re­
spective operators (14) and so, using the hypothesis, 
have simple spectrum. It follows that <iQ and eQ Zm Zm 
are maximal Abelian. 15 From this one easily shows 
that the algebras CB Q are Abelian and that 

Zm 

<BQ C <iQ n {9,Q • 
Zm Zm Zm 

(18) 

Now let A be an arbitrary operator in <BQ • Then, 
from (18), Zm 

(19) 

for suitable essentially bounded measurable functions 
f and g in the sense of the functional calculus. 15 For 
a given set of values of the pair (l, m) suppose that 
the spectral projections of Hzm and (HO)zm commute. 
Then, since these operators generate the respective 
algebras (tQ and {9,Q it follows that these algebras 

1m 1m 
commute and therefore are equal because they are 
each maximal Abelian. Consequently, <BQ is 

1m 
Abelian. From (14) one finds that if the above com-
mutation property holds for a given value of the pair 
(l, m), then it holds for all values of land m, so that 
<B is Abelian. We now use (6), (16), and the fact that 
all operators appearing in (16) belong to <B to find 
e iHt = eiIIo t for all real finite t, which is a contradic­
tion because V(r) ,c 0. Consequently, the spectral 
projections of Him and (HO)zm do not commute for 
any values of the set (l, m) and (19) is impossible 
unless A is a scalar operator. Then, since A is 
arbitrary in <B'Q ' we have that <BQ are factors of 

Zm 1m 
type II' It follows that <B Q are irreducible type I 

1m 
factors and, since they are each * -isomorphiC to an 
algebra of operators in L2(0, 00), we conclude that 
they are of type Ie<>' 

These results enable us to decompose <B and <B' as 
orthogonal sums of factors. However, it has not been 
shown that Q Z m E <B, i.e., that the Q 1 m are central pro­
jections. We now generalize Lemma 1 by showing 
that certain combinations of the Q 1m which corres­
pond to the angular momentum multiplets, are cen­
tral projections of <B. 

Theorem 1: Consider the same potentials as in 
Lemma 1 and write Qz := L],~=-z QZm' l = 0,1,2, .... 
Then Qz E <B n <B' and <BQ and <BQ are factors of 

I z 
respective types 100 and 121 +1' 

Proof: From (17) we have Qz E <B' for all l = 0, 
1,2,' . '. It was proved in Lemma 1 that <BQ and 

o 
<B'Q are factors of respective types I and Iv so o 00 

that we restrict our attention to the cases l .", 0. The 



                                                                                                                                    

SINGLE CHANNEL SCATTERING 613 

algebras ffiQ and ffiQ operate on the Hilbert space 
'" I Z Jet == Li l --I e:: Je l and Je l consists of elements of 

}fl- rn m 
the form (13). Now, the generators Him and (HO)lm 
of each algebra ffiQ are unitarily equivalent to the 

1m 
operators (14), which are seen to be independent of 
Ill. It follows that, for a fixed value of 1 or- 0, each 
algebra ffiQ is * -isomorphic to the same algebra 

lm 
which, from Lemma 1, can be identified as £(L2(0,CX::)), 
the algebra of all bounded operators on L2(0, XI). It 
follows that ffiQ} can be represented as a (21 + 1) x 
(21 -'- 1) diagonal matrix algebra over £(L2(0, cx::)) with 
equal diagonal elements. It then follows that ffiQ is 
*-isomorphic t0 21 £(L2(0, cx::)) and hence is a fa~tor 
of type 100 • 

Consider the algebra ffiOI for a fixed value I or- 0. By 
Lemma 1 each Q 1m is Abelian relative to ffi' (Ref. 11, 
p.123, Definition 3) and hence also relative to ffiQ 

I 
(Ref. 11, p. 18). From the first part of the proof ffiQ 

is a factor of type I and, therefore, so is ffioz . Con-
z 

sequently, each Qlm is minimal relative to ffio (Ref. 
11. p. 123), and it follows that ffioz is of type 12:+1 (Ref. 
11, p. 126). 

The proof of the assertions that Q IE ffi for 1 == 1,2, ... 
follows from the structure of these projections as 
diagonal matrix operators with equal diagonal ele­
ments. It then follows that also Qo E ffi, which c')m­
pletes the proof of the theorem. 

This theorem shows that, subject to the stated hypo­
theses, ffi and ffi' are not factors. We also see that ffi 
is decomposed as a direct sum of a countable number 
of 100 factors and that ffi' is decomposed as the direct 
sum of a 11 factor, a 13 factor, etc. Incidentally, it 
can be shown from this that ffi and ffi' are of type I. 

A von Neumann algebra is said to be properly infinite 
if it contains no nonzero finite central projections. 
It is seen from Theorem 1 that this is not true for 
ffi' since each Qt' 1== 0,1,2,· .. , is central and finite 
relative to ffi'. However, we have the following. 

Corollary: Consider the same potentials as in 
Lemma 1. Then ffi is properly infinite. 

Proal: Consider an arbitrary nonzero projection 
E E ffi n ffi' and suppose that E is finite relative to 
ffi. By Theorem 1, ffiQ is a factor and Q z C ffi n ffi' so 

z 
that each Qt' l == 0, 1,2,···, is minimal among the 
projections of ffi n ffi' (Ref. 11, p. 123, Definition 2). 
Therefore, for each 1 we have either EQz == ° or 
EQz = Qt. However, since E or- 0, E cannot be ortho­
gonal to Q1 for all values of 1. Hence, there exists at 
least one value of 1, say 10 , such that Q i -<; E. Since 

o 
E is finite by hypothesis it follows (Ref. 11, p. 230, 
Proposition 2) that Qz is also finite. This contra-

o 
dicts Theorem 1 so that E cannot be finite. Since E 
is an arbitrary nonzero central projection, we con­
clude that ffi is properly infinite. 

Properly infinite algebras of type I have some in­
teresting properties. We will not go into detail con­
cerning these, but only note one such result. Namely, 
for the potentials under conSideration, the above re­
sult implies that ffi is isomorphic to M n (ffi), 1::::= n::::= XI, 
the n x n matrix algebra with entries from ffi.22 

IV. RELATIONS BETWEEN EXISTENCE OF BOUND 
STATES AND PROPERTIES OF ~ ± and ffi 

We now want to investigate the algebras ~±, defined 
by (2), which are generated by the wave operators 
n±. ~± have the Suzuki decompositions (10) so that 
they are either Abelian or infinite. If n± are unitary, 
then ~± are Abelian, as we noted in Sec. II. Since, 
from Theorem 1, each Qz EO ffi n ffi' one easily shows 
in this case that (n±) Q / are isometries which generate 
(~JQI so that these algebras also have Suzuki de­
compositions analogous to the expressions (10) for 
~t. Hence'(~+)Q/ are also either Abelian or infinite. 

One easily shows that ~t are Abelian if and only if 
all (~±)QI are Abelian. However, the situation can 
occur in which 'JIT± are not Abelian but some of the 
(~)Q are Abelian. For those cases in which bound 

j z 
states exist we will show below that, with certain re­
strictions on the potential, the number of Abelian 
('JITt)Qz is directly related to certain properties of 
the bound states. 

In deriviilg the results to follow we will consider the 
situation in which bound states exist and have finite 
multiplicity. The fact that the negative eigenvalues of 
H are isolated with finite multiplicity has been proved 
under very weak conditions. Thus, it holds when the 
potential satisfies (5) and the L oo part approaches 
zero as r = I x I -7 XI.23 Simon6 has generalized this 
result to potentials that are not necessarily locally 
square integrable. The existence of positive eigen­
values can be excluded under fairly mild conditions. 24 
Thus, the above assumptions do not place essential 
restrictions on the potential. The most restrictive of 
our assumptions in obtaining the following results 
will be that of asymptotic completeness. 

We first state a simple preliminary lemma. 

Lemma 2: Consider the same potentials as in 
Lemma 1. Let E be an arbitrary nonzero projection 
of ffi or ffi' and E' its central carrier. Then for a 
given 1 == 0,1,2,··· either EQ/ = ° or Qz ::::= E'. 

Proof: We have E' ~= ffi n ffi' and, from Theorem 1, 
Q1 is minimal among the central projections of ffi so 
that the prOjection E'Qz is either ° or QI. Now E'QI = ° implies EQ{ = ° and E'Q I = Q/ is equivalent to Q I ::::= 
E'. 

Now we have 

Theorem 2: Consider the same potentials as in 
Lemma 1 and assume that (9) holds. Furthermore, 
assume that negative-energy bound states exist, that 
each is isolated with finite multiplicity, and that no 
positive-energy bound states exist. 

(a) Consider a particular value of 1 = 0,1,2,· ... If 
('JIT ')Qz are Abelian, then there are no bound states of 
angular momentum I. If there are no bound states of 
angular momentum 1 and asymptotic completeness 
holds, then ('JIT')Q/ are Abelian. 

(b) Let F denote the projection onto the subspace 
spanned by the eigenfunctions of H and let F' denote 
its central carrier relative to ffi. Let G ~ denote the 
projections corresponding to the respective factor 
summands of the Suzuki decompositions of 'JIT1 l see 
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(10)]. Then, F' equals the sum of those Qz such that 
(~±)Ql are non-Abelian and F s: G.L s: F'. 

Proof: (a) If (~±)Ql are Abelian, then (ni)Qz are 
unitary so that Qz s: P±. From (9) we have that F and 
P± are orthogonal so that FQI = 0 and there are no 
bound states of angular me mentum l. Similarly, if 
there are no bound states of angular momentum l, 
then Qz s: F.L. From asymptotic completeness we now 
find Q l s: P± so that (n±)Q are unitary and ~±)Q are 
Abelian. I I 

(b) Since F E ffi we have from Lemma 2 that either 
FQI = 0 or Qz s: F' for a given value of 1. From the 
proof of part (a) it is see that (~±)Ql Abelian implies 

FQz = O. Thus, we are interested in those Qz for which 

(20) 

Denoting the sum of such QI by ~; Qp we must show 
that 

F' =~'QI' (21) 
I 

From the above argument we have F s: ~;Qz' Frop1 
Theorem 1 each Qz is central in ffi so that F' s: ~IQZ. 
Combining this relation with (20), we obtain (21). Con­
sider the projections G! corresponding to the respec­
tive factor summands of the Suzuki decompositions of 
~±. Then we have G~ E ~± n~~ and Qz E ~~. Let 
(Q ±) I denote the respective central carriers of Q I re­
lative to ~±. Since G~ are minimal among the projec­
tions of ~± n~:, we see that the projections G~(Q ±) z 
must be either 0 or G;. Consider a value of 1, say 10 , 

such that (~±)Q are Abelian. Since Qz E~: implies 
Zo 0 

that ~ ± ) Q are respectively * -isomorphic to 
Zo 

(~±) (Qi) , we see that the latter algebras are also 
Zo 

Albelian and, therefore, that (Q ±)z are finite relative 
o 

to ~±. 

Assume that G ~ (Q ± )1
0 

= G~. This means G ~ s: (Q ± )zo 

which implies that G;; are finite relative to ~± (Ref. 
11, p. 230, Proposition 2). This is a contradiction 
because (~±)c~· are factors of type 100" Thus, we con-
clude that G~(QJI = 0 for l such that (~±)QI are 
Abelian. This implies that 

Gt (~'Qz).L = 0 = G;;F'.L 

or 
G~ s: F', (22) 

which was to be proved. If (~l )Qz are non-Abelian 
for all values of 1, then F' = 1 so that (22) is trivially 
satisfied. We complete the proof of Theorem 2 by 
noting that F s: G~ follows directly from (11) and the 
orthogonality of F and Pl. 

For short range potentials we can now give some re­
sults relating the properties of the algebras (~,) Q 

to the potential range. I 

Corollary: Consider the same hypotheses as in 
Theorem 2 and in addition assume that asymptotic 
completeness holds. 

(a) Suppose that 

J. Math. Phys., Vol. 13, No.5, May 1972 

(23) 

Then there exists a value of angular momentum 'm 
such that (~±)fl are Abelian for all l> I . 

• 1 m 

(b) Suppose that V(r) is everywhere attractive, V(r) = 
- I V (r) I, and that at least one of the following con­
ditions is satisfied for given angular momentum L: 

_ JR drr v(r)(~\ 2L+l_ J"'JdrrV(r)(~)-(2L+1) 
o R) R R 

2: 2L + 1, 

- R Joo dr V(r) [(~)-2L _ (~\ - 2L R2V (r)1
J

-
1 > 1, 

oRR) (24) 

where R denotes an arbitrary positive constant. Then 
(~±)Qz are non-Abelian for alll s: L. Here we, of 
course, assume that each of the integrals in (24) ex­
ists and is finite. 

Proof: (a) If (23) holds, then it is well known that 
the number of bound states is finite and that a value 
of angular momentum exists, say 1m' such that no 
bound states exist for l> l", .25 The result now fol­
lows from part (a) of Theorem 2. 

(b) It was shown by Caloger0 26 that each of the con­
ditions (24) guarantees the existence of at least one 
bound state for each l s: L We again use part (a) of 
Theorem 2. 

We now make some remarks concerning Theorem 2 
and also derive some further conclusions for the 
assumed class of potentials. The relation (21) defines 
decompositions of ffi F' and ffi~, as direct sums of 
factors, 

ffi F' = ~' ffi Q ' 
I I 

(25) 

the type of each of which is known from Theorem 1. 
However, the von Neumann algebras most directly 
associated with the totality of bound states are ffi F 

and ffi~. Since F E ffi we have that ffiF is "-isomor­
phic to ffi F,. Combining this result with parts (a) and 
(b) of Theorem 2, one deduces that if bound states 
exist for each angular momentum 1 = 0,1,2,··· , then 
ffiF is *-isomorphic to ffi'. The algebra ill F' is in­
finite since ffi is properly infinite (Corollary to 
Theorem 1). This is also clear from (25) since, from 
Theorem 1, each ffi Q is a factor of type I",). More-

I 
over, using the method of proof of the above-noted 
corollary, one shows that ffi F' is properly infinite. We 
can also see that, contrary to the situation for their 
commutants, ffi F and ffi F' are in general not isomor­
phic because ffi F may be finite. An example of this 
situation is the case in which a finite number of s­
wave bound states exist but no others. Then one finds 
pi = Qo so that ffi~ is a factor of type II and, there­
fore, ffiF is a factor of type Ip, where p equals the 
number of bound states. In general, of course, where 
bound states of more than one value of l exist, CB F is 
not a factor. 

We can obtain an expression for ffi F somewhat (but 
not exactly) analogous to that for ffi FI in (25). From 
F:::: P' = 'B! Ql' we obtain 

ffi F = :0 I ffi FQ • 
I I 

(26) 
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The CE FQ are factors and their com mutants are of 
I 

type 12l+1 because of respective *-isomorpliisms to 
CEQI' We note, however, that the projections FQ I in 
(26) are not central in <B as are the Q/ in (25). 

It was seen above that, in the general case, <B F and 
<B~ are not factors. Our final result shows that, 
given certain hypotheses, the situation is different 
for (~±)F and (~~)F so that, under these conditions, 
~t "'" <B. The assumptions needed for the proof of 
these assertions are weaker than those invoked to 
obtain the previous results (e.g., rotational invariance 
is not assumed) but, on the other hand, only a partial 
classification of the factors (~)l{±) F is obtained. 

Proposilion 2: Consider potentials V(x) satisfying 
(5) such that the corresponding wave operators Q± 

exist and asymptotic completeness holds. Further­
more, assume that n bound states exist, where n > 0 
may be either finite or infinite. If F denotes the pro­
jection onto the subspace spanned by the eigenfunc­
tions of H, then (~:)F are factors of type I,.. 

Proof: From asymptotic completeness and (6) we 
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have F E ~±' Let Ft denote the respective central 
carriers of F relative to ~ •. Then, since bound states 
exist and G t are minimal in ~± n ~~ ,we have F± ::= 

G;-, using the fact that F :s G ~. Because F E ~± we 
have that ('Jl1~)F are * -isomorphic to (~:)F = ('In::)G~' 

± i 

It follows from Suzuki's work16 and standard results 
concerning the tensor product of von Neumann alge­
bras (Ref. 11, p. 24) that the factors (~:)G.L are re-

i 

spectively isomorphic to the factors £(R;), the alge-
bras of all bounded operators on the orthocomple­
ments of the respective ranges of Qi' Now, using the 
hypothesis that n (negative-energy) bound states 
exist, asymptotic completeness, and the respective 
*-isomorphisms of (~:)F and (~:)G~' we find that 
(~~) F are factors of type In. ± 
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It is shown that the bound-state solutions of regular and singular Sturm-Liouville systems have the same 
asymptotic behavior, in the limit of infinitely deep potential wells. This conclusion is illustrated explicitly by 
showing the profound similarity that exists between two seemingly unconnected problems: Mathieu's equation 
in a finite domain and Schrodinger's equation with Morse's potential. 

1. INTRODUCTION 

Sturm-Liouville systems occupy a very important 
place both in classical analysis and physical appli-

cations. Many one- and two-dimensional vibration 
problems lead to regular eigenvalue problems of the 
Sturm-Liouville type.! The Schrodinger equation in an 
infinite dom;lin is a Singular Sturm-Liouville system. 2 
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It is shown that the bound-state solutions of regular and singular Sturm-Liouville systems have the same 
asymptotic behavior, in the limit of infinitely deep potential wells. This conclusion is illustrated explicitly by 
showing the profound similarity that exists between two seemingly unconnected problems: Mathieu's equation 
in a finite domain and Schrodinger's equation with Morse's potential. 

1. INTRODUCTION 

Sturm-Liouville systems occupy a very important 
place both in classical analysis and physical appli-

cations. Many one- and two-dimensional vibration 
problems lead to regular eigenvalue problems of the 
Sturm-Liouville type.! The Schrodinger equation in an 
infinite dom;lin is a Singular Sturm-Liouville system. 2 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

. 
616 JOSE CANOSA 

The aim of this paper is to discuss the asymptotic 
behavior of the Sturm-Liouville equation in Liouville 
normal form2 

d2y + [X - V(x)]y = 0, 
dx 2 

(1) 

when the continuous function V(x) has the form of an 
extremely deep well. 

As the one-dimensional Schrodinger equation is 
exactly in Liouville normal form, we will use the ter­
minology and concepts of quantum mechanics to give 
physical content to our discussion right from the 
start. Equation (1) together with endpoint conditions 
satisfied at the boundaries of a finite domain, e.g., 

y(O) =y(7T) = 0, (2) 

defines a regular Sturm-Liouville system, which in 
general has a finite number of negative eigenvalues 
and an infinite number of discrete positive eigen­
values, all of which give the bound states for the 
motion of a particle in a potential well V(x) of length 
7T and infinitely high walls. 

In most quantum mechanics problems, the boundary 
conditions associated with (1) are 

y (± (0) finite. 

In this case, (1) and (3) define a singular Sturm­
Liouville system, which in general has a discrete 
spectrum of negative eigenvalues giving the bound 
states, and a continuous spectrum of positive eigen­
values corresponding to the free particles. 

(3) 

The main result of this work is to show that the asymp­
totic behavior of the bound-state solutions is essen­
tially the same for both the regular and Singular 
Sturm-Liouville systems, provided that the potential 
well V(x) is sufficiently deep. This behavior is inde­
pendent of the type of homogeneous boundary condi­
tions associated with the regular problem. Further­
more, the bound-state solutions can be obtained expli­
citly and fairly accurately by using standard pertur­
bation theory. 3, 4 It should be emphasized that the 
asymptotic problem considered cannot be treated by 
the classical WKB method because the potential is a 
very rapidly varying function of position; it is also one 
of the most difficult and expensive problems to solve 
with numerical methods because of the extremely 
rapid variation of the eigenfunctions in the region 
about the minimum of the potential. 

As an illustration of the applicability of the method 
to a regular system, we have treated Mathieu's equa­
tion and have obtained exactly the first four terms of 
the asymptotic series for the eigenvalues due to 
Goldstein and Ince. 5 - S We also show the accuracy of 
the analytiC approximations to Mathieu's functions by 
a comparison with the "exact" numerical results. 9 

Although SipS1 0, 11 obtained higher order asymptotic 
results than ours, he did so by a special method 
developed specifically for Mathieu'S equation, while 
our method is equally applicable to any equation of 
the form (1); furthermore, our results for Mathieu's 
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functions have a much simpler and thus more useful 
form than Sips'. 

Finally, we give the results obtained for the bound­
state eigenvalues of a Schrodinger equation problem 
in an infinite domain. In this problem with Morse's 
potential,12 the eigenvalues are obtained exactly. 
Regardless of accuracy considerations, the results 
obtained for the problems discussed show clearly 
that the asymptotic behavior of both the regular and 
singular Sturm-Liouville systems is essentially the 
same. 

2. OUTLINE OF THE METHOD 

The central idea of this work is to expand the poten­
tial V(x) in a Taylor series about its minimum value, 
and solve the resulting approximate problem by stan­
dard perturbation theory. Physically, as the potential 
well is very deep, the classical turning points for the 
lowest bound states are very close to the minimum 
of the well; therefore the particle, even quantum­
mechanically, can in the main" see" only the region 
of the potential near the minimum. We thus expect 
that the eigenfunctions obtained in this way will only 
be accurate in an asymptotically small neighborhood 
of the potential minimum; also, for the higher bound 
states, as the turning points intersect the potential 
well at higher points above the minimum, we expect 
that the accuracy of the approximation will decrease 
progressively relative to the lowest bound states. 

This is indeed confirmed by the explicit results ob­
tained. However, the region about the potential mini­
mum is where the eigenfunctions have appreciable 
values; away from it, they are transcendentally small 
and in many applications it is adequate to know the 
eigenfunctions accurately only where they have non­
negligible values. Furthermore, the eigenvalues ob­
tained by the method are asymptotically accurate 
even if the eigenfunctions are not determined accu­
rately in the classically forbidden region outside the 
turning points. 

3. MATHIEU·S EQUATION 

Mathieu's equation arises when solving by separation 
of variables the two-dimensional Helmholtz equation 
in a domain with an elliptic boundary (Ref. 1, p. 391). 
In standard form, Mathieu's equation reads 

d2y + (>t - 2q cos2x)y = O. 
dx 2 

(4) 

It is well known8 ,13 that Eq. (4) has periodic solutions 
of period 7T and 27T when >t has a countably infinite set 
of characteristic values. The real parameter q deter­
mines the depth of the potential well 2q cos2x; here 
we will discuss the asymptotic behavior of (4) in the 
limit of infinitely deep wells, i.e., when q ~ ct:!. Equa­
tion (4) with the associated boundary conditions 

y'(O) =y'(1T) = 0 

defines a regular Sturm-Liouville system2 whose 
eigenfunctions are the even periodic Mathieu func­
tions 

ce,.(x,q), r=0,1,2,···. 

(5) 

(6) 
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The eigenfunctions of Eq. (4) with the boundary condi­
tions 

y (0) = y (n) = 0 (7) 

are the odd periodic Mathieu functions designated 

ser(x,q), r = 1,2,3,···. (8) 

Here we follow the standard notation of Ref. 8. The 
reason for the notation ce r (cosine elliptic) and sey 
(sine elliptic) is that for q = 0 the eigenfunctions of 
systems (4) and (5) and (4) and (7) become, respec­
tively, the trigometric cosines and sines. 

As discussed in Sec. II, for very deep wells (q --'> 00) 
the lowest eigenvalues approach asymptotically the 
minimum value of the potential Vrnin = - 2q, i.e., 

It = O(q). (9) 

Therefore, a simple division of Eq. (4) by the para­
meter q shows that for q --'> 00, we have a singular 
perturbation problem 14 

d2y 
E ~ + (A - 2 cos2x)y = 0, 

dx 2 (10) 
E == 1/q .~~ 0, A == It/q = 0(1). 

In general, the solution of these problems cannot be 
obtained as a single series that is uniformly valid in 
the whole domain. 14 A direct expansion of the solu­
tion of (10) in powers of the small parameter E gives 
to all orders 

y(x, E) = o. (11) 

The meaning of the formal result (11) can be under­
stood by considering that it is obtained by neglecting 
the term Ed 2y /dx 2 in (10), and this is justified only in 
the region where the curvature of the solution is not 
large. As the curvature is greatest at the domain 
center x = in, (11) suggests that the solution away 
from the center is transcendentally small, a conclu­
sion consistent with the boundary conditions (5) and 
(7). To study the solution in the inner layer about the 
domain center x = in, where it has nonnegligible 
values, we introduce the stretched variable 

(12) 

and (10) becomes 

d2y - + (A + 2 cos2,IE ~\')y = O. 
dx 2 

(13) 

This transformation shows, as the small parameter E 

has been eliminated from the highest order derivative 
term, that in the limit E ~-> 0 the thickness of the 
region about h where the solution is not negligibly 
small approaches zero as E 1 /2. 

The procedure is now straightforward, as described 
in Sec. II. One expands 

so that (13) becomes 

(15) 

It is now convenient to introduce still a new indepen­
dent variable 

x* = (4E )1/4X, (16) 

so that (15) takes the well-known form of the equation 
for an anharmonic oscillator 

d
2
y + (p _ X*2 + !:.,IE x*4 - ~ EX* 6)y = 0, (17) 

dx*2 6 90 

where the eigenvalue p is defined as 

p == (A + 2)/2E 1 / 2 • (18) 

The situation is now quite clear, as Mathieu's func­
tions become transcendentally small except in an 
infinitesimally thin layer about in, for all quantita­
tive purposes the domain (whose length is 7T) can be 
considered to be of infinite length. Therefore, we 
will solve the equation for the anharmonic oscillator 
(17) subject to the usual boundary conditions 

y (± 00) finite. (19) 

This means that in the limit q --'> 00, the even and odd 
periodic Mathieu functions cey and sey approach each 
other asymptotically, a known analytiC resultlO.ll.15 
that has also been established numerically. 9 Heuristi­
cally, we make the hypothesis that for infinitely deep 
wells all regular Sturm-Liouville systems approach 
the same asymptotic limit, independently of the type 
of homogeneous boundary conditions. This is because, 
just as for problems in infinite domains, both the 
eigenfunctions and their derivatives vanish asympto­
tically at the finite domain boundaries, and this is in­
deed equivalent to any of the homogenous boundary 
conditions naturally associated with the Sturm­
Liouville equation (Courant and Hilbert, p. 291).1 This 
asymptotic limit is given by the solution of Schro­
dinger's equation for the anharmonic oscillator (17) 
and (19), which is now solved by standard perturbation 
theory. 3.4 

The unperturbed Hamiltonian is 

(20) 

which gives the familiar equation for the harmonic 
oscillator, and the perturbed Hamiltonian is 

H' = - !. . ./~ x*4 + ..!.. EX*6 
6 90· (21) 

The solution for the harmonic oscillator is 

p2 = 2n + 1, (22) 

ynO(x*) = (2nn! .fiJ-l/2 e-x*2/2Hn (x*), n = 0,1,2, ... , 
(23) 

where H n are the Hermite polynomials. 

Second-order perturbation theory for the eigenvalues 
gives 

p~ = p~ + (H')nn + 6 [(H')kn)2/(P~ - Pg), (24) 
n~k 

while the first-order perturbation theory result for 
the eigenfunctions is 
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(25) Y~ = Y~ + B [(H')kn/(P~ - pZ)Jy~· 
nlk 

In (24) and (25), (H')kn are the matrix elements 

(H')k = (yo H'yO) = Joo yOH'yOdx* n k' n -ook n' (26) 

which are obtained in the usual way (Lan~au and Lif­
shitz, p. 136).3 All the nonzero matrix elements 
necessary for our approximations (24) and (25) are 

(H') = _ ~ (2n + 1)2 + 1 ,fE 
n.n 4 2 6 

+ 20n3 + 3On2 + 40n + 15 ~ 
8 90' 

(H'~.n+2 = (H')n+2.n 

= - (4n + 6)..J{n 4+ 2)(n + 1) ..Jr + O(€), 

(H')n,n-f4 = (H' )n-f4,n (27) 

..J(n + 4)(n + 3)(n + 2)(n + 1) J"E 
4 ""6 + 0(40), 

n = 0,1,2, .••. 

We now substitute the matrix elements (27) into the 
eigenvalue expression (24), which in this case is 
given explicitly by 

P,' = pO + (H" + [(H')n_4,n]2 + [(H')n-2.n]2 
n n Inn 0 0 0 0 

Pn - Pn-4 Pn - Pn-2 

+ [(H')n,n+2 ]2 + [(W)n.n-f4]2 

P~ - Pnll2 Pn
O - P~ 

(28) 

as all the other matrix elements are zero. It should 
be noticed that the matrix elements (H')n-4.n are ob­
tained from the last equation of (27) by substituting 
n + 4 by n, n + 3 by n - 1, etc. The eigenvalues P 
are now transformed back into the original Mathieu 
eigenvalues A using the definitions (18) and (10). 
After some elementary although delicate algebra we 
finally get 

An = - 2q + 2(2n + l)ql/2 - {[(2n + 1)2 + 1 V23} 

- {[(2n + 1)3 + 3(2n + 1)]!27}q-l/2 + O(q-l), 

n = 0,1,2, ... , (29) 

which gives exactly the first four terms of the classic 
result of Goldstein's and Ince's [Eq. (36), Ref. 5, also 
Eq. 20. 2. 30, p. 726, Ref. 8]. 

It is worthwhile to remark here that the first three 
terms of (29) are obtained simply by first order per­
turbation theory, keeping only for the perturbed 
Hamiltonian the first term in (21). It is clear that 
higher order terms in the asymptotic series (29) can 
be obtained by using higher order perturbation theory. 
However, the result (29) is sufficient for our purpose 
of illustrating the asymptotic behavior of regular 
Sturm - Liouville systems. 

In Table I, we give the Mathieu eigenvalues obtained 
from the first three terms of Eq. (29), together with 
those obtained from the full four term asymptotic 
formula. It is seen that, as expected, the accuracy of 
the asymptotic treatment increases with the depth of 
the well, i.e" with the value of the parameter q. Thus 
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TABLE 1. First five eigenvalues of Mathieu's equation. 

- AT(q = 1600) 

Three term Four term 
r asymp.form. asymp.form. (29) Exacta 

0 3120.250 3120.251 3120.251 

1 2961. 250 2961.257 2961. 2.57 

2 2803.250 2803.277 2803.278 

3 2646.250 2646.321 2646.323 

4 2490.250 2490.398 2490.403 

- AT(q = 2500} 

Three term Four term 
r asymp.form. asymp.form.(29) Exacta 

0 4900.250 4900.251 4900.251 

1 4701. 250 4701.256 4701. 256 

2 4503.250 4503.272 4503.272 

3 4306.250 4306.307 4306.308 

4 4110.250 4110.368 4110.372 

-AT(q = 10 000) 

Three Four term 
r asymp.form. asymp.form. (29) Exacta 

0 19800.250 19800.250 19800.250 

19401.250 19401. 253 19401. 253 

2 19003.250 19003.261 19003.261 

3 18606.250 18606.278 18606.279 

4 18210.250 18210.309 18210.310 

aDetermined numerically (Ref. 9), and also using higher order terms 
in Goldstein'S and Ince's asymptotic formula. 

for q = 1 600, the four-term formula gives better 
than six significant figure accuracy, and seven and 
eight Significant figure accuracy is obtained, respec­
tively, for q = 2 500 and 10 000. It should also be 
noticed that a simple first-order perturbation theory 
treatment, i.e., the three term asymptotic formula, 
gives better than four significant figure accuracy in 
all cases shown. 

To conclude this section, we give some numerical 
results for the Mathieu functions computed from the 
first-order perturbation theory formula (25). For 
clarity we will write down the results explicitly. The 
fundamental eigenfunction is 

ceo(x*' q) I 
* i"" y o(x* , q) 

se1(x ,q). 

o 1 (3 0 .f3 0) ~ () = y 0 + ii mY 2 + m y 4 V E + 0 E , 
4" 2 . 8v 2 

(30) 

where Y~ are the orthonormal Hermite functions 
given in (23). In Table II we compare with the exact 
numerical values9 the results obtained using the 
first term (harmonic oscillator) of (30) and the com­
plete perturbation formula. As expected, the accuracy 
is only good near the minimum of the potential which 
is at the domain center in. However, the accuracy is 
lost only where the function is already negligible 
compared with the values at the center. These results 
are in general agreement with those of SipS10, 11 , who 
obtained asymptotic series for Mathieu's functions of 
higher order than (30). However, Sips' series are not 
as simple for hand computations because the space 
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TABLE II. Comparison of perturbation theory results for Mathieu's function ceo(x, q) or se 1(x, q) with exact values.a 

ceo(900)/ ce o(850) ceo(900)/ceo(800) ceo(900)/ceo(700) ceo(900)/ ceo( 60°) 

First- First- First- First-
Harm. order Harm. order Harm. order Harm. order 

q ascii!. pert. Exact oscill. pert. Exact oscil!. pert. Exact oscil!. pert. Exact 

1 600 1.356 1. 355 1.355 3.382 3.359 3.359 1. 308 + 2 1.229+2 1.226 + 2 5.789 + 4 4.504 + 4 4.362+4 

2 500 1.463 1.462 1.462 4.586 4.551 4.551 4.425 + 2 4.108 + 2 4.097 + 2 8.979 + 5 6.662 + 5 6.358 + 5 

10000 2.142 2.138 2.138 2.103+1 2.079 + 1 2.079 + 1 1. 958 + 5 1.719 + 5 1.704 + 5 8.062 + 11 4.854 + 11 4.186+11 
~~-~~~ 

a The notation 1. 5 + 2 = 1. 5 X 102 is used. The exact values are from Ref. 9. 

TABLE III. Zeroes of Mathieu's functions. a 

ce2 and se3 

First-order 
q Harm.osc. pert. Exact Harm.osc. 

1 600 1. 4917 1. 4913 1.4914 1.3862 

2 500 1.5001 1. 4998 1. 4998 1.4057 

10 000 1.5208 1.5207 1.5207 1. 4541 

a The exact values are from Ref. 9. 

variable appears only as cos x *, so that one has trans­
cendental polynomials in cosx * [see Eq. (3), Ref. 11] 
while expressions as (30) are simple algebraic poly­
nomials in x*. It is clear that higher order perturba­
tion theory would yield higher order terms in (30), but 
we do not think it to be a worthwhile exercise, be­
cause the analytic results are useful only if they are 
sufficiently simple for computation by elementary 
means. 

As another illustration of the usefulness of these 
simple results, we have computed the zeros of the 
third and fifth eigenfunctions, namely 

where for simplicity we have neglected the last term 
involving y 8; in this way the zeros of ce2 and se3 can 
be obtained analytically by solving a simple biquad­
ratic equation. For this same reason, in the expres­
sion for ce4 and se5 we neglected the terms involving 
y g and y g, so that we are left with 

so that again the zeros are given by solving the above 
biquadratic equation. The results obtained are given 
in Table III. The most striking fact in Table III is 
that the zeros of the harmonic oscillator eigenfunc­
tions, i.e., of the Hermite polynomials, are accurate 
to four Significant figures. The approximate first­
order perturbation theory results have almost five 
figure accuracy. The reason for this accuracy is 
that, in the limit q ~ <Xl, all the zeros condense toward 
h and thus are located precisely in the inner layer 
about the center where the functions are obtained 
accurately. 

ce4 and se5 

First-order First-order 
pert. Exact Harm.osc. pert. Exact 

1. 3856 1. 3846 1.5121 1. 5120 1.5117 

1.4052 1.4046 1. 5183 1.5182 1.5180 

1. 4539 1. 4537 1. 5337 1.5336 1. 5336 

4. SCHRODINGER'S EQUATION WITH MORSE'S 
POTENTIAL 

In connection with the description of the bound states 
of diatomic molecules, Morse 12 defined the following 
Schrodinger equation problem: 

d
2
y + [A ~ q(e-2ax _ 2e-ax )]y = 0, y(± <Xl) finite. (33) 

dx2 

The problem (33) has an analytic solution for the 
bound states, which is given concisely in Landau and 
Lifshitz, p. 68.3 The reason for having chosen this 
problem as an illustration of the method of Sec. II is 
that the potential well is strongly asymmetric, and 
thus it seemed a good test of a method where the 
zeroth order perturbation is the solution of a problem 
with a symmetric potential, Le., the harmonic oscilla­
tor. Following Sec. II, we expand 

q(e-2ax - 2e-ax ) = - q + a2 qx2 - a3qx3 +i1 a4qx4 

+ ... (34) 

We now introduce a new independent variable 

x* = (a2q)1/4x (35) 

and the definitions 

_ A + q 
P = (a2 q)1/2 ' 

(36) 

(37) 

where the attractive strength of the well 1/ E depends 
now on the two independent parameters q (the depth 
at x == 0) and a (a measure of the width of the well). 
In this way, problem (33) becomes 

d 2y 
~- + (p -x*2 + EX*3 ~ ~ E2X*4)y = 0, 
dx*2 

y(± <Xl) finite, (38) 

which is again the problem of an anharmonic oscilla-
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TABLE IV. Bound-state eigenvalues of Schrodinger equation with 
Morse's potential. 

- An 

Exact Numer. solution Numer. solution 
n Eq.(43) of Eqs.(33) and (47) of Eqs. (33) and (48) 

0 178.798 178.798 178.798 

160.283 160.283 160.283 

2 142.780 142.780 142.780 

3 126.288 126.288 126.288 

4 110.808 110.808 110.808 

5 96.340 96.340 96.340 

6 82.884 82.884 82.884 

7 70.439 70.438 70.438 

8 59.007 59.006 59.006 

9 48.585 48.585 48.585 

10 39.176 39.176 39.176 

11 30.778 30.778 30.778 

12 23.393 23.393 23.393 

13 17.018 17.018 17.018 

14 11.656 11. 656 11. 656 

15 7.305 7.305 7.305 

16 3.966 3.958 3.976 

17 1.639 1.392 1.829 

18 0.324 -1. 232 0.011 

tor. The unperturbed Hamiltonian (harmonic oscilla-
tor) is 

(39) 

while the perturbed Hamiltonian is 

(40) 

It should be noted that as the diagonal matrix ele­
ments of the first term of (40) - €X*3 are zero, first­
order perturbation theory of this part of the Hamil­
tonian does not give any correction O(€) to the har­
monic oscillator eigenvalues. To get any improve­
ment, it is necessary to use second order perturba­
tion theory. All the nonzero matrix elements of H' 
required are 

(H')nn = t {n2 + n + ~)E2, 
(H')n.n+l := (W)n+l.n:= - [~(n + 1)3]1/2€, (41) 

(W)n.n+3 = (H')n+3.n= - [Hn + 3){n + 2)(n + 1)]1/2€, 

n = 0,1,2, ...• 

Substituting the matrix elements (41) into the second­
order perturbation theory formula for the eigenvalues 
(24), we get 

n = 0,1,2,···. 
(42) 

Transforming back to the original eigenvalues of (33) 
using the definition (36), one gets 

An = - q + (2n + l}aql/2 - ~(2n + 1)2a2, 

n = 0, 1, 2, ... , (43) 
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which exceptionally is identical to the exact formula 
for the bound-state eigenvalues (Ref.3,p.69), 

An:= - q[1 - (a/ql/2)(n + ~)]2. (44) 

It is quite interesting to compare the result (43) for 
the eigenvalues of SchrOdinger's equation with the 
first three terms of (29), the corresponding result 
for Mathieu's equation. It is seen that both asymp­
totic series are quite similar, and that the first three 
terms are of orders q, q 1 /2 ,and 1 in the depth of the 
potential well. The results (29) and (43) more than 
anything else show quite clearly the strong similarity 
that exists between the asymptotic behavior of regu­
lar and singular Sturm-Liouville systems. 

We now conclude with a numerical example which 
further illustrates the main conclusion of this work. 
Since the asymptotic behavior of regular and singular 
Sturm - Liouville problems is the same, we can 
approximate the solution of a regular problem by that 
of a singular problem or vice versa.Schrodinger's 
equation (33) for the values of the parameters 

q = 188.4355, a=: 0.711 248, 

has 19 bound-state eigenvalues determined by the 
condition (Ref. 3, p. 68) 

1/€2> n + t n:= 0,1,2, ... , 

(45) 

(46) 

where € is defined in (37). We have apprOXimated 
this problem by the regular Sturm-Liouville systems 
defined by Eq. (33) together with the boundary condi­
tions 

y(-l. 9975) = y(8.0025) := 0 
and 

y'(-1.9975) =y'(8.0025) = o. 

(47) 

(48) 

The 19 bound-state eigenvalues from the exact for­
mula (43) and from the numerical solutionI6 obtained 
using the boundary conditions (47) and (48) are given 
in Table IV. It is seen that the agreement between the 
first 16 eigenvalues is excellent, so that the regular 
Sturm-Liouville approximation to problem (33) with 
the boundary conditions (47) or (48) is valid for a 
surprisingly large number of eigenvalues and not 
only for the lowest bound states. The numerical re­
sults shown in Table IV for the regular Sturm - Liou­
ville systems with boundary conditions (47) and (48) 
give further evidence that the asymptotic behavior of 
these problems is independent of the type of homo­
geneous boundary conditions. It should be noted that 
all of the eigenvalues obtained numerically are be­
lieved accurate to all figures given. 

5. CONCLUSION 

We have shown that in regular Sturm-Liouville prob­
lems with very deep wells, the eigenfunctions cluster 
in a small region about the minimum of the potential. 
As the eigenfunctions become transcendentally small 
at an infinitesimally small distance from the domain 
center (always chosen at the potential minimum), the 
problem, regardless of the homogeneous boundary 
conditions, can be treated as a problem for infinite 
domainS with the boundary conditions (19). This indi­
cates that both regular and Singular Sturm-Liouville 
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which at first sight seem totally unconnected. The 

1 R.Courant and D. Hilbert, Methods of Mathematical PhYSics 
(Wiley-Interscience, New York, 1962), Vo!.l, pp.291 and 391. 

2 G.Birkhoff and G.-C. Rota, Ordinary Differential Equations (Ginn­
Blaisdell, Waltham, Mass., 1962), 2nd ed., Chap. 10. 

3 L.D. Landau and E. M. Lifshitz, Quantum Mechanics; Nonrelativis­
tic Theory (Addison-Wesley, Reading, Mass., 1958), Chap. 6. 

4 R.H. Dicke and J. P. Wittke, InlrodUclion to Quantum Mechanics 
(Addison-Wesley, Reading, Mass., 1960), Chap. 14. 

5 S. Goldstein, Cambridge Phil. Soc. Trans. 23, 303 (1927). 
6 E.L.Ince, Proc. Roy. Soc. (Edinburgh) 46, 316 (1926). 
7 E. L. Ince, Proc. Roy. Soc. (Edinburgh) 47, 294 (1927). 
8 M. Abramowitz and LA. Stegun (Eds.), Handbook of Mathematical 

solution is obtained by perturbation theory; the first 
order perturbation eigenvalues have already quite a 
remarkable accuracy, while the eigenfunctions are 
obtained accurately only in a thin layer about the do­
main center where they have their nonnegligible 
values. 

Functions (Dover, New York, 1965), Chap. 20. 
9 J. Canosa, J. Comput. Phys. 7, 255 (1971). 
10 R.Sips, Trans. Amer. Math. Soc. 66, 93 (1949). 
11 R.Sips, Trans. Amer. Math.Soc.90,340 (1959). 
12 P. M. Morse, Phys. Rev. 34, 57 (1929). 
13 N. W. McLachlan, 'Theory and Application of Mathieu Functions 

(Dover, New York, 1964). 
14 J.D.Cole, Perturbation Methods in Applied Mathematics (Ginn­

Blaisdell, Waltham, Mass., 1968), p.14. 
15 G. Blanch, Trans. Amer. Math. Soc. 97, 357 (1960). 
16 J. Canosa and R. G.de Oliveira, J. Comput. Phys. 5,188 (1970). 

On the Eigenvalues of the Invariant Operators of the Unitary Unimodular Group SU(n) 

A. Partensky 
Instilul de Physique Nucieaire, Unil'ersile Claude Bernard de Lyon (Inslilul Nalional de Physique Nucieaire el 

de Physique des Parlicules) , 69- Villeu)'/)(",ne, France 
(Received 18 June 1971; Revised Manuscript Received 29 November 1971) 

By a purely infiniteSimal method we derive the eigenvalues of the Biedenharn's invariant operators from 12 to 
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harn, to obtain the eigenvalues of the invariant operators, is valid only for the two first 12 and 13 operators and 
not for the higher order invariants. We give the correct values for the first invariants till 16 , 

1. INTRODUCTION 

In a paper published in 1963, Biedenharn1 has given 
an explicit construction of the independent invariants 
for the unimodular unitary group in n dimensions 
SU(n). He proves that their invariants form a com­
plete system of independent invariants suitable for 
uniquely labeling the irreducible inequivalent repre­
sentations. In a second paper Baird and Biedenharn2 
pointed out that the evaluation of the invariant may 
be inferred from the form of the terms Kn in In in­
volving the only hi' If we denote the highest weight 
by vector p and by R the vector whose components 
are one half the sum of positive roots, we can de­
fine 

(1 ) 

Kn (A) is that part of the nth invariant In involving the 
hi with hi --) Ai' Baird and Biedenharn 2 demonstrat­
ed that the eigenvalue of the invariant operator 13 for 
SU(3) is J 3 and further said that: "Racah has assert­
ed that the result we have just demonstrated for 
SU(3) is true in general." So that, the eigenvalue of 
In should be Simply I n • The purpose of the present 
paper is, as suggested by Baird and Biedenharn,2 to 
show by a purely infinitesimal proof that this result 
is only true for the 12 and 13 invariants of SU(n) and 
breaks down for the higher order invariants. The 
correct formulas have been derived for 14 , 15, and 16 , 

The work of this paper is arranged in the following 
order. In Sec. 2, we summarize the results con­
cerning the explicit construction of invariants in 
SU(n) by setting the notations and giving all the ex­
pressions which are required for our purpose. In 
Sec. 3, we give an expression for the invariant Ik of 
the SU(n) group derived in the fundamental repre-

sentation and show that, in the particular case of the 
fundamental representation, the formula proposed by 
Baird and Biedenharn is not verified for the 14 in­
variant. In Sec. 4, we develop the full calculation and 
give the formulas which actually have to be used to 
obtain the eigenvalues of the first invariants up to 16 , 

2. SUMMARY 

A. The Algebra of SU(n) 

In order to properly parametrize the SU(n) group, it 
is better to let the null trace condition naturally 
appear and not as a supplementary condition. In this 
view, Biedenharn 1 defines a new basis for the dia­
gonal elements hi' by inserting the real coefficients 
~p. We define here these coeffiCients, as a particular 
solution for the following equations: 

n n -1 

'" ~i) JI(j) = O. 
U I I 'J' 10 1 

6 A(i>~i{ = 0l/f' 
ioO 

n 

6 NP = 0 for i '" 0, 
le1 

1 
A(O) = - for any 1 

I vIZ ' 
Aq> ?o 0 for any i. 

Condition (2c) is a subsidiary condition of interest 
only in making the first component of the weight 
vector positive. 

(2a) 

(2b) 

(2c) 

The n - 1 diagonal elements hi(i = 1,2, ... , n - 1) of 
SU(n) of null trace are written 

n 

hi == (2n)-1/2 6 >..\iJ ell' (3a) 
i=l 

We define for convenience the element ho similarly, 
n 

ho == (2n)-lj2 :0 >"CP) ell = 2-1 / 2 n-1 I. (3b) 
/01 
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ho is not a generator of SU(n), but a multiple of unity 
and is the generator of the U(l) group. 

The n(n -1) remaining operators keep Weyl's form, 
except for what concerns the normalization. They 
are called conventionally ea and e -a' where a denotes the 
index pair (ij) and -a the indexing pair (ji) with i < j, 
respectively: 

i < j. (4) 

Biedenharn1 defines "A\i) as a particular solution of (2). 
which can be written 

"A(i) = (_l)n-l+i 
I 

x C (n - 1 n - 1 , i. 1 _ n ... 1 _ l + n + 1) (5) 
2 ' 2 ' 2' 2· 

The phases (- l)n-1 and (- l)i prove that Conditions 
(2b) and (2c) are, respectively, well fuUilled. 

The definition of the "»,.i) with the help of Clebsch­
Gordan's coeffiCients as used by Biedenharn, has the 
advantage of giving an explicit realization for the 
"A~i) which allows one to define a canonical basis for 
the Lie algebra of SU(n). 

What is important, though, is not the explicit form of 
these coeffiCients, but Properties (2a) and (2b) they 
verify. The definition we take is less restraining, so 
that the expreSSions which will be valid for any par­
ticular realization of the >!p. This is an advantage 
because the Clebsch-Gordan coefficients do not al­
ways give the simplest and most interesting realiza­
tion for a given SU(n) group in any precise physical 
problem. 

Let us write collectively x A the n2 - 1 generators of 
SU(n). These generators x A have been defined with 
the help of the n x n matrices which correspond to 
the fundamental representation. In this representation 
we can write the anticommutation relation 

which defines the vectorial coupling coefficients 
[ABC]. 

(6) 

Let us now denote by capital letters X A (collectively 
for E a and Hi)' the generators in any representation, 
the small letters being reserved for the fundamental 
representation. 

The metric tensor gAB has the canonical form gAB = 
6,4,B which is useful for raising or lowering the 
indices 

L) [ABM ] g M C = [ABC], 
M 

For the SU(n) group, the (ABC) structure constants 
are given by the following equations which can be 
easily verified: 

(ijk) = 0, (7a) 

(ia - a) = (2n)-1/2 ("A)i) - "A~», a = (l,m), (7b) 

(at3 'Y) = (11 mv 12m 2, 13 m 3 ) = (2n)-1/2 (Om1 12 0m2 13 lim311 

- lil1m2 1i12m3 lil3m) ; (7c) 
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and the vector coupling coefficients [ABC] are given 
by the following: 

fi n 
[ijk] = n L) "A(i) W)"AW , 

1=1 1 I 
(Ba) 

[ia-aJ=(2n)-1/2("A~i) +A~), a=(l,m), (Bb) 

[af:l')'] = [ll m 1' ~m2' 13m 3 ] = (2n)-1/2[O~12lim2z30m3Z1 
+ liz 1m2 0Z2m3 OZ3 mJ (Bc) 

(ABC) is totally antisymmetric, whereas [ABC] is 
totally symmetric in all the indices. 

We call root vector the vector a(a1' a 2, ••• , an-1) 
with components a i = (iaCX) in the Hi space. As i is 
a vector, the components of which are all null (i = 0), 
we show easily that we have (ABC) = 0 and [ABC] = 0 
except if A + B + C = O. 

B. The n - 1 Invariants of SU(n) 

Biedenharn has shown that the set of operators 

Ik +1 = L) gAB X A TP~ k varying from 1 to n -1 (9) 
AB 

with 
Til) = XA and TJk) = L) [ABC] XA T(k.-l) 

AB B 

form the complete set of the n - 1 invariants suit­
able for labeling the irreducible inequivalent repre­
sentations of SU(n).3 Casimir's construction guaran­
ties that Ik+1 is an invariant if Tl k ) is a vector under 
SU(n). 

This is shown because of the relation 

L)(BCD] (ADE)+ [CAD](BDE) + [ABD](CDE) = 0, 
D (IO) 

which is obvious if we write 

[XAI (xB , xc].]- + (XB' [xc, xALJ-
+ (xc, (xA , xBLL == O. (11) 

We calculate the eigenvalues of these operators by 
application to the higher-weight vector denoted Ip). 
Applied to this vector, a raising operator gives zero 

Ea I]» = o. (12a) 

The T~) being also a vector, we have therefore in a 
similar way 

TJk) Ip) = O. (12b) 

The diagonal operators (or operators of weight Hi) 
have Pi for eigenvalue 

(13) 

In the case of the fundamental representation in which 
we note \ F .R.), the vector of higher weight, we have 

(/) 
Hi \F.R.) = (1/v'2n)X1 \F.R.). 

Let R be the vector equal to half the sum of the 
positive roots 

(14) 

Ri = ~ L) (a - ail. (15) 
a+ 
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We can now calculate the eigenvalue of the Casimir's 
invariant 

12 = ~gAB XAXB = ~ XAX-A• 
AB A 

The calculation is very classic4 but we give it again 
because it is a very clear illustration of the method 
used to calculate the eigenvalue of the invariants of 
higher order: 

12 1Pl = (~H? + ~ EcxKa)IP) , 
I a+ 

2:; EaKalp) = [2:; KaEa + 2:;, (a - ai)Hi] Ipi 
0: + a+.~ 

= ~ 2RiHi Ip) 
i 

or still with (1) 

12 Ip)=J2 Ip). (16) 

3. EIGENVALUE OF THE INVARIANTS IN THE 
FUNDAMENTAL REPRESENTATION 

In the fundamental representation we can do a direct 
evaluation of the invariant operators. The generators 
verify the anticommutation relation (6) which allows 
us to reduce the degree of the operators and finally 
express them as a multiple of the identity ho' 

Indeed, we have 

XAXB = i (n-2B;.B + ~([ABD] + (ABD)}XD) (17) 

and the three following obvious relations 

2:; [ABC] o.l = 0, 
AB 

2:; [ABC](ABD) = 0, 
AB 
2:; [ABC ][ABD] = [(n2 - 4)/n2] BCD. 
AB 

Let us consider the vector t<;). The above expres­
sions give 

t~2) = 2:; [ABC] XAXB = i [(n2 - 4)/n2]xe, 
AB 

which can be generalized as 

tJk)= [(n2 - 4)j2n2]k-1x c 

and for the invariant of order k + 1 we have 

_ n2 - 1 (n2 _ 4\ k-1 
lk+1-~ ~J . 

(18) 

(19) 

This formula allows us to test the generalization of 
(!6) by evaluating I n in the fundamental representa­
tion. For that, we first establish a simple expression 
for the sum of the positive roots. 

We consider the j vectors ai, (j varying from 1 to 
n -1) of components a(i varying from 1 to n - 1) 
defined by 

a i = (2n)-1/2 (~O - XV,) ) , J J+l • (20) 

We suppose that the i indices are ordered in such a 
way that the elj roots are positive, and thus the first 
non~~nishing component of ai(a{, a1, ... , a~-l) is 
posItive. In the same way, we suppose that the j in-

dices are chosen so that the ai roots are in a de­
creasing order a1 ~ a2 ~ ••• :;: an -1. 

After that, we can see that the ai define the set of 
n -1 simple roots of SU(n) and Ri defined in (15) is 
written 

Ri = i (2n )-1/2 L; (XV) - X~). 
m>1 

Some elementary manipulations on the summation 
transform it into 

n-l 
R, = i (2n)-1/2 L; k(n - k) (X~) - X191 ). (21a) 

, k=l 

So we express one half the sum of the positive roots 
in terms of the Simple roots of the group. By manipu­
lating the summation, it can be still written 

n 

R, = (2nt1 / 2 L; 'Y x(i) 
, 1=1 I I 

(21b) 

with 
YI = i (n + 1) - l. (21c) 

From now on, except where otherwise stated, we will 
always make the summation convention on the repeat­
ed indices, with the i indices (or X\i) higher indices) 
varying from 1 to n - 1 and the 1 indices varying from 
1 to n. The orthogonality relations (2a) are then 
written 

(22) 

The use of (15) and (21) gives 

( ) I ) ( )-1/2 (i) i I 
hi + R; F.R. = 2n (>-\ + YaXa) F.R.>. (23) 

We see that the sum of the Yz of odd powers vanishes, 
n (n-lJ/2 

2:; ri = [1 + (-I)q] 2:; '/, (24) 
1=1 r =€ 

with E = 1 if n is odd and E = ~ if n is even. 

We can now derive the J 3 operator in the fundamental 
representation 

"3 = [ijk](h i + Ri)(hi + R j ) (h k + R k ) - [ijk]RiRjRk 
(25) 

and obtain 

I (
n2 -1\ (n2 - 4) 

J 3 F.R.) =~) 2n2- IF.R.), 

which is in accordance with (19). 

For J 4' the analogous calculation does not present 
any theoretical difficulty, but is long and rather 
tediOUS, and gives 

(26) 

J4 / F.R.; = (n2

2
;;; 1) [( n2

2
;;; 4)2 + ~ (n

2

2
;; 4)J / F.~.~) 

This form is not in accordance with (19) and thus the 
generalization (16) is certainly unvalid for 14 , 

4. EVALUATION OF THE INVARIANTS IN THE 
CASE OF AN mREDUCffiLE NONEQUIVALENT 
REPRESENTATION OF mGHER WEIGHT iP) 

To make the notation easier to handle, we define 

SJ == i ~ ([ a - ai](a - a j ) + r a - a j ] (a - a;)},(28a) 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

624 A. PAR TEN SKY 

AJ == ~ ~ {( a - aa (a - aj ) - [a - a j ) (a - ail}, (29a) 
ct+ 

A1 == [ijkJ(h k + R k )· 

S1 and AJ are expressed in terms of the ~p, 

Sf =! ~ 'Y X~i) X{j) (28b) 
J n /=1 I I' 

1 n q 
Aj = - ~ ~ (X~)i\~;> - A~)A5j». (29b) 

2n q=1 k=1 

There exist many equivalent ways in writing A J and 
the two following relations, very useful in the calcula­
tion, are used here: 
n q n n n 

~ ~ (qlqWk + CPk wq ) = ~ 
q=1 k=1 q=1 

CPq Wq + ~ ~ qI q W k , 
q=1 k=l (30a) 

n q n n 
(30b) ~ ~ (/IqWk= ~ ~ <PkWq 

q=1 k=1 q=1 koq 

for any function qlk .and Wk' 

S) and Aj are symmetric in the indices i and j ex­
Changes, whereas AJ is antisymmetric. 

We substitute in (10) B = i, C = j, A = a, E = a, 
and adding a+ we obtain 

S) = [ijk] Rk • (28c) 

With these notations, we apply (9) to the higher weight 
I p) to obtain 

(31a) 

TiU)IP) =(AJ +AJ)1j<k-nIP) (31b) 

that is, 

In+1Ip) = (Hi + 2Ri }(Aj + Aj)'" (A1k + Al}H1Ip) (32) 

with n - 1 factors (A{ + At). 
The symmetric part is designated by [S U and the 
anti symmetric part by [a lit under the exchange of the 
indices iand 1 in the (n - ) factors (A~ + A~): 

(Aj + Aj)(At +At)"· (At +Al> = [SH + [a]~. (33) 

This allows us to write (33) in the following form: 

In+1Ip) = {[ (Hi + ~)(Hz + R z) - RiRz][ S]l + 2Ri (H1 + R1) 

x [a]f} IP>. (34) 

Now we must develop the quantities [S1I and [all for 
each invariant. 

A. 13 Invariant of SU(n} 

We have 

[S]l = Al and [all = Ai, 

which gives 

131p) = {(Hi + R.)A/(H1 + R/) - (2Aj + Sj) 

x Rj (Hi + Ri )} Ip>. (35) 

with (21), (28), and (29) it can easily be shown that 

(36a) 
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Remark: It must be emphasized again that in this 
formula, the repeated j index summation rules from 1 
to n -1. 

We also have 

RiSjRj = O. (36b) 

With (36) we then write for 13 , 

I 31P) = {(Hi + R i )Al (~ + R j ) - Ri SJRj } Ip> 
or still 

13 1p) = J 3 ip), (37) 

which generalizes to SU(n) which Baird and Bieden­
harn2 found in the particular case of SU(3). 

B. 14 Invariant of SU(n) 

We are going to develop the calculation for this in­
variant because it is typical and illustrates the pro­
cess of calculation of any higher order invariant. We 
have 

Bringing back these values in (34) and using (28) and 
(36), we obtain 

14 1p) = {J4 + (Hi + Ri ) (Hz + R1)[(Aj + Sj) (A{ - S{) 

+ RaSf[jil]] + ~ RtSJS{RI } Iii). (38) 

We easily calculate 
5 .. 
iRiSjSiRl 

_ n2 -4 2 
- 12n2 Ri 

;;l = n
2 

(n2 -1) and R, 12 2n2 • 

We shall now consider the following expression: 

(Aj + Sj) (A{ - S1) + RaSf[jil]. 

With the help of (30) we can write for the term 
AjAjl' 

A~AJ = -li,.--. . (1 1 
J I 2n) n 

(39) 

(40) 

We now sum on j and use (30b) which can be written 
here as 

a q ex 
~ ~ >-V)= ~ (a - q + 1) >..~) 

q=1 k=1 q =1 

and we obtain 

1 1 n q 
A~Aj=-li·z-- L: L:(~-Yk)(A~j)>..~) 

} I 4n2 l 2n2 q=l k=1 

In a similar way we calculate the AJ S{, ~i AI, Sf 51. 
and RaSf(jil] terms and setting the results in (40), 
we find 

r] 
n2-4 

(A~ + Sn (Ai - Siz + R S<;x jil = - -- Oi. 
, < -I a J 12n2 ' 

(41) 
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Bringing (39) and (41) in (38) we finally have 

(42) 

which verifies (19). A corrective J 2 term in addi­
tion to J 4 appears. 

c. Is invariant of SU(n) 

The calculation is analogous to the previous one. We 
demonstrate the following formulas, 

{(A~ + S1)[ja,B] - (Aj + Sj)[jk,B]) (A" + SI) 

+ {(Aj + S!)[jay] - (A~ + SYj)[jka]} (A~ + Sf) 

+ {(AJ + S!)[j,By] - (AJ + sJ)[jkyD (A~+ S:) 

1 = 2 [a,By], (43a) 
n 

(43b) 

. . ). n2 - 13 SiR 
(4Aj + SJ SI SJ,R k = 12n2 k k' (43c) 

and obtain, after some calculation the eigenvalue of Is: 

Islp) = {Js - [(n2 - 8)/12n2 ] J3 } Ip). (44) 

D. Invariant 16 of SU(n) 

The calculation becomes very cumbersome and 
tedious for this invariant, so it will be omitted, but we 
indicate an indirect method which allows us to reach 
the result in an easier way. Indeed, 16 expression, 
from (34), can be written 

161P) = {J6 + £1 (a,BJ,J.o) (Hex + Rex) (H6 + R 6) (~+ R .. ) 

X (Do + Ro) + £2 (a,B) (Hex + Ra) + £3} IP>. (45a) 

We will not give the long expressions of .£1' .£2' and 
'£3. On the other hand we write a priori for 16: 

1 L. C. Biedenharn, J. Math. Phys. 4,436 (1963). 
2 G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4,1449 (1963). 
3 A. Klein, J. Math. Phys. 4, 1283 (1963);U.Fano in Appendix A to 

G.E.Baird and L.C. Biedenharn, J. Math. Phys. 5, 1723 (1964); 
B. Gruber and L. O'Raifeartaigh, J. Math. Phys. 5, 1796 (1964); 
M. Umezawa, Nucl. Phys. 48,111 (1963); M. Umezawa, Nucl. Phys. 
53, 54 (1964); M. Micu, Nucl. Phys. 60, 353 (1964); L. Egardt, 
Arkiv Fysik 27,193 (1964). 

16 1p) = {J6 + h(n)J4 + g(n)J~ + !(n)J2 }lp), (45b) 

where h(n), g(n), and f(n) are three functions which 
we want to determine. By identifying [(45a) and 
(45b)] we have 

.£1 {CI! (3fJ. 0) = h(n)[ a{3 j)[jtJ.5] + g(n) 0ex60 .. 0> (46a) 

(46b) 

Multiplying the two members of (46a) by the following 
expression which brings in the symmetry the indices 
a, {3, fJ., and 0, 

i (RexRa.R,/)oy + RoRexRao .. y + RIJ.RoRaoey 

+ ReR .. Rooay)· 

We obtain, after all calculations, 

n2 -13 
h(n) = - , 

12n2 

n2 -4 
g(n) = -6;;4 . 

(47) 

(4B) 

In the same way we calculate f(n) and finally obtain 
for the 16 eigenvalue 

I 1M = \J - n
2 

- 13 J _ n
2 

- 4 J~ 
6 ) 6 12n2 4 6n4 

_ (n2 - 4) (7n2 + B) J. t I]). (49) 
720n4 2 \ 

In conclusion, we must remark that we have not 
given the general eigenvalue of the Ik invariant of 
SU(n) as function of the K k , (k' :s k). We have limited 
our work to the 16 invariant which, in fact includes all 
the interesting physical problems. For higher in­
variant operators, it would be easier to express the 
Biedenharn's invariant in terms of the Gel'fands in­
variants whose eigenvalues are known. 6 

4 G. Racah, "Group Theory and Spectroscopy" , Reprint of Lectures 
delivered at the Institute for Advanced Study, Princeton (1951). 

5 I.M.Gel'fand,Mat.Sb 26, Hi3 (1950) 
6 J. D. Louck, Amer. J. Phys. 38, 3 (1970); J. D. Louck and L. C. 

Biedenharn, J. Math. Phys.ll, 2368 (1970) cf.Appendix B, p. 2401; 
A. M. Perelomov and V. S. Popov, Yadernaya Fizika 3,924 (1966) 
[Sov. J. Nucl. Phys. 3,676 (1966)]; ibid. 5, 693 (1967) [ibid. 5, 489 
(1967)]; ibid. 7,460 (1968) [ibid. 7,290 (1968)]. 
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A state vector (vector-valued distribution) of an unstable particle can be a 3- momentum eigenvector in at 
most one inertial frame as a consequence of the necessary width of the energy spectrum. We investigate this 
frame dependence of momentum eigenvectors of unstable particles and demonstrate that: 

(i) It is compatible with the principle of relativity. 

(ii) It leads to a distinction between two ways of defining the spin of the particle which are equivalent for 
stable particles. 

(iii) One definition, called kinematical spi~, yields a precise value, and is deter~ined by considerations of de­
tailed balancing and other means of countmg the degeneracy of the momentum eigenvectors. 

(iv) The second definition, called dynamical spin, need not yield a sharp value, is determined by the dynamics 
of the decay process, and is measured by observing angular distributions of decay products. 

It is shown that an unstable particle with vanishing kinematical spin (pion) may have a small admixture of non­
isotropic angular distribution of unpolarized decay ~roducts in the rest frame of. the decay pr,oducts: T~e order 
of magnitude of the effect is estimated and the couplmg between the mass and spm spectrum IS studied m the 
case of local interactions without derivative coupling. 

1. INTRODUCTION 

In this paper I shall consider some of the consequen­
ces that follow, in a Lorentz invariant quantum theory, 
from the proposition that one can, in any inertial 
frame, identify detect or prepare an unstable system 
priorto decay at any instant of time. This is the 
basic premise of this study. At the risk of belaboring 
an obvious issue I will dwell for a moment on the 
meaning of the premise. 

Consider a neutron. It is conventionally assumed, 
and we adhere to the position that one can talk 
meaningfully about the distinction between the prob­
ability for finding the neutron, a single particle to 
exist on one hand, and the probability for finding, not 
the neutron, but its decay products, a proton electron 
and antineutrino, to exist on the other. These proba­
bilities change with time but at any time the distinc­
tion between the unstable parent particle and its de­
cay products is clear cut. The premise then asserts 
that for any given instant in any given inertial frame 
there exist states of this system in which the proba­
bility for finding the unstable neutron (or more 
generally the parent particle) is momentarily unity 
and the probability for finding the decay products is 
momentarily zero. 

Since a neutron lives so long and since we have no 
reason to regard a neutron as a composite system of 
its decay products prior to decay, the application of 
the premise here seems unobjectionable. The appli­
cation of the premise becomes more doubtful as the 
lifetime decreases towards the point where we begin 
to doubt the reliability of all our spatio-temporal 
concepts and as the contribution of the decay pro­
ducts to the structure of the parent particle becomes 
more dominant. 

Lurcatl has explicitly challenged the application of 
our premise to the strongly decaying hadronic reso­
nances, denying to them a state vector description 
altogether and the possibility of ever being detected 
more directly than through the correlations among 
the decay products. He gave a quantitative form to 
this notion by introducing the concept of the integrity 
of an unstable system. If the unstable system has 
already decayed, its integrity is exactly zero. If it 
has not decayed, its integrity is exactly unity. For 
all other situations the integrity is not sharp but has 
an expectation value lying between zero and one. 
Lurcat suggests that the hadronic resonances always 
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have integrity zero. This means that the concept of 
lifetime, as such, does not apply to hadronic reson­
ances and that time dilation of the lifetime of the 
ultrahigh energy resonances could never render them 
detectable prior to decay. Such a restriction on the 
possible outcome of future experiments is very hypo­
thetical and may have the character of raising a cur­
rent technological limitation to the status of a funda­
mental prinCiple. 

In terms of the integrity our premise may be stated 
as declaring the existence, for any instant of time in 
any inertial frame, of states, for any unstable system, 
with integrity unity. The operator representing the 
integrity is just that projection operator which pro­
jects onto the unstable particle states and annihilates 
the decay products. Without embracing the premise 
in its entirety, the 'reader can regard this paper as a 
study pertaining to those metastable particles for 
which the premise is at least an excellent approxi­
mation. 
The premise has been widely employed in the litera­
ture2 (without the present degree of fanfare!) for dis­
cussions of the time dependence of the decay process 
(deviations from the exponential law, etc.) and the 
shape of the energy or mass spectrum. Such studies 
may be construed as a development of the consequen­
ces of time-translational invariance applied to the 
premise. In this paper we shall concentrate on the 
application of Lorentz invariance to the premise and 
the primary consequence of this will be the likelihood 
of a spin spectrum (as opposed to a sharp spin) for 
an unstable particle manifested in the angular distri­
bution of the decay products. The order of magnitude 
of the width of the spin spectrum (barring selection 
rules) will be shown to be roughly given by 

t:.S ~ (v/C)(t:.m/m), 

where m is the expectation value of the rest mass of 
the unstable particle, t:.m the width of the rest mass 
spectrum, and v the speed of the particle in that 
frame in which the system has unit integrity at some 
definite time. The frame dependence of the effect 
may be disquieting at first, but in fact is not in con­
flict with the equivalence of inertial frames or the 
invariance of the theory under the Lorentz group. 3 

In Table I I have listed the values of t:.m/m for a 
small selection of unstable systems. Clearly the 
last four entries, or others like them, would seem to 
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TABLE 1. Ratio of width of mass spectrum to rest mass for 
several unstable systems. 

Unstable system 

neutron 
muon 
optical transitions in atoms 
lambda hyperon 
optical transitions in nuclei 
neutral pion 
neutral sigma hyperon 
excited nuclear levels 
hadron resonances 

Am/m 

1(>-27 

10- 17 

10- 17 

10- 14 

10-12 

10-7 

10-6 

10- 6 

10- 1 

provide the best hope of detecting the effect in ques­
tion. However, the matter is not that simple. Spin 
assignment experiments involving hadronic reso­
nances and excited nuclear levels are sufficiently 
dirty, by virtue of an abundance of competing proces­
ses, that they proceed by searching for a dominant 
harmonic contribution to the angular distribution of 
decay products near the peak of the mass distribu­
tion. The quantum number associated with the domin­
ant harmonic is assigned as the spin of the system in 
question, and the reSidual angular distribution is attri­
buted to the competing processes. Furthermore, 
theoretical considerations presented here will indi­
cate that the spin spectrum is coupled to the mass 
spectrum in such a way as to suppress the wings of 
the spin spectrum at the peak of the mass spectrum. 
In the case of the neutral pion decay competing pro­
cesses are not a problem but the Bose statistics of 
the two photon final state yield a selection rule so 
that the proper estimate of the width of the spin spec­
trum is (v/c)2 (6.m/m)2.4 The neutral sigma decay 
does look promising and will be studied in detail in a 
later paper. 

The relevance of these considerations to the pheno­
mena of the decay of the neutral K mesons and the 
mass spectrum of the A2 meson will also be consider­
ed in subsequent papers. 

Thus far the expressions unstable system and un­
stable particle have been used as more or less inter­
changeable. For the rest of the paper I would like to 
introduce a distinction. Henceforth, an unstable sys­
tem is an enduring physical system which at some 
instant in some inertial frame consists of just one 
unstable particle. If the unstable system is left to 
itself, then as time passes the probability for the 
appearance of decay products increases and the prob­
ability for the presence of the unstable particle de­
creases. In the absence of measurements an unstable 
system can exist forever, but it consists of a single 
unstable particle for one instant at most. We will 
always work with Heisenberg picture state vectors 
which correspond to the entire evolutionary history 
of the unstable systems under conSideration. The un­
stable system state vectors, however, will frequently 
be labeled by reference to the circumstances under 
which the system consists of one unstable particle. 

2. MOMENTUM AND SPIN OF UNSTABLE 
SYSTEMS 

Let ill', to> be a Heisenberg picture state vector for 
an unstable system consisting of one unstable par­
ticle at time to and in the instantaneous Single-par­
ticle state denoted by a. Translation invariance as­
serts the existence of the spatially translated states 
iaA, to> (the physical system is translated by the dis-

placement A), all of which also consist of one un­
stable particle at the time to' By superposition we 
can then construct the eigenvectors of the translation 
generators which we identify as the momentum eigen­
vectors. Neglecting internal degrees of freedom, we 
have 

ip, to> ex: J d3,xe(i/h)P'''iaA to>' (2.1) 

We cannot construct energy eigenvectors for unstable 
systems by superposing unstable system state vec­
tors obtained by performing time displacements on a 
given one. Such a superposition could indeed yield an 
energy eigenvector, but it would not describe a sys­
tem consisting of one unstable particle at any definite 
time. Unlike the case for single stable particles, 
time displacements have dynamical effects on un­
stable particles even when the latter are in momen­
tum eigenstates. Consequently, unstable systems can­
not exist in energy eigenstates. 

In itself this is a familiar fact commonly referred to 
in terms of the energy or mass spectrum of the un­
stable system. When coupled to the existence of 
momentum eigenvectors in a Lorentz invariant 
theory, however, it leads to a result that is perhaps 
not so familiar and is universally ignored in practi­
cal calculations of decay amplitudes. The Lorentz 
transform of an unstable system momentum eigen­
vector is not a momentum eigenvector. 

Under a pure Lorentz transformation the energy and 
momentum of a system change according to 

PII = (1- v 2/c 2)-1/2 (PII + vE/c 2), (2.2a) 

(2.2b) 

(2.2c) 

P~ = P.L' 

E' = (1- v 2/C 2)-l/2 (E + v·p). 

If we initially have the uncertainties 6.p ::=0 0, 6.E ;c 0, 
then after the transformation we have 

6.p" == (1- V2/C 2)-1/2vAE/c 2, 

6.E' == (1- V 2/C 2)-1/2 6.E, 

6.p~ == 0, (2.3a) 

(2.3b) 

and the system does not have sharp momentum in the 
new frame. 

The equations indicate the induced spread in the 
momentum spectrum is proportional to the original 
spread in the energy spectrum, and for small Lorentz 
transformations, vic « 1, performed on metastable 
particle states the induced spread in momentum 
would be extremely difficult to detect. Nevertheless, 
for purposes of theoretical analysis the concept of 
the frame dependence of momentum eigenvectors for 
unstable systems is important. In particular it im­
plies the nonexistence of a sharp rest frame for any 
unstable system with sharply defined nonvanishing 
momentum in a given frame. This in turn renders 
the conventional technique of determining the spin of 
an unstable particle by transforming the observed 
angular distribution of decay products to the rest 
frame of the parent particle apprOXimate in prin­
ciple. In other wordS, even if the laboratory momen­
tum of the unstable system is exactly known, the 
transformation to the rest frame is not sharply de­
fined since it depends on the energy as well, which 
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cannot be sharp. More generally, two momentum 
eigenvectors for an unstable system with distinct 
momentum eigenvalues cannot be transformed into 
one another by a transformation in the Poincare 
group. This is one sense in which the states of an 
unstable system do not form an irreducible represen­
tation space for the Poincare group.s 

In passing let us note that there should be no puzzle­
ment over the fact that the transformation equations 
(2. 2) indicate that the energy uncertainty always in­
creases under a Lorentz transformation from the 
case ~p = O. At first this may seem to conflict with 
the dilation of the lifetime displayed by energetic 
metastable particles. Thus from ~EM ;(; h we may 
expect that as the lifetime increases ~E should de­
crease. But lifetimes are well defined only for mo­
mentum eigenstates and comparing two such eigen­
states we have 

and for the uncertainties 

~1lt = 0, ~El ~ (mc2/~) ~mc2, 

~P2 = 0, ~E2 ~ (mc 2jE2) ~mc2. 

The energy spread of the more energetic momentum 
eigenstate is the smaller. This consideration indi­
cates again the distinction, in the case of unstable 
systems between pairs of momentum eigenvectors on 
one hand and pairs of states connected by a Poincare 
transformation on the other. Unlike the stable case 
the former pair is not a special case of the latter. 

As the frame dependence of momentum eigenvectors 
is pursued further on in this paper, it will come to 
appear very likely that in a certain sense unstable 
particles do not possess a definite spin any more 
than they possess a definite mass. The sense in 
which this appears relates to the angular distribu­
tion of the decay products in the rest frame of the 
decay products. In fact it will become apparent that 
for unstable systems one can distinguish two ways of 
defining the spin of the system which in the limit of 
infinite lifetime become identical. I have chosen the 
names kinematical and dynamical spin for these two 
definitions since the former depends solely on the 
degeneracy of the momentum eigenvectors while the 
latter involves the behavior of the states of the sys­
tem under the action of the Casimir invariant opera­
tors of the Poincare group. It appears that spin de­
terminations based on detailed balancing arguments 
and the like, involving as they do the counting of de­
generate momentum eigenstates, determine the kine­
matical spin while the angular distribution of decay 
products is related to the dynamical spin. In a per­
turbative theory of the decay process the kinematical 
spin is identical with the spin of the particle in the 
stable limit while the spectrum of the dynamical spin 
is determined by the details of the interaction produc­
ing the decay. If the kinematical spin is nonzero, then 
the representation of the Poincare group carried by 
the states of the unstable system is not multiplicity 
free. 1 

3. HYPERPLANE-DEPENDENT STATES OF 
UNSTABLE SYSTEMS 

To carry out conveniently a discussion of the conse-
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quences of Lorentz invariance applied to the frame­
dependent concepts of instantaneous or momentum 
eigenstates of unstable systems, we must find an in­
variant way of describing such states and a manifestly 
covariant way of labeling the state vectors that cor­
respond to them. We do this by following the histori­
cal precedent set long ago by Tomonaga and 
Schwinger 6 and since adopted by many authors for 
various purposes. We note that an instant of time in 
a given inertial frame uniquely determines a three­
dimensional section of space-time which in any iner­
tial frame may be described as a spacelike hyper­
plane. The hyperplane is not instantaneous in those 
frames moving relative to the given one but is in­
stead tilted with respect to the time axis. The in­
variant form of the assertion that an unstable system 
consists of an unstable particle at some given time in 
some given inertial frame is that the unstable system 
consists of an unstable particle on a particular space­
like hyperplane, viz., that hyperplane defined by the 
given instant in the given frame. The hyperplane itself 
is an invariant geometrical construct and the asso­
ciation of the unstable system with a particular hyper­
plane removes the need to employ any particular in­
ertial frame in referring to it. The manifestly covari­
ant labeling of the state vectors used in arbitrary 
inertial frames to describe unstable systems is 
achieved by ~mploying the timelike unit vector 1J1" 
which defines the direction normal to the hyperplane 
in space-time, and the parameter T, which measures 
the interval between the hyperplane and the space­
time origin of the coordinate system along a line 
parallel to 111" The intersection of the hyperplane 
with the line in question is at the point Trip, and all 
the space- time points lying in the hyperplane satisfy 
the equation of the hyperplane 

XIl 11Il =T. (3. 1) 

Every spacelike hyperplane appears instantaneous in 
some inertial frame and in that frame we have 1Jp = 
1J?) == (1,0,0,0) and T = T(O) == cto, where to is the 
tIme of the instantaneous hyperplane. 7 

Let I a, to> denote the Heisenberg picture state vector 
for an unstable system consisting of one unstable par­
ticle at the time t = to (the symbol a denotes the in­
formation needed to describe the instantaneous con­
figuration of the unstable particle). In a frame rela­
ted to the given one by the transformation, 

the Heisenberg picture state vector for the same 
system is 

\a(A,a);11,T) == U(A,a)\ a, to), 

(3.2) 

(3.3) 

where 11p = At1JtO) = A~ and T = T(O) + aP1J1l = eto + 
al''r/p describe the hyperplane on which the unstable 
particle exists as viewed in the new frame. The 
unitary operator U(A, a) inducing the Poincare trans­
formation on the Hilbert space is the familiar one, 

(3.4) 

and the symbol a (A, a) denotes the modified descrip­
tion of the unstable particles configuration on the 
hyperplane. From Eq. (3.3), which may be construed 



                                                                                                                                    

SPIN SPECTRUM OF AN UNSTABLE PARTICLE 629 

as a definition of the symbol on the left-hand side, 
and the group property of Poincare transformations 
it follows that 

\a(A,a);A1),T + aA1) = U(A,a)\a;1),T). (3.5) 

Now consider the special case in which the original 
state is a momentum eigenstate, Le., (neglecting 
internal degrees of freedom) 

\ a ,to) = \ p, to)' 
where 

pip, to> = pip, to>· 

From 

U-I(A,a)PflU(A,a) = AtPv 

we find 

Kfl(1) I k; 1), T) = kJ.l1 k; 1), T), 
where 

and 
1)J.l = Ag, T = eto + aJl 1)1l 

\ k; 1), T) == U(A, a)lp, to) e-ikflall/h. 

(3.6) 

(3.7a) 

(3.8) 

(3.7b) 

(3.9a) 

(3.9b) 

(3.10) 

We see that under POincare transformation the in­
stantaneous momentum eigenvector becomes a hyper­
plane dependent eigenvector of that part of the total 
4-momentum that lies in the hyperplane, i.e.,~ (1). 
Just as the original state does not have sharp energy, 
so the transformed state is not sharp in the part of 
P

jJ 
normal to the hyperplane, Le., 1/fl1)P. I will some­

tImes refer to 1/P as the hyperplane energy or the 
hyperplane Hamiltonian while Kil (1) will be referred 
to as the hyperplane momentum. Note that the 4-
vector eigenvalue kl' has only three independent com­
ponents since from its definition (3. 9a) we have 

(3.11) 

Finally, if we consider a general Poincare transfor­
mation on the vector I k; 1), T), we obtain 

eiaAk/h I Ak; A1), T + aA1) = U(A, a)1 k; 1), T). (3.12) 

With these transformation equations for the hyper­
plane momentum eigenvectors under our belt, we can 
be more explicit about the meaning of the cryptic 
symbol a(A, a) in Eq. (3.3), (3. 5). Again neglecting 
internal degrees of freedom, suppose 

la,to) == Jd 3P a(p)ip, to)' 

Then 

la(A,a);1),T) = U(A,a)la,t o) 

= J d 3p a(p) U(A,a )Ip, to) 

= J d 3p a(p)e ika / h !k;1/,T) 

= Jd4k6(1)k)a(A-lk)eika/h !k;1),T), 

and we see that 

(3.13) 

(3.14) 

(3.15) 

Again from this case where we begin with the instan­
taneous state we have the general result 

la(A,a);A1/,T + aAT/> 

= J d 4k 6 (kA1) a (A,a) (k) I k; A1), T + aA1/), (3. 16) 

where Eq. (3.15) holds. 

4. DECAY AMPLITUDES 

We will consider the decay of an unstable particle 
with no internal degrees of freedom into two stable 
particles also devoid of internal degrees of freedom. 
In the case of the stable decay products the absence 
of internal degrees of freedom implies that the par­
ticles are spinless. For the unstable parent particle, 
however, such a conclUSion would prejudge one of the 
major issues under consideration here. In fact we 
will find that the hyperplane dependence of the un­
stable system state vector enables the angular distri­
bution of the decay products to deviate from isotropy 
in the rest frame of the decay products. 

Let the initial state be Ik;1/,T) and the final state be 
(Pl'P2 (+)\, and eigenvector of the total 4-momentum, 

(PI,pz(+)i P,., = (P1,pz(+)i (PI + P2 )Jl' (4.1) 

with the (+) signature indicating that in the infinite 
future the system consists of two stable particles 
with sharp 4-momentapl ,PZ' The probability ampli­
tude for the decay is 

Strictly speaking, of course, the initial state should be 
normalized by smearing in k about some central ko 
with a sharp distribution. The purpose of the present 
general investigation, however, will best be served if 
we concentrate on the idealized amplitude given above, 
the kernel of the realistic amplitude as it were. 

Since both the initial and final states are eigenvectors 
of K,., (1) == Pfl - 1)fl1)P, it follows that the amplitude 
must be proportional to the three- dimensional delta 
function of the hyperplane momentum. This is a 
covariant generalization of the Euclidean three­
dimensional delta function and is given by 

6~ (PI + P2 - k) == (21Th)-3/2 J d4>.. 6(1)>..) e iA(Pl+P2- k)/h. 

(4.2) 

It constrains k to the value 

(4.3) 

The T dependence of the amplitude can be determined 
from (4.1) and 

(4.4) 

Thus 

(PI ,P2 (+) i k; T/, T) = e i T(~Pl +~P2)/ h (PI ,P2(+) i k; 1),0>. 
(4.5) 

Combining these results, we have 

(Pl'P2 (+) I k; 1), T) 

= 6;(P1 + P2 - k) eiT(~Pl+nP2)/h ;f(PI ,P2 ; T/), (4.6) 

where k does not appear in ;f because of (4.3). Now 
;f is a Lorentz invariant function of its vector vari­
ables and so can be written as 
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(4.7) 

where the squares of the vectors are suppressed 
since they are not variable. In a careful calculation 
of the decay probability from a normalized initial 
state sharply peaked about some ko hyperplane 
momentum, the result would be proportional to the 
square of the absolute value of the form factor U'. In 
first-order perturbation theory the TI dependence in 
n: disappears and we have the conventional form fac­
tor for the 0 ~ 0 + 0 transition which yields an iso­
tropic angular distribution in the rest frame of the 
decay products. Clearly the TI dependence will allow 
deviations from isotropy. For example, consider an 
expanSion of U' in powers of (TIPI + TlP2) and (TIPI -

TlP2 ), 

U'(PIP2; TIP!> TlP2) = FO(P~2) + (TIPI + 11P2)F I (P1P2) 

+ (TIPI - Tlp2)F2(PIP2) + .. '. (4.8a) 

In the rest frame with Pl == P = - P2' we have 

n: = Fo(PIOP20 + p2) + Tlo(PIO + P20)FI (PIOP20 + p2) 

+ [7;b(PIO - P20 ) - 2'q"p]F2 (PIOP20 + p2) + ... 
(4.8b) 

and the term proportional to .".p describes a P-wave 
angular distribution. If F2 or. 0, there is an 5 = 1 
component in the spin spectrum of the unstable par­
ticle. 

Notice that if the decay products are identical par­
ticles satisfying Bose statistics, then U' must be sym­
metric under the interchange PI ~ P2 and consequent­
ly odd powers of (TIPI - TlP2 ) cannot appear. In such 
a case the D wave is the simplest nonisotropic angu­
lar distribution one can have, and the nonvanishing 
components in the parent particle spin-spectrum 
would all be even. 8 This would very likely narrow the 
r.m.s. width of the spin spectrum since the strength 
of the higher spin terms in the expansion is likely to 
decrease rapidly. But more of that in a later section. 

Consider now the case which conventionally would be 
described by saying the parent particle has spin one, 
i.e., the initial state is characterized not only by 
hyperplane parameters and a momentum eigenvalue 
but also by a polarization vector Ej.t satisfying TIE = 0 
and E 2 = - 1. Also the state vector is linear in E. 

Thus we have 

<P~2(+) I k, E; 11, T) 

= O~(PI + P2 - k) eiT (1/1i+1/P2)/k Ej.tU'j.t (PV P2 ; TI), (4.9) 

where U'j.t is now a vector function. The most general 
form for U'I' here is 

gel' (PV P2 ; TI) = (PI + P2)IlFI (PIP2; TlPI , TlP2 ) 

+ (PI - P2)j.tF2,(PIP2; f/Pl' 11P2) 

+ Ej.tal3rPfP~TlrF (PIP2; 11Pv TlP2)· (4.10) 

In this case of the 1 ---) 0 + 0 transition the compari­
son with the results of the conventional treatment is 
more intricate than for the 0 ~ 0 + 0 transition. It is 
not sufficient merely to abolish all f/ dependence, for 
that still leaves us with two form factors FI and F2 • 

In fact, since the definition of the polarization vector 
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E employs the hyperplane vector TI, one cannot con­
sistently abolish 11 dependence. The correct limit is 
obtained by realizing that in the conventional treat­
ment the parent particle is assumed to exist at a 
definite time in the rest frame of the decay products. 
In the present formalism such an hypotheSiS is 
characterized by giving 11j.t the value 

(4.11) 

In combination with the constraint on E this renders 
F2 the only form factor contributing to the decay 
amplitude as the conventional treatment demands. 

If the reader will now reinspect the equations associ­
ated with the first example, i.e., the 0 ---) 0 + 0 tranSi­
tion, he will see that there too the conventional re­
suIts are recaptured when (4.11) is satisfied. Since 
(4.11) is not an apprOximation as such, but rather a 
possible value for TI, it follows that unstable systems 
with sharply defined rest frames [the physical condi­
tion determined by (4.11)] do not display the angular 
distribution effects we are considering. In other 
words we can never observe these effects from un­
stable systems that are known with great precision 
to decay at rest. For to know this is to know that p = 
o precisely for the parent particle. But that can only 
be in an instantaneous state, i.e., one with." = 0, 110 
1, and in such a state PI + P2 = P = 0 and (4.11) is 
satisfied. This consideration displays the source of 
the velocity dependence of the spin spectrum refer­
red to in the introduction. 

5. KINEMATICAL AND DYNAMICAL SPIN 

There exist at least two distinct approaches to the 
concept of spin in relativistic quantum theory which 
yield equivalent results when applied to stable par­
ticles, but which are not equivalent when applied to 
unstable particles. 

One approach employs the concept of the degeneracy 
of the momentum eigenvectors under the Euclidean 
group. 9 Consider such a vector, I p, a), in which a 
denotes information besides the momentum and inde­
pendent of it which may be needed to determine the 
eigenvector uniquely (we suppress the time variable 
which would be required in the case of an unstable 
system). Now under a rotation R the momentum 
eigenvalue changes to Rp and the momentum eigen­
vector to u(R)lp, a). The question of degeneracy is 
the question of the equality 

u(R)lp, a) ~ IRp, a) (5.1) 

with the same a on both sides. If the equality always 
holds, we say the system has spin zero. If not, we 
look for the number of linearly independent eigen­
vectors I p, ct.,) such that we always have 

N 

u(R)lp, an) =.6 !Dmn(R)IRp, am), (5.2) 
m~] 

the !D being some R dependent coefficients. Writing 
the integer N as 25 + 1, we say the system has spin 
5, and for the case P = 0 we find 

(5.3) 

By not involving the time or transformations to mov­
ing frames, the discussion is equally applicable to 
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Galilean or Lorentzian kinematics and to stable or 
unstable particles. It can, furthermore, be genera­
lized to apply to unstable particles on arbitrary hyper­
planes in a manner leaving the hyperplane fixed 
throughout the discussion. Consequently, to distin­
guish this approach from the following, I refer to the 
defined spin as kinematical spin. 

The second approach to spin is concerned with the 
behavior of the states of the system under transfor­
mations which, interpreted actively, have dynamical 
content, Le., time displacements and Lorentz trans­
formations 10 or more generally those that change 
the hyperplane. The simplest expression of this spin 
concept is in terms of the Casimir invariants of the 
Poincare group. For stable systems we have 

p 2 ip, a) = m 2c 2 lp, a), 

W 2 1p, a) ;::::: - m2c 2h2S(S + l)ip, a), 
where 

W = } € B M<xBpy 
~ ~ ~<X Y 

(5.4a) 

(5.4b) 

(5.5) 

is the Pauli- Lubanski vector. For unstable particles 
which do not possess a precise mass we follow Lur­
~atl and write 

(5.6) 

as the defining equation for the system to have dyna­
mical spin S. 

Now there always exists Lorentz transformations 
which will connect a given stable particle momentum 
eigenvector with a rest frame momentum eigenvec­
tor with p == O. But in the rest frame W2 = - P&J2 
and the invariant equation (5.4b) is equivalent to 
(5.3). For stable particles the kinematical and dyna­
mical spin are always equal. 

As we saw earlier, however, the transformation of 
an unstable system momentum eigenvector to a 
sharp rest frame is not possible if the initial mo­
mentum was nonvanishing. Consequently, the eqUi­
valence of the kinematical and dynamical spin cannot 
be demonstrated for unstable systems. 

For a clear example that the two spins are not equi­
valent consider a case in which the kinematical spin 
is given as zerO. In the terms of the covariant for­
malism this means that the hyperplane momentum 
eigenvectors are nondegenerate and consequently 
they can be denoted by I k; 77, T); no other symbols are 
necessary. 

The spin operator associated with the kinematical 
spin can be constructed and seen to vanish in this 
case. We first define formally a position eigenvec­
tor for the unstable system on the (77, T) hyperplane 

IY;1),T) '= (21fht3/2Jd4ko(1Jk)eikY/hlk;1),T), (5.7) 

where 77Y O. For a stable system (or more pre-
cisely an elementary system in Wigner's sense) of 
vanishing spin this state is the hyperplane generali­
zation of the Newton-Wigner position eigenvectors 
which were defined on instantaneous hyperplanes .11 
Since the transform defining these position eigenvec­
tors on hyperplanes can be inverted, they form a 
complete basis in the same sense that the momentum 
eigenvectors do and they are orthogonal, 

iff 
(Y';1'/,TiY;77,T) = o~(y' -y) 

(k'; 1], T Ik; 1], T) = o;{k' - h). 

(5.8a) 

(5.8b) 

We can, therefore, define, over the subspace of un­
stable system state vectors on the (TJ, T) hyperplane, 
a position operator Q/l'), T) by 

(5.9) 

Now consider a homogeneous transformation of the 
Poincare group which leaves the hyperplane orienta­
tion 1'/ invariant. If the hyperplane were instantaneous, 
such a transformation would be a rotation, and so we 
may call this one a hyperplane rotation. The genera­
tors of such a three-parameter transformation are 
just the projections of the Mill! orthogonal to TJA> and 
they may be expressed in the convenient form 

J. ( ) =.! MY&rfY 
!l 1] - - 2 E/J<xi3y , (5.10) 

which is clearly the hyperplane generalization of the 
total angular momentum operator. We can now ex­
press the kinematical spin operator defined in the 
same space as Q~ (17, T) by the equation 

(5.11) 

The kinematical spin vanishes in the sense that 

(5. 12) 

as a direct consequence of 

U(A, a) Iy; 1], T) == lAy + a - A'l')(aA1); A1), T + aATJ). 
(5.13) 

From completeness within the subspace we also 
clearly have 

(5.14) 

If the dynamical spin were identical with the kine­
matical spin, then the Pauli - Lubanski vector 

(5. 15) 

would yield zero also when applied to the hyperplane 
momentum eigenvector. But from 

pY Ilz;1],T) = (k Y - ih1]Y d~ )lk;TJ,T) 

and 

MaBlk;1],T) =: ih(k<X a~ - hB aak 
{3 ex 

(5.16) 

+ 1}<x_a _ _ 1}/3 _a_)lk'1} T) (5.17) 
d1]a d'l/<x' , 

we get 

W~lk;1),T) 

= ih€Il<XBy(TJ <X O~B kY- ihk<x a~B TJY :T}lk;1],T) lo. 
(5. 18) 

The essential point is that the effect of the kinemati­
cal spin operator is determined solely by the be­
havior of the state vector under transformations that 
leave the hyperplane unchanged, while the Pauli­
Lubanski vector and the Casimir invariants of the 
Poincare group have an effect depending on the hyper-
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plane dependence of the states. Furthermore, as we 
saw earlier, the hyperplane dependence of the state is 
precisely the source of the deviation from isotropy 
in the decay product rest frame angular distribution. 
For a stable system a momentum eigenvector on one 
hyperplane is a momentum eigenvector on any hyper­
plane, and this renders the hyperplane dependence 
trivial and forces equality between kinematical and 
dynamical spin. 

We can pursue the spin content of the unstable sys­
tem further by applying (5.18) to Eq. (4.6). Thus we 
have 

(PI P2 (+) I wJ.l1 k; 11, T) = - ih wJ.l (k, 11)(P1 ,P2(+) I k; 11, T) 

and (5. 19a) 

(PI'P2(+) I w21 kj 11, T) = - h2w(k, 11)2(Pv P2( +) I k; 11, T), 

where 
(5. 19b) 

- (k ) = (C< a kY 'hkc< a I' a) wJ.l ,11 - EIlc<Sy 1) a1Ja -- 1 aka 1J aT . 
(5.20) 

If we now expand IT'(PI ,P2 ; 11) in powers of the compo­
nents of 11 orthogonal to PI + P2 [more preCisely, in 
terms of basis functions of the little group of (h + 
P2)jJ. defined on the hyperboloid_1J 2 = 1], we will find 
that the differential operator w2 just multiplies the 
(s + l)th term in the expansion by 

s(s + I)(P1 + P2 )2. 

The basis functions in question are the traceless pro­
jections of the symmetric, transverse products 

h ••• h , 
jJ.l J.ls 

where 
hJ.l == 1)u - <ll1JQ/Q2 

and 
<ll = (PI + P2 )1l • 

Hence the expansion of IT' has the form 

(5,21) 

(5.22) 

(5.23) 

where the F's are symmetric, transverse (orthogonal 
to Q), traceless tensor functions of qJ.l = (PI - P2)J.l' 
Q Il ' and the sc alar 1JQ. 

The (s + l)th term in the expansion of (pv P2(+)lk; 
1J,T) is 

o~(k - Q) ei1)QT/hh~'" hils FIlI"'lls (Q,q; 1JQ), 

and we have 

E B T}c£ _O_kY r{j3 (k_Q)i1)Q r/hh .' 'hjJ. FIlI"'1l5 (Q, q; 1)Q)] 
jJ.c£ Y aT} a L 11 ~ s 

=[E T}C£~kY{j3(k-Q)ei1)QT/h]h ,··h FIlI"'lls jJ.c<By aT}/3 1) jJ.l Ils 

+ (j3(k - Q)ei1)QT/hre: T}C<_o_ QY h '" h ]Flll''')ls 
11 L' llc<B), a 1) B '').11 'il s 

= rihE kC<~1)y~{j3(k-Q)ei1jQT/hJh ···h Fill'" lis 
l: Ilc<By akB aT 11 III "'5 

+ o3(k - Q)e i 1)QT/hrE B 1)C< -ad Qyh •• ' h,..JF~·" )Is, 
1) LllC<Y 1)/3 III 

(5.24) 
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where the replacement of k by Q inside the brackets 
in the second term of the second expression is 
permitted by the delta function, and the absence of a 
third term in the second expression is a consequence 
of the differential operator annihilating any function 
of T}Q, in the presence of the delta function, and, 
finally, the first term of the third expression follows 
from employing the Fourier representation of the 
product of the delta function and the exponential in the 
first term of the second expression. From (5.24) we 
have 

W. (k, 1)l)3(k - Q)e i 1)QT/h h ••• h FIlI"'lls Il 1) /-ll /-ls 

= 6~(k - Q)e i 1)QT/h[W/-l (Q, 1)h/-l
1

' ,. h/-l)F/-l1'" J.'s, 

where (5.25) 

wjJ.(Q,1J) == E/-lc<By1)C< a~/3 QY. 

Similarly 

(5.26) 

w(k, 1)2{j~(k - Q)e i 1)QT/h h~' • , hjJ.s F~'" US 

= (j3(k - Q)e i 1)Q T/h[w(Q 1)2h ... h ]FI11"'l1s 
1) , ~ Ils • (5.27) 

But 

[W(Q,1)2h ···h ]FjJ.l"'/-ls 
/-ll Ils 

= s(s + I)Q2hjJ.;" hllsFI-lt .. • lis, (5.28) 

which proves the assertion made just after Eq. (5. 20). 

The physical content of the preceeding derivation is 
embodied in the two equations 

(pv P2(+)lk;T},T) = (j~(k - Q)ei'lQT/h 
00 

x L)hll".h/-lFilt"·/-ls(q,Q;T}Q), (5. 29a) 
s=O 1 s 

(PV P2(+) I W2\ k; 1], T) 
00 

= 63(k - Q)e i 1)Qr/h ~ [- h2s(s + I}Q2] 
'I s=o 

x h~'" hils Flll'''lls (q, Q; T}Q), (5. 29b) 

which explicitly display the dynamical spin spectrum 
of the kinematically spinless unstable system. 

Several pOSSibilities are open with Eqs. (5. 29). First, 
the unstable system may after all retain a definite 
dynamical spin (all but one of the F functions vanish), 
but it need not be the same as the kinematical spin 
(in the present case we may have F = 0 and Ff!. ;>t 0, 
for example). Second, the more likely arrangement 
is that there is no definite spin but that all or most 
of the F's are nonvanishingjin other words, there is 
a spin spectrum. Clearly the answer depends on the 
details of the dynamical interaction leading to insta­
bility. We would expect a large class of "weak" 
interactions to yield a dominant Fill'" Ils for s = 
kinematical spin and smaller F's surrounding the 
kinematical value. But how large this class is or how 
bizarre an interaction must be to deviate from this 
feature is an open matter requiring, for its resolu­
tion, the investigation of detailed dynamical models, 

Although I shall not demonstrate the matter here, it 
should be clear that if the preceeding discussion had 
employed an unstable system with nonvanishing kine­
matical spin, then the analysis of the dynamical spin 
content of the decay amplitude would have involved 
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the addition of the kinematical spin to the "spin" 
coming from the hyperplane dependence alone. In 
particular a kinematical spin of So and a" spin" S1' 

associated with the (s1 + l)th term in the expansion 
of the hyperplane dependence will combine to contri­
bute to all values of the dynamical spin from \ So -
s1 \ to So + S1' In this way for So '" 0 a given dynami­
cal spin value appears more than once in the analysis 
of the states of the unstable system, and therefore the 
representation of the Poincare group carried by the 
unstable system is not multiplicity free. 1 

6. THE PERTURBATIVE APPROACH TO 
UNSTABLE SYSTEMS 

In this section we will consider the relation between 
the ideas so far expressed here and the more tradi­
tional perturbative approach.2 Thus we now regard 
the instantaneous 3- momentum eigenvector I p, t) as 
an eigenvector of a time-dependent "unperturbed" 
Hamiltonian as well, i.e., 

(6.1) 

where mo is the unperturbed rest mass. 

To generalize Eq. (6. 1) to arbitrary hyperplanes, we 
must regard it as associated with the 3- momentum 
eigenvalue equation 

p\p,t) =p\p,t), (6.2) 

not withstanding the fact that the operator P is not 
time dependent. The generalization, which has been 
discussed before,7, 12 is effected by the defining equa­
tion 

pSO) (T/, T) == U(A, a){AfiP,~O) (t)} U-1(A, a), (6.3) 

where 71J!: = Ag, T = ct + a)11)J1' and p~O) (t) = (Po(t), Pl. 
This detinition yields the transformation rule 

U-1(A, a)P)1 (O)(AT/, T + aAT/)U(A, a) = A~P(O)(T/, T) 

(6.4) 
and the relation 

Pjl - 1)jl T/P = Pjl(O) (1), T) - 1)jl1)P (0)(1), T), 

so that 

P)l = P)1(O) (1), T) + 1)/J V(1), T). 

(6.5) 

(6.6) 

In other words the perturbing interaction V modified 
only that part of P/l which is parallel to 1))1' The 
eigenvalue equations (6.1), (6.2) become 

K/J(T/)\k;1),T) = k/J \k;T/,T), 

1]P(O)(1],T)\k;1],T) = ../m'8c2 - k 2Ik;1],T), 

(6.7a) 

(6.7b) 

and for some future purposes it will be convenient to 
introduce the unperturbed 4-momentum 

and the unperturbed 4-momentum eigenvector 

\p; 1),T) == e-iTiPT/h Ik; 1),T), 

satisfying 

P/J(O) (1),T)Ip; 1), T) = p/Jlp; 1),T). 

(6.8) 

(6.9) 

(6.10) 

Besides the unperturbed generators of translations 
we can also introduce unperturbed generators of 
homogeneous Lorentz transformations. We already 
have 

J\p,t)=ihPXo~ Ip,t), 

which yields 

e(i/h)J 'ne I p, t) = \ p', t), 
where 

(6.11) 

(6.12) 

p' = n(nop) + cos(e)[ p - n(l?opl] + sin(e)(n x pl. (6.13) 

The essential ingredient for completing the construc­
tion of the unperturbed generators of the Lorentz 
group is that the time parameter t of the eigenvector 
is not modified by the transformation, i.e., the trans­
formation does not alter the hyperplane on which the 
unstable system is defined but rather treats the sys­
tem as though it were stable ignoring the hyperplane 
dependence. Thus we introduce 

M~)(t) == Eij""k, Mi(g)(t) = - MJ?)(t), 

such that 

e-[iM5~(t) wjlV(A)]/ 2h lp, t) == lAp, t), 
where 

Ip, t) == e-iPoct/h Ip, t), 

the instantaneous case of Eq. (6.9) 

(6.14) 

(6.15) 

It follows from (6.15) that the MS~) (t) satisfy the Lie 
algebra of the Lorentz group. 

The generalization of the unperturbed homogeneous 
generators to arbitrary hyperplanes is effected by 

M(O) (1) T) == U(A a) [AAAPM(O)(t) + a NP(O)(t) 
jlV' '/J V"-P jl v P 

- avA~~(O)(t)] U-l(A, a), (6.16) 

where, again, T)/J = Ag and T = ct + aAT/. As a result 
of this definition the M5?) (T/, T) transform in accord­
ance with the rules, 

U-1(A,a)Mjl(~) (A1],T + aAT/)U(A,a) 

= AAAPM(O)(1) T) + a AP p(O) (1) T) 
jl v AP' jl v P , 

- avA~~(O)(1],T). (6. 17) 

Now for each hyperplane (1],T), the ~(O)(1],T) and the 
Mjl~O)(T), T) satisfy the Lie algebra of the Poincare 
group, and so we may refer to the unperturbed Poin­
care group on the (T/,T) hyperplane. The unitary 
operators for these groups are the 

U(O) (A a'1) T) == eiP!l(O)(TI.T)ajl/he-[iM!l~)(TI.T)wjlV(A)J/2h , , , , 
(6.18) 

and they satisfy 

U<O)(A,a;1),T)\P;1),T) = eiaAPIh \AP;1),T), (6.19a) 

which is to be contrasted with 

U(A, a) Ip; T/, T) = eiaAp/h lAP; A1], T + aA1) (6. 19b) 

for the full Poincare group operators. 

Just as the translation generators Pjl and FffO) (1), T) 
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differ by a term parallel to 1711 [see Eq. (6. 6)] so the 
defining Eqs. (6.14)- (6.16) yield the form 12 

MIlIJ = MS8)(17, T) + 17fl Uv(17, T) - 17v~ (17, T), (6.20) 

where the Ufl can be chosen tosatisfy 17U = ° without 
loss of generality. 

From (5.16) and (6.9) we have 

Pfl Ip; 17, T) = ~Jl - ih 1]fl o~) Ip; 17, T>. (6.21) 

which when compared with (6. 6) and (6. 10) yields 

V(1],T)lp;1),T):::: ih o~ Ip;17,T). (6.22) 

Similarly, from (5.17) and (6.9), we have 

MJluip; 1], T) = ih (PIl _0_ - Pv ~ + 1)Jl _0_ - 17 v _0_) 
opv opll o17fl (1)fl 

Xlp;1),T), (6.23) 

which, when compared with 

M(O) (1/ T) Ip'17 T) :::: ih (p _0_ - P, _0_) 
JlV , " vopv Ilopfl 

which follows from (6. 19a), yields 

UJl (1],T)lp;1]T) == ih o/51/fl Ip;1],T), 

where 

000 
-=--1] 1]-
01)fl (1)11 fl 01/ 

Ip;1],T)I, 
(6.24) 

(6.25) 

(6. 26) 

is the differential operator that leaves TlJl on the unit 
hyperboloid. Thus we see that the dynamical effects 
of the interaction rendering the system unstable are 
embodied in the relativistic potentials V(TI, T) and 
It(1],T). 

It follows from the definition of the unperturbed Poin­
care group that the kinematical spin of the unstable 
system is determined by the Casimir invariants of 
the unperturbed Poincare group. Thus from 

JIl (1)2IPIl :::: 1]Jl m OC ;1],T):::: ° 
we obtain 

(6.27) 

W(O)(1],T)2Ip; 1/T):::: 0, (6.28) 
where 

~(O)(1],T) = - hflal3yM(O)al3(1],T)P(O)Y(1],T) (6.29) 

because 

Ip;1],T):::: U(O)(A,O;1),T)IPJl :::: 1]flmOc;1],T), (6.30) 

where PIl :::: A~1]vmoc. More generally from 

J
Il 

(17)2Ip\L = 1]" moc, a; 17, T) 

==-h2s(s + l)IPfl ==17flmoc,O;17,T) (6.31) 

and 

U(O)(A,O;1],T)IPIl :::: 1/".moc,O;1/,T) 
s 

=:0 'll13a(p,A)lp,/3;1),T), (6.32) 
13 =-s 

we obtain 

W(O)(1], T) 2Ip, 0; 1/, T) = - mgc2h2s(s + 1) Ip, a; 17, T). 
" (6.33) 

J. Math. Phys., Vol. 13, No.5, May 1972 

But from (5.15) and (6.6), (6. 20), (6. 28) we have 

w,; == ~l10) (1],T) - ~ Efla13y 

X [M(O)al3(1],T)1]YV(1],T) + 21)CiUI3(1), T)P(O)Y(1), T)], 
(6.34) 

and we see again that outside of a particular dynami­
cal model (specification of V and ~) we cannot say 
whether the dynamical spin determined by ~ will 
be equal to the kinematical spin determined by ~(O) 
(1), T) or will be sharp at all. It would seem to re­
quire a precise relation between V and U". to guaran­
tee equality between the kinematical and dynamical 
spin. This relation will be investigated for a local 
field theory model in the next section. 

I will close this section with a derivation of the action 
of the full Poincare group operators on the unper­
turbed-hyperplane-dependent Poincare group opera­
tors. In the case of the full Poincare group we know 
that 

U-l(A, a)Pfl U(A, a) :::: A~~, (6. 35a) 

U-l(A, a)~Jl(A, a) == A~ACMAP + aflACPp - avA~P>. 
and that (6. 35b) 

U-l(A2 , a2)U(Al , a l)U(Az, a2) 

== U(A:lAIAz, A:? (Al a2 + ~ - a2» 
== e ;U-l (fl

2
.a

2
)IJ, U(Az.a.)a/1 h e -icr1(fl 2,a2)M flY U(fl 2•a2)w 1J.V(~>l2h • 

(6.36) 

By simple analogy, therefore, we conclude from (6.4), 
(6. 17) that 

U-l(A2, az)U(O) (AI' al ; 1]', T ')U(Az, a2 ) 

:::: e ;U-l(A 2,a2)P ~o)(ll" T ')U(A 2,a2)afl h 

X e -icrl(A2,a2)MJ~) (ll'. T ')U(A 2.a.)w flV(~)/2h 

7. DECAY VIA LOCAL INTERACTIONS 

In this last section I shall examine more closely the 
case of the decay of a kinematically spinless par­
ticle into two spinless stable particles. At a certain 
stage in the calculations the interactions responsible 
for the decay will be assumed local in a certain 
sense. 

We begin with the decay amplitude 

(P1 ,P2 (+)lp; 17,T) 

== 03(P
l 

+ P2 - p)e i (llPl+llP2- 11P)TlhIT' (P1P2; 1)P1 ,T/P2)' 
II ~.D 

where (PI' P2 (+) I is the outgoing scattering eigenvec­
tor of the total 4- momentum with the two stable spin­
less particles possessing 4- momenta PIll and P2fl • If 
V(1], T) is the potential responsible for the decay in 
the sense that the initial state Ip;1),T) is an eigenvec­
tor of PiO) (1), T), where 

(7.2) 

then the final state (P1 ,P2 (+) I is related to an eigen­
vector of PJl(O) (1),T) by 



                                                                                                                                    

SPIN SPECTRUM OF AN UNSTABLE PARTICLE 635 

(P1,P2(+)1 = (Pl'P2(+);1],TI 

x [I + V(1], T )(1]P1 + 11P2 - 1]P - io)-l] (7.3) 

and the scattering eigenvector (P1 ,P2 (+); 1], T 1 of 
PJO)(1],T) is assumed orthogonal to the initial state. 
Therefore, we have 

(pv P2(+)lp; 1]T) 

= (PV P2(+); 1], T 1 V(1], T)(1]P1 + 11P2 - 1]P - io)-l 

Xlp;1],T). (7.4) 

Next, to simplify the calculation, we retain the coup­
ling through V(1], T) of the two-particle scattering 
eigenvector of 1(, (0) (1], T) to the unstable particle 
states and to these alone. In other words, 

(Pl'P2 (+); 1], T 1 V(1], T) 

""" J d 4q 6+(q2 - mnc2)(P1,P2(+);1], TI 

x V(1], T) 1 q; 1], T )(q; 1], T I. 

Upon substituting this into (7.4) and writing2 

(q; 1], T 1 (1]P1 + 11P2 - 1]P - iot1\P; 1]T) 

(7.5) 

= 211P6~(q-P)[1]Pl + 1]P2 -1]P-R(1]P;11P1 + 11P2)]-l, 

(7.6) 
where 

211P6~(q - p)R (11P, TJP1 + 11P2) 

= (q; 1]T 1 V(1], T) + V(1], T) 

x II 1. (1], T) (1]P1 + TJP2 - 1]P - io)-1 

XII1.(1],T)V(1],T)\p;1]T), (7.7) 

the II's being projection operators onto the orthogo­
nal complement of the subspace spanned by the un­
stable particle states \p; 1],T), we obtain 

(pV P2(+)\p;1],T) = Jd4q 6+(q2 - m5c2 ) 

x (P1,P2(+); 1]T \ V(1), T) \ q; 1]T )211P6~(q - p) 

X [1]P1 + TJP2 - 1]P - R]-l 

= (P1,P2( +); 1]T \ V(1), T) \p; 1], T) 

X [1]P1 + TJP2 - 1]P - R (TJP, TJP1 + 1]P2)p. (7.8) 

At this point we introduce the assumption of local 
interaction in the form 

V(1], T) = - J d 4x 6(1JX - T )£int (x), 

where 

"cint(x) = e iPx / h "cint(O) e- iPx/ h 

= eiK(n)x/h "cint (1]T )e-iK(n)x/h. 

This yields 

(Pl ,P2(+); 1], T \ V(1], T) \p, 1], T) 

(7.9) 

(7.10 ) 

= - J d 4x 6(1]x - T) ei[(Pl+P2-P)-n(ijPl+ijP2-nP)]x/h 

x (Pl'P2 (+); 1], T \"cint(1], T) Ip; 1), T) 

=- J d4y 6(1]y)e i (P1+P2-P)Y/h 

x (pv P2 (+); 1], T 1 ei nPT/ h "cint (0) e- i ij PT/ h \ P; 1], T) 

= - (27ThJ3 6~(Pl + P2 - p) 

x (Pl>P2(+); 1], 01 einp(O)(ij,Olr/h"cint(O) 

x e-iijP(O)(n,O)T/h Ip; 1], 0) 

= - (27Th)3 6~(Pl + P2 - p)e i (iji1+ijP2-ijP)T/h 

x (Pl'P2(+); 1], OI"cint(O)lp; 1], 0). (7.11) 

The explicit 1] dependence left in the matrix element 
of "cint(O) can be eliminated if the local interaction 
generates a Up. (1], T) given by 

Up. (1],T) = - J d 4x 6(1]x - T)(Xp. - 1]111]x)"cint(x) (7.12) 

and is microcausal, 

(7.13) 

for any timelike 1]11' These conditions lead to 

(7.14) 

and, since "cint (0) is a Lorentz scalar, Le., 

(7. 15a) 

we also have 

(7. 15b) 

But 
Ip; A1], 0) = e-iMI1VwI1V(fI.)/2h e iMW(ij·O)W I1V(fI.)/2h \p; 1],0), 

(7. 16) 
and similarly for (PV P2 (+); 1], 0\, so that 

(Pl'P2 (+); 1], ol"cint(O)lp; 1], 0) 

= (P1,P2 (+); 1\1], o l"cint(O) Ip; A1], 0). (7.17) 

The matrix element of the interaction Lagrangian 
density then is a Lorentz invariant function of the 4-
momenta Pl> P2, and P or 

(Pl'P2(+); 1], OI"cint(O)[ P; 1], 0) = F(P1P2;PP1,PP2), (7.18) 

where the dependence of F on the masses m1 , m2 , and 
mo is suppressed. 

For the decay amplitude we now have 

(Pl'P2(+) Ip; 1], T) 

= (27Th)3 6~(Pl + P2 - p)ei(ijPl+n~-nplr/h 

x F (P1P2; PPl' PP2)[ TJP1 + 11P2 - TJP - R 

x (TJP, TJP1 + TJP2) J-l. (7.19) 

At first glance it may seem that there can be no de­
viation from spherical symmetry in the angular dis­
tribution since 1]11 does not occur explicitly in F and 
its appearance in the "energy denominator" never 
involves 1]P1 - TJP2' This is erroneous however be­
cause the three-dimensional delta function induces 1] 
dependence in F by forcing the replacement 

P/1 = (Pl + P2)p. - 1]1' (1]P1 + TJP2) 

+ 1]u .Jm5c2 + (TJPl + 1]p2)2 - (PI + P2)2. (7.20) 

Thus, in the presence of the delta function, 
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F(Pl P2;PPl ,PP2) 

= F(pIP2;m~c2 + Pl P2 - 17Pl (17PI + 17P2) 

+ 17PI -1(17PI + 17P2)2 - A PIP2 + m~c2 
- 17P2 (t1PI + TfP2) + TfP2 .J(17PI + 17P2)2 - A ••• ), 

(7.21) 

where A == S - m~c2 = (PI + P2)2 - m~c2. It follows 
from this that if the original F (prior to multiplica­
tion by the delta function) depends on PPI - PP2 as 
well as PPI + PP2, then the final F will depend on 
17PI - 17P2 as well as 17PI + 17P2 and there will be an 
anisotropic angular distribution in the rest frame of 
the decay products. If the two decay products are 
not identical particles, then it is unlikely that F will 
be symmetric under interchange of PI with P2 • But in 
such a case (absence of Bose symmetry) F must de­
pend on PPI - PP2 and there must be deviation from 
spherical symmetry of the angular distribution in the 
decay product rest frame. Of course, if the decay 
products are identical, Bose symmetry will prevail, 
and a dependence of F onPPI - PP2 can only occur 
through even powers of the difference. This becomes 
tranSformed into a similar dependence on TfPl - 17P2 
and, as indicated in Sec. 4, the result is the appearance 
of only even partial waves in the angular distribution 
and only even spin values in the spin spectrum of the 
parent particle. 

On the other hand, inspection of (7.20) and (7.21) in­
dicates that no deviation from spherical symmetry in 
the angular distribution can occur when A = 0, i.e., 
when (PI + P2)2 = p2 == m~c2. At this value of A 
(usually the peak of the mass distribution) we have 
conservation of 4- momentum from (7. 20), and (7. 21) 
becomes 

F(P1P2;PP1,PP2) = F[~(m~ - m~ - m~)c2; 

~(m~ + m~ - m~)c2d(m~ - m~ + m~)c2]. (7.22) 

This result displays again the fact that in first-order 
perturbation theory the effect of interest can not be 
seen Since one treats the parent particle state like a 
stable one (thereby eliminating explicit Tf dependence 
in the initial state) and also obtains conservation of 

where I have associated the quantity m6c2 with the 
derivatives of F so as to give that factor the same 
dimension as F itself. Since the F derivatives and 
the estimate of lP:tI/P1o + P20 varies with the dyna­
mics and mode of decay, I take 

(7.28) 

as the natural dimensionless measure of the kine­
matical origins of the effect. 

I will close this section with a demonstration that in 
the presence of local interactions without derivative 
coupling the eigenvalue of ~ remains zero (if the 
kinematical spin has vanished) under just those con­
ditions that we have seen to yield an isotropic angu-
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total 4- momentum [thereby eliminating induced 1/ de­
pendence of the variety occurring in (7.21)]. For sys­
tems with a narrow width to their mass spectrum (so 
that the observed values of A are small), we may 
approximate (7.21) by a few terms in the Taylor 
series expansion of the A dependence. If we retain 
only first-order terms in A, we have 

The last term only yields a nonspherical angular dis­
tribution in the rest frame of decay products where 
the term becomes 

A l1-Pl (aF aF ) 
-"2 Tfo(P10 + P20} apPl - apP2 .6.=0' 

(7.24) 

The maximum value that 1 A 1 can have before the 
energy denominator in the decay amplitude becomes 
large enough to render the decay process negligible 
is of the order of magnitude 

! A1max '" 2mor. 

At the same time, if r /moc 2 « 1, then 

PIO + P20 '" moc 
and 

1 P:t I '" [(mijc 2 - (ml + m2) 2C 2)(m ~c 2 

(7.25) 

- (m l - m2)2c2)]1/2/2moc. (7.26) 

Finally the value of 1111 /Tfo is vic where v is the velo­
city of the unstable particle in that frame in which 
the spatial 3-momentum is sharp. Therefore, the 
order of magnitude of (7. 24) is 

(7.27) 

I 
lar distribution in the rest frame of the decay pro­
ducts. 

We start from (6.34) into which we substitute (7.9) 
and (7.12) after noting from (6.20) that 

~(Tf) =- ~EIlIXllyM(O)CtIl('I),T)1/Y, 

and from (6.17) and (6. 35b) that12 

[~(1/), UII(Tf, T») = ih(glllJ 1/11 1/) V(1), T). 

we obtain 

WIl - WI1(O)('I), T) = ~ (Tf)V(1/, T) - ! EIiCttly 

x ['I)IXUtl(1/,r) - 1/tlUIX('I),T)]IU(17) 

(7.29) 

(7.30) 
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= JJl (1) V(1), T) - ~ E JlctllyKY (1) [1)aUI3 (1), T) 

- 1)IlUa (11, T)] 

= Jd 4x O(1JX- T)[JJl(1]) 

- ~€Jlal3yKY(1])(1/ctXi3 - 1)I3X a)]J\nt(X) 

= - J d4x O(1]X T ){~ (1]) -1 EJlaBy[xaKB (1) 

- x l3Ka (1]) ]1)Y}£int (x) 

= - J d4x 6(1JX - T)eiK(T)X/h~ (1])e- iK (T)X/h£int(x) 

=- J d4x O(1JX-T)eiK(~)x/hJ. (1])£ ('TI T)e-iK(T)x/h. 
Jl wt ct (7.31) 

Upon applying this operator to an unstable particle 
momentum eigenvector with vanishing kinematical 
spin, we have 

WJlip; 1), T) = (21Th)3o~(P - P)JJl (1)£im(1JaT) [p; 1), T). 
(7.32) 

Since the hyperplane rotation generator JJl(17) com­
mutes with £int(x) when xJl = 17Jl T and 

Jil (1) ip; 1), T) = ~h EllaByPct a~8 1JY ip; 11, T), (7.33) 

we have 
ih a 

WJl Ip; 1), T) = (21Th)3o~(P - P )£int(1JJl T) 2: EIlct8ypa aP
Il 

x !p;'TI,T)1J Y. (7.34) 

Assuming only one decay mode, Le., into the states 
iP1 ,P 2 (+», we can write this as 

WJl ip;17,T) 

::::: (21Th)3 J d 4p1d4P2 6+(P~ - m~c2)t\(P~ - m~c2) 

x O~(PI + P2 p)IP1,P2(+» i; EJlai3ypa a~B 
x (PV P2 (+) I £int ('TIll T) Ip; rrr )1)Y 

(21Th)3 J d 4P1d 4P2 o+(P~ - myc 2) 

1 F. Lun;at, Phys.Rev.l73, 1461 (1968). 
2 For a review of the conventional theory see M. Goldberger and K. 

Watson, Collision Theo1'y (Wiley, New York, 1964), Chap. 8. 
3 On the compatibility of frame dependent observables with Lorentz 

invariant theories, see R. L. Ingraham, Nuovo Cimento 39,131 
(1965); G. N. Fleming, J. Math. Phys. 7,1959 (1967); S. McDonald, 
ibid. 10, 1234 (1969). 

4 A spin-one component in the spin spectrum of the neutral pion 
could, however, manifest itself in a rare three-photon decay mode. 
I am indebted to Professor H. Primakoff for this observation. 

5 Besides Ref. 1 another recent conjecture on the group theoretic 
classification of unstable particle states has been put forward 

x 6.(P~ - m~c2)6#(Pl + P2 - p) 

'h a 
x ei(lIPl+T)1l.J-~P)r/h_z- E 13 pa -a 

2 Jla Y PB 

X F(P1P2'PPl'PP2)'TIY x IP1,P2(+». (7.35) 

Now in the discussion follOwing (7.21) we learned 
that an isotropic angular distribution in the rest 
frame of the decay products would occur if and only 
if F depended on PP1 and PP2 through the sum PP1 + 
PP2 and did not depend on PP1 - PP2• But this is just 
the condition that makes (7.35) vanish. Thus 

E llct13ypa a~B 1)Y F(P1P2,PP1,PP2) 

_ pa Y (pB aF + p 13 aF ) _ 1.. pa y 
- €!Jally 1) 1 apP

l 
2 apP

2 
- 2 €JlctBY 1) 

(
PI + P2)B aF (P1 - P2)13 aF ) 

x 2 a (PP1 + PP2) + 2 a (PP1 - PP2) , 

(7.36) 

and the delta function 6~(Pl + P2 - p) in (7.35) elimi­
nates any contribution from the first term on the 
right of (7. 36). The final result is 

~ !p; T/, T) 

= (21Th) 3 J d4P1d4p2l\(Pr - 11Iic2)O+(P~ - m~c2) 
x O~(PI + P

2 
- p)e i (llP1+ T)P2 -TJP)T/k 

x hh €!JaBypa(Pl - P2)BT/Y 

aF(P1P2,PPl + PP2,PP1 PP2) 
x-----:----;--c----~---a (PP1 - PP2) 

x !Pl'P2(+», (7.37) 

and, if F depends only on PP1 + PP2, the dynamical 
spin vanishes. 

by L. S. Schulman, Ann. Phys. (N.Y.) 59,201 (1970). 
6 S. Tomonaga, Progr. Theoret. Phys. (Kyoto) 1,27 (1946); J. Schwin­

ger, Phys.Rev.82, 914 (1951). 
7 A detailed discussion of these concepts is presented in the 

author's article mentioned in Ref. 3. 
8 For the decay mode in question, see Ref. 4. 
9 This approach is used in Ref. 2, pp. 36-40. 
10 This approach is emphasized in S. Gasiovowicz, E lemenlary 

Parlicle Physics (Wiley, New York, 1966), Chap. 4. 
11 T. Newton and E. Wigner, Rev. Mod. Phys. 21, 400 (1949). See also 

G. N. Fleming, Phys. Rev. 137, BI8B (1965). 
12 G. N. Fleming, J. Math. Phys. 9,193 (1968). 
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The probabilistic interpretation of the quantum scattering cross section in the case of potential scattering is 
discussed in terms of Poisson random measures on the impact parameter plane and the sphere of outgoing 
directions. 

1. INTRODUCTION 

In this paper we shall discuss the probabilistic inter­
pretation of the scatte ring cross section for a quantum 
system described by a Hamiltonian H = - ~ :BJ=l 
(a/axi)2 + V acting on L2(R3).1 This is the quantum 

analog of the case we considered in an ear Her paper. 2 

Almost all of the ingredients for a probabilistic des­
cription of a cross section in the quantum case al­
ready exist in the literature. The work of Hunziker,3 
where the quantum analog of the impact parameter 
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plane (among other things) has been defined, has been 
especially important for us. In fact our contribution 
is to make a slight refinement of Hunziker's treat­
ment by using a Poisson random measure on the im­
pact parameter plane to describe an infinite beam of 
incoming particles and a Poisson random measure 
on an appropriate subset of S2 to describe the direc­
tions of the scattered beam. [S2 == {(kl'k 2,k3) E R3: 
k1

2 + k22 + k3 2 == 1}.J Most of the paper will be de­
voted to embedding Hunziker's treatment of the 
quantum cross section into our setting. The only 
thing which will need proving (and the proofs are very 
easy) is that the limit of a finite beam yields an in­
finite beam in our sense and that the limit of the 
cross section of the finite beam, as the beam becomes 
infinite, equals the cross section of the infinite beam. 

2. CROSS-SECTIONAL RANOOM MEASURES FOR 
FINITE BEAMS 

As we mentioned in the introduction, we will be con­
cerned with quantum scattering for a system des­
cribed by a Hamiltonian H == - t 6. + V(x) acting on 
L2(JR3). We will make several assumptions about H. 
The first, of course, is that H is self-adjoint in some 
sense, e.g., V is a Kato potential relative to Ho == 
- t 6.. 4 Let U(t) == exp(iHt). The second is that there 
exists a unitary propagator Uo(t) : - <Xl < t < <Xl,as­
sociated with (H 0' H) ,5 such that 

s-lim U(- t)Uo(t) == 0 ± 
t .... + 00 

(2.1) 

exists with 

range (0+) == range (0-); (2.2) 

i.e., we are assuming asymptotic completeness. Then 
S == (0+)-10- will be the scattering matrix for the 
system (H 0' H). 

Remark 1: If V is a "short range" potential, 
Uo(t) == exp(iHot). In fact, we could take as the defini­
tion of "short range" the existence of (2.1) with pro­
perty (2.2) when U o(t) == exp(iH ot). 

Let q>be a vector state with nonzero mean momentum, 
Le.,q> E L2(R3), IIcpli == 1, and «CP,P1CP),(CP,P2CP), 
(q>,P3CP» == P ~ 0, where Pj == (i)-1(a/axJ),j == 1,2,3. 
An incoming cp-beam of n particles with intensity 
lI,denoted by ~,v.,/"is a set of n inde{pendent ide}nti­
cally distributed random variables Xl"" ,Xn with 
values in the impact parameter plane 

Ii == {x E R3 : X 1P1 + x~2 + x3P3 == x·p = OJ. 
We further assume that each X. is uniformly distri­
buted over the square An,in Ip ~hich is centered at 0 

and with sides of length (n/II)1/2. 

The physical interpretation of the incoming cp beam 
is that it consists of n random incoming particles 
whose states in the distant past are asymptotic to 
{Uo(t)[cpx1J, ••• , Uo(t)[cpXn]},where cpa(x) == cp(x + a), 
a E Ip. 

The outgoing beam will be the collection of random 
states {S[cpx1], ••• ,S[cpxn)}. The physical interpreta­
tion of the outgoing beam is that the outgoin,g states 
are asymptotically in the future like {Uo(l)Slq>x1], •.. , 
Uo(l)Sfcpxn)}. 
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In order to define cross-sectional random measure 
and the cross section of the beam, we must restrict 
our incoming states to those with a "reasonably sharp" 
momentum. We now make this more precise. Let cp 
be as above and let 

C(cp) == {AP:A > O,p E supp(cP)} 

be the cone generated by the support of the Fourier 
transform cP of q>. C(cp) will be called the cone of 
forward momenta for Tn. v,,/,' We require from now 
on that C(cp) ~ JR3. 

We can now describe the cross sectional random 
measure for the beam Tn,v,'/" First of all, it will be 
a random measure on S2(q» == S2 n [C(cp)]', where [], 
denotes the complement of []. S2(cp) is the set of non­
forward directions for Tn,v,'/" If l: is a Borel subset 
of S 2(q», let Nn.v.cp(l:) be the (random) number of parti­
cles in the outgoing beam which asymptotically have 
their momentum directions in l:. It is clear that this 
is a binomial random variable with parameter n (the 
maximum number of particles in the beam with out­
going directions in l:) and with probability that the 
jth particle in the beam has outgoing momentum di­
rection in ~ equal to 

Pn•v,,/, == (area An.v )-1 ~ fc(E) I S[ cpa ](P) 1
2dpda. (2.3) 

n,v 
The random measure on S2(cp) defined by 

is the cross-sectional random measure for the beam 
Tn,v.,/,' The measure on S2(cp) defined by 

Cln,v(cp, l:) == E(<pn,v)l:», 

where E(') denotes the expectation of (.), is the cross 
section of the beam '['n,II."" From (2.3) and the fact 
that Nn ,II ,'/' (~) is binomial, it follows that 

Cln(cp,l:) == L {(E)ls[cpa](P)1 2dPda, (2.4) 
n,v 

where C(l:) == {Ax : A> O,X E l:}. Thus the cross 
section evaluated at L is the expected number of 
particles in the beam which asymptotically have out­
going momenta in l: divided by the intensity. We shall 
see in the case of an infinite beam that the cross 
section is independent of the intensity of the incoming 
beam. 

Remark 2: If we let R == S - 1, then 

Cln)cp, l:) == fA ic<r.> IR[cpa](p) 12dpda, 
n,lI 

(2.5) 

since supp(cp) n C(l:) == {O}, 

3. THE CROSS-SECTIONAL RANDOM MEASURE 
AND CROSS SECTION OF AN INFINITE BEAM 

Infinite beams are somewhat more subtle to handle 
than finite beams. Intuitively an infinite cp beam 
should be given by an infinite collection of indepen­
dent uniformly distributed random variables {Xl' 
X2, ... ,} with values in Ip. We would then reason 

essentially as we did in Sec. 2. The difficulty is that 
there is no such thing as a uniformly distributed 
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random variable with values in Ip. Thus we must find 
an alternate way to describe an infinite beam. Fortu­
nately a mathematical object exists which will allow 
us to do so. It is the notion of a Poisson process (or, 
if one prefers, random measure) based on a measure 
space which in our case will be either Ip with Lebes­
gue measure or 52 with the canonical measure. See 
our earlier paper and references given there. 2 

We shall flOW give the definition of an infinite beam. 
<p is assumed to satisfy the same conditions as in 
Sec.2. An infinite <p beam with intensity v(> 0) is a 
Poisson process 'I'/I on the impact parameter plane 
Ip with measure vda'" where da is Lebesgue measure 
on Ip. The physical interpretation of <{/I,CP is as fol­
lows. Let w be a generic sample point and let 
{X1 (w) , ..• } = sUPP(<{v,cp(w». [Recall that «v,cp(w) is a 
nonnegative integer-valued measure on If,. We may 
also assume the support is at most countable and 
«v,cp(w){X/w)} =:: 1 for j =:: 1," '. J The incoming beam 
wiH consist of particles which in the distant past are 
asymptotic to 

Remark 3: Finite <p beams may be treated in the 
same way as infinite <p beams. In fact, if A is a Borel 
subset of I p' let 

«~::;~cp(A) =:: the number of {X 1(w), ... ,Xn(w)} 

which lie in A, 

where {x l' ... ,Xn} =:: <{n ,1I.cp (see Sec. 2). in ,II ,cp will be 
a nonnegativE integer-valued random measure on Ip, 
supported by An II' It is clear we can recover <{ , n,v,cp 

from 1'n.II,cp' The following proposition will show that 

the limit of finite <p beams is an infinite <p beam. 

Proposition 1: {i"n.v,cp (A)} converges in distribution 

to «v.cp(A) for each Borel subset A of Ip' 

Proof: <(n.v ,cp(A) is a Bernoul[Ali rand(Aom )v]~fiable 
with parameters nand Pn,v,cp = rea n,V 

f da. Then, from the well-known convergence 
AnAn,v 

theorem of Bernoulli random variables to Poisson 
variables,6 our proposition is proved. 

The cross-sectional random measure of the beam 
<(v, is defined to be Poisson process q,v,cp on 5 2(<p) 
with measure 

(3.1) 

[We allow a(<p, 2:) to be infinite.] The measure a(<p,') 
is called the cross section of the beam <(v,cp' Note that 
it is independent of the intensity. 

The physical interpretation of q,v,cp is analogous to 
the finite beam case. In particular, when L is a Borel 
subset of S 2(<p), <Pv,cp(L:) = Nv.<p (L:)/v, where Nv.<p (2:) is 
the number (a random variable!) of particles in the 
incoming <p beam whose momenta have directions in 
2: in the distant future. a(<p,2:) is the expected num­
ber of such particles divided by the intensity v. 

The definitions of q,n,v,cp and an,v(<p,'), the proposition 
above, and the following proposition justify this physi­
cal interpretation. 

Proposition 2: The sequence {q,n,v,cp (L)} converges 
in distribution to <P II ,cp(2:) for each Borel subset L of 
5 2(<p). Furthermore, 

(3.2) 

Proof: It suffices to prove (3. 2) by the theorem on 
convergence of Bernoulli random variables to a Pois­
son random variable. 6 But (3.2) follows from (3. 1), 
(2. 5), and the monotone convergence theorem. 

4. CONCLUDING REMARKS 

Remark 4: In this paper we have only stressed 
the mathematical description and physical interpreta­
tion of certain scattering experimental parameters 
for a simple but important class of quantum mechani­
cal systems. We would like to briefly describe how 
the hard analytic problems of scattering theory are 
related to our present discussion. 

The first analytic problem has already been discus­
sed, namely, the choice of an appropriate "free" pro­
pagator {Uo(t)} and proof of (2.1) and (2.2). For ex­
ample, see Amrein et al.,5 DOllard,5 and Hunziker 3 

and references given there. 

The other main analytic problem is to obtain a more 
tractable expression for the cross section (2.5). This 
has been described in a very lucid way by Hunziker. 3 

We reproduce the main results of his discussion. 

He shows that under reasonable conditions on V and 
<p, one has 

a(<p, 2:) = (271)2 fc (L)dp t2 =p2 I T(P,P') 12 I cp(P') 1
2dn E (P'), 

(4.1) 

where dnE(P') is the canonical measure on the sphere 
p'2 =:: p2 and where T(P,p') is obtained roughly as 
follows. One solves the Lippman-Schwinger equations 

T(z) =:: V + V(Ho - zt 1T(z) (4.2) 

in momentum space for Imz > O. Let T(p,p';z) be 
the kernel for T(z). Then 

T(P,P') == lim T(p,p';p 2 + -hE). 
€~O+ 

It should be remarked that the study of (4.2) is also 
important for establishing (2.2). 

Remark 5: The differential cross section enters 
the picture in the following way. 7 Let {cp } be a sequ­
ence of states such that ICPn 12 converge t~ 0(' - P). 
This corresponds to the incoming beam having a 
sharp momentum p which of course cannot be reali­
zed as a physical state. (Intuitively,in fact,cp(x) = 
[0(0,-1/2 exp(ip· x)]. Then, under suitable conditions, 
(4.1) converges to 

a(p,2:) =(271)2 iI; I T[(p,p)]2. [2E(P)]1/2dn(p), 

where E(P) =:: ~p2,p = (Ipl ,&(P),<p(P» in spherical 
coordinates and dn (P) =:: sin &(/J)d&(P)d<p(P). The 
measure a( p, .) on 5 2 - {PiP I} is called the 'cross 
section of t~e idealized incoming beam with sharp 
momentum p. The density of this measure with re­
gard to dn; 
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I. INTRODUCTION 

It has been shown1 that, for massless particles with 
integer or half-integer spin 5, one may construct a 
SchrOdinger type wave equation and solve this equa­
tion for the multipole radiation solutions, all in com­
plete parallel to a treatment of the photon and Max­
well's equations. The purpose of this paper is to ex­
tend the construction of multi pole solutions for any 
spin to include also particles with mass m, to examine 
the rest system and massless limits of the massive 
theory, and to secondquantize the massive theory in 
terms of angular momentum eigenstates. 

The basic description to be used for massive partic­
les should have a well-defined Hamiltonian operator, 
and a wave function that has simple Lorentz trans­
formation properties and is not subject to auxiliary 
conditions. Such a description exists and has been in­
vestigated in detail by Weaver, Hammer, and Good.2 

Following Ref. 2, the wavefunction 1/1, representing a 
particle of mass m and spin s, is 2(2s + 1)-dimen­
sional and satisfies the wave equation 

H1/I(x, t) = i.2. 1/I(x, t) (1) at 
(the units are 11 ::: C ::: 1). The Hamiltonian operator 
H is given by 

H:::: E o51'5-1 , (2) 

where 5 is derived in Ref. 2 to have the form 

2s (a.p)n 
5 == n~ dn TPT I'n. (3) 

The coefficients dn depend only on I p I the magnitude 
of the momentum operator P(= - iV). The explicit 
forms of 5 and 5~1 are tabulated in Ref. 2 for spins 
0, ~ , 1, and i, and general formulas from which one 
may derive the coefficients dn for arbitrary spin are 
given in Ref. 3. Also, one has the definitions 
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I' == (~ J). 
where I and s are the (2s + l)-dimensional unit and 
Hermitian spin matrices, respectively. 

(4) 

As shown in Ref. 2, Eq. (1) is completely equivalent to 

EoSt {3Si11/1 = i~l/I, (5) 
at 

where the operator 5t is 

St = exp[sEo tanh-1(IPI /Eo)a·(P/1 pi »). (6) 

The operator 

-' a II' a I EO=lai Zat l 

is the sign of the energy operator. It differentiates 
between particle and antiparticle states. 

Equations (1) and (2) imply that 1/1 satisfies the KJ,ein­
Gordon equation for mass m, and with respect to the 
homogeneous Lorentz group. 1/1 transforms as the 
direct sum of the (s, O) and (0, s) representations. 

The outline of this paper is as follows: In Sec.II the 
multi pole solutions of Eq. (1) are derived and discus­
sed. The rest system and massless limits are then 
presented in. Secs. III and IV \vith the latter limit being 
shown to coincide with previous work. 1 Finally, the 
massive description is secondquantized in terms of 
angular momentum states and compared with some 
other formulations in Sec. V. 

n. MULTIPOLE SOLUTIONS 

Making the substitution I/I(x, t) == W(x)e-iEt in Eq. (1), 
one obtains the eigenvalue problem 

HW(x) = EW(x). (7) 
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Following Ref. 2, the wavefunction 1/1, representing a 
particle of mass m and spin s, is 2(2s + 1)-dimen­
sional and satisfies the wave equation 

H1/I(x, t) = i.2. 1/I(x, t) (1) at 
(the units are 11 ::: C ::: 1). The Hamiltonian operator 
H is given by 

H:::: E o51'5-1 , (2) 

where 5 is derived in Ref. 2 to have the form 

2s (a.p)n 
5 == n~ dn TPT I'n. (3) 

The coefficients dn depend only on I p I the magnitude 
of the momentum operator P(= - iV). The explicit 
forms of 5 and 5~1 are tabulated in Ref. 2 for spins 
0, ~ , 1, and i, and general formulas from which one 
may derive the coefficients dn for arbitrary spin are 
given in Ref. 3. Also, one has the definitions 

J. Math. Phys., Vol. 13, No.5, May 1972 

I' == (~ J). 
where I and s are the (2s + l)-dimensional unit and 
Hermitian spin matrices, respectively. 

(4) 

As shown in Ref. 2, Eq. (1) is completely equivalent to 

EoSt {3Si11/1 = i~l/I, (5) 
at 

where the operator 5t is 

St = exp[sEo tanh-1(IPI /Eo)a·(P/1 pi »). (6) 

The operator 

-' a II' a I EO=lai Zat l 

is the sign of the energy operator. It differentiates 
between particle and antiparticle states. 

Equations (1) and (2) imply that 1/1 satisfies the KJ,ein­
Gordon equation for mass m, and with respect to the 
homogeneous Lorentz group. 1/1 transforms as the 
direct sum of the (s, O) and (0, s) representations. 

The outline of this paper is as follows: In Sec.II the 
multi pole solutions of Eq. (1) are derived and discus­
sed. The rest system and massless limits are then 
presented in. Secs. III and IV \vith the latter limit being 
shown to coincide with previous work. 1 Finally, the 
massive description is secondquantized in terms of 
angular momentum states and compared with some 
other formulations in Sec. V. 

n. MULTIPOLE SOLUTIONS 

Making the substitution I/I(x, t) == W(x)e-iEt in Eq. (1), 
one obtains the eigenvalue problem 

HW(x) = EW(x). (7) 



                                                                                                                                    

MULTIPOLE RADIATION SOLUTIONS 641 

Defining 

1; == (8 0) 
OS' 

one has the commuting set of Hermitian operators 
H, J2,J3 , 1;2, and A where 

(8) 

(Latin indices run from 1 to 3 and repeated indices 
are summed over.) The operator A is the helicity 
operator with eigenvalues Tj = - s, - S + 1, ••• , s. 

The problem is, therefore, to find physical solutions 
such that 

HW=EW, 

J2W= J(J + l)W, 

[ 
r: (..JE2-m2)il exp L- 2ETj tanh-1 I I J 

E,BW(X) = E o 

Substituting Eq. (15) into Eq. (16) one obtains 

h/(r) = E(j2(E, Tj)kz(r), I J - s I !S l!S J + s, 
where 

6(E,71) = exp [ETj tanh-1(..JE; ~ m 2)J 
= (lEI +.JE2_ m 2\€1l/2 

I E I - .JE2 - md 

(10) 

(11) 

(17) 

(18) 

The helicity eigenvalue equation leads to the following 
equations for the kl : 

S·p L; kzwJ!z.s = Tj ..JE2 - m2 L; kzwf.z.s. (19) ( 
J+S) ( J+s ~ 

1=IJ-sl z ~IJ-si 

This set of equations for the k[, has the same form as 
I 

J 3 W=MW,-J!S M !SJ, 

1;2W = s(s + 1)W, 

AW=l1W, -S!STj!SS. 

(12) 

(13) 

(14) 

The simultaneous eigenfunctions of J2, J 3' and 1;2 
are the spinor spherical harmonics W:y'I.S defined in 
Ref. 1, and the most general form for W(x) is 

J+s [ (\11M 
(8 <P») (0 )] W(x) = E hz(r). OJ·I.S , + kl(r) ,T.M (0 ) 

1~IJ-sl 'l'J.I.s ,<p 
(15) 

(r, 0, and q; are the spherical polar coordinates of x), 
with the 2(2J + 1) [or 2(2s + 1) if J < s] radial func­
tions (with the other indices suppressed) to be deter­
mined. 

Defining E == Ell E I, one can show that Eqs. (10) and 
(14) lead to the following equation for W: 

(16) 

I 

the eigenvalue problem for the massless Hamiltonian 
which was solved in Ref. 1. The radial functions kz 
are, therefore, given by 

kz(r) = [Cz(Tj)lpl/2]Hl+1/2(P), 

where p == .JE2 -m 2 rand HZ+1/2 are Bessel or Han­
kel functions. The coefficients C/(Tj) are determined 
by the following set of homogeneous equations: 

4i af:!-sICIJ-sI+I(Tj) = 1]C1J-sr(T/), 

- {iaj';s-l CJ +s-1(Tj) = TjCJ+j'TI), 

- { iat'-'-!CZ- 1 (T/) + !iat· s CZ+1(1]) = T/Cz(T/), 

I J - S I + 1 :s 1 ::0; J + 5 - 1, (20) 

where the coefficients afs are defined, as in Ref. 1, 
to be 

aJ,s == (1 + s + J + 2)(Z + 5 - J + l)(Z - S + J + l)(J + S - l»)1/2. 
z (2l + 1)(2l + 3) 

(21) 

Equations (20) are similar to the set of equations 
found in Ref. 1 for the massless particle case with 
the important difference that now the eigenvalue 1/ 
ranges from - S to 5 rather than being restricted to 
the maximum and minimum values as in the mass­
less theory. Thus, in the massive theory, the eigen­
values of total angular momentum J are permitted to 
have values less than s. 
Equations (20) can be put in the matrix form 

(22) 

where A ,5 is a (2s + 1) x (25 + 1) [(2J + 1) x 
(2J + 1)1 Hermitian matrix for J 2= s(J < s), and C(1]) 
is the column vector 

[

CJ+S(T/) ] . 
C(T/) = . . 

C IJ'-st(T/) 

(23) 

The eigenvalues of A J ,$ are found to be - s, - S + 1, 
••• , S for J ~ s, and - J, - J + 1, •• " J for J < s so 
for J < 5 not all the 2s + 1 helicity states are pos­
sible. However, since the eigenvalues of AJ s are pos­
sible eigenvalues of A, the solutions of Eq. (22) exist. 
Furthermore, because of the HermiticitY of A J s' the 
coefficients Cz(T/) can be chosen to satisfy the follow­
ing orthogonality and completeness relations 
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J+s 

E C/(1)')Cll'J) == o~~" E C l1*(r/lC /(T/) == Oil, (24) 
l=fJ-sf ij 

(where * indicates complex conjugation). Also, since 
Aj,s == - AJ,s' the C1(T/) can be chosen to satisfy 

(25) 

Finally, the complete solution to the eigenvalue prob­
lem is 

J+s 

Wl,ij,J,M (x) = m S :E Cz{T/)p-1/2H1+1/2(P) 
I =fJ-sf 

x [6(E, T/)EwY,I,S(e, <p) J 
13-1 (E, T/)w1.1,S(e, <p) (26) 

(the factor m S is included to facilitate the massless 
limit). For solutions Wt.n,J,M(x) regular at the origin 
P == 0, one uses Bessel functions for Hz+1/2' To obtain 
outgoing spherical waves one uses, as in the massless 
case, Hankel functions of the first (second) kind 4 
H(1) (H<2», when E > 0 (E> 0). ' 

In the case of outgoing spherical waves the complete 
solution is ' 

W±(J,M, 8,71,1 E I; x, t) 
J+s 

== m S :E CI(71)P-1/2H~1,2) (p) 
l=fJ-sf ;z. 112 

[
13(± \ E \ ,'I)E'lJJMl see (n)] 

X .. ''I' eTiIElt 
6-1 (±1 EI, 'I)'lJY,I,s{B, <p) • 

(27) 

The upper (lower) signs are for positive (negative) E 
solutions and the first (second) kind of Hankel function 
is to be used with them. 

USing Eq. (27) one may now construct the definite 
parity multipole solutions. From Ref. 2 the parity 
operator II is defined by 

n == i{3P, (28) 

where P f(x) = f(- x). Thus, for half-integer spin s 
the parity eigenstates are 

1/I~ag (J,M, 8, 'I), IE I;x, t) 
== [1 + (- 1)J-l/2II]1Ji±(J ,M, 8,1), IE I; x, t), 

1/Ielec (J,M, 8,1), IEI;x,t) 
== [1 + (- 1)J+1I2II]1/I±(J,M, 8,1), /E /; x, t), 

the motivation being that 

D1/Imag == (- 1)J-1/21/1mag, 

lli/lelec== (_I)J+1/21Jielec' 

For integer s one defines 

1/Imag (J,M, 8,1), IE\;x, t) 
== [1 - i(- 1)Jll]tt;±(J,M, S,71, IE I;x, f), 

1/Ielec (J, M, s, TI, I E \; x, t) 

== [1 + i(-I)JII]1/I±(J,M, S,TI, IE\;x, t). 

(29) 

(30) 

(31) 

In this case the appropriate parity operator is {3P == 
- in and one finds 
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- illl/lmsg == (- 1)Jltrmag , 

- iIIl/lelec == (- 1)J+11/1elec' 
(32) 

m. THE REST SYSTEM 

~et v, the ma~nitude of the particle velocity be de­
fmed by v == E2 - m2/ IE I. The rest system is de­
fined by v == O. To first order in v one has 

I3(E, TI) == 1 + ET/v, 

..JE2 -m2 == mv 

and therefore, for small v, 

[

E wtt sJ x " M • 
- WJ,t,s 

(33) 

W
M 

J J,l,s 

'lJM J,t,s 

(34) 

In order to obtain a meaningful limit in Eq. (34) as 
v ~ 0, one must use Bessel functions4 ~ +1/2 (m vr) for 
Ht+1/2 • Then, since 

lim (X)-1/2JI+1 12 (x) == \ O~ 
x-->O ) v2/1r, 1 == 0, 

1> 0 (35) 

one sees that lim We~ ~,J,M(X) == 0 as v ~ 0 for all J '" s, 

since for all such J the corresponding 1 is greater 
than zero. For J == s, the limit is nonvanishing since 
I == 0 occurs. and one, then, has 

• 5 Co(TI) [E I S,M>] 
l~llJWE,n,J,M (x) == m

S ../2." 18,M) , (36 ) 

where 18, M) are the (28 + I)-dimensional eigen­
vectors of the ope~ators 82 and 8 3 , Thus, limW:,lJ,J,M 
as v -> 0 are the eIgenvectors of ~3 and m{3 belonging 
!o the eigenvalues M and Em ,respectively, where ~3 
IS the component of spin along the z direction and 
m {3 is the rest system Hamiltonian. 

IV. THE MASSLESS PARTICLE 

Consider the behavior of Wl,n,J,M(x) as m -> O. One 
gets 

(37) 

where 

lim ms(1 E I + I P ') ±f1J/2 == (21 E I )±€1)lim m(S'f€1j). 

m~ IEI-ipi m~ 
(38) 

Since it is always true that OJ :s s, it follows that for 
171 I '" 8, lirum (SHlJ) == 0 as m -'> O. Thus, for J < s, 
limWi,ij,J,M (x) == 0 as m ~ 0, since in this case I TI I :s 
J < s, while, for J ?: S, 

lim WS (x) 
m--+O E,1),J,M 

== 0, ·1 TI \ ;it S, 
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= (2IEI)s 25 Cl(ES)P-l/2Hl+l/2(P)[E \}IO;;:l,S] , 
1 clJ-sl 

'T/=ES (39) 
J+s [ 0 ] = (2IEI)s ~ Cz(- ES)p-l/2Hz+1/2 (P) M ' 

Z =IJ-si \}IJ,Z,s 
'T/ = - ES. 

The second of Eqs. (39) is, except for normalization, 
in complete agreement with the massless solution 
found in Ref. 1. 

V. SECOND QUANTIZATION 

For the purposes of second quantization, it is con-

Wi,~,J,M (x) 

= m S 

[

exp [E tanh-l (m) SOP] 
lEI Ipi 

o 

Then one defines a set of functions WE,~,J,M (x) by 

ws ( ) - s r. t h-l(IPI)aoP]ws ( ) E,ij,J,M X - m exp LES an lET TPT E,~,J, M x, 

(42) 
so that 

WS 
E,I),J,M 

\}Itz,s] • 
\}1M 

J,Z,s (43) 

The reason for this decomposition is that W satisfies 

EOf3WE,J),J,M (x) = EWE,J),J,M (x), 

A WE,J),J,M (x) = 'T/WE,ij,J,M (x) 

(44) 

(45) 

and, therefore, may be identified as the partial wave 
decomposition of the Foldy wavefunction. 5 Note that 
apart from an over-all constant W is identical to the 
first term in Eq. (34) and so is related to the rest 
system of the particle. 

On~ may rewrite Eq. (44) as (3WE,J),J,M = EWE,ij,J,M. 
USlUg this form, Eq. (42) may be written 

Wk,I),J,M (x) = mSS(P)WE,J),J,M (x), 

where S(P) is given by 

with 

S(P) = cosh(YA) - ysf3 sinh(YA), 

S-1(P) = sech(2YA)S t(P) 

y == tanh-l( I pi/Eo) 

and _ (_ I 10) 
Ys = 0 

(here t indicates the Hermitian conjugate). 

(46) 

(47) 

The operator S (P) and its properties for any spin 
have been discussed in detail by Williams, Draayer, 
and Weber. 3 

The most general state function that can be con­
structed from the set U-;:'E,B,J,M (x) is given by 

venient to rewrite the basic solutions, Eq. (26), as fol­
lows: 

[
B(E, 1]) 

Wi.~,J,M(X) = m S 0 

\}1M ] J,l,S. 
\}1M ' J,l,s 

(40) 

where the (2s + l)-dimensional unit matrix is sup­
pressed in B and B-1. In terms of the (25 + l)-dimen­
sional spin matrices, Eq. (40) may be written 

I 

\}1M ] J,l,s • 
,JIM 
J,l,s 

I/J(x, t) = J:: dE ~ AJ,M,J),f(E)~'e,J),J,M (x)e- iEEt 
J,M,~,E 

(41) 

= mSS(P)<l>(x, f), (48) 
where 

<l>(x, f) = 1': dE ~ AJ,M,ij'E(E)WfE,~,J,M (x)e- iEEt (49) 
J,M,J),E 

is the Foldy time-dependent wavefunction satisfying 

Eof3 <l>(x, t) == i ~ <l>(x, f). 
at 

(50) 

The AJ.M E(E) are expansion coefficients and will be 
replaced1;y operators in the second-quantized theory. 

To quantize a field theory there are two possible 
approaches. One can construct a Lagrangian density, 
define from it generalized momenta, and impose the 
usual equal time commutation relations. To intro­
duce the particle concept, one then expands the field 
operator on a complete set of functions, projects out 
the expansion coefficients (which are now operators), 
and derives their commutation relations. The second 
approach is to postulate the commutation relations of 
the expansion coefficients and to derive the relations 
among components of the field operators. The second 
method will be followed in this work. 

Using Eq. (48) to make the connection between I/J and 
<l>, the Foldy wavefunction <l> will be quantized first. 
Thus, one rewrites Eq. (49) in operator form as fol­
lows: 

<}lex, t) = J: dEr(E)J.6M [aJ,M,iE)i%-~J),J,M (x)e- iEt 
, ,I) 

+ bt (E)WS (x)e iEt] , (51) J,M,J) -E,ij,J,M 
where 

r(El == .JE/2(E2 - m 2)l/4 
and 

0J.M,J)(E)/bJ,M,1) (E) 

are the annihilation/creation operators for a particle/ 
antiparticle with quantum numbers E, J, M, 'T/o The 
operators satisfy the commutation/anticommutation 
relations for bosons/fermions with integral/half­
integral spin 
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[a, a]" = [b,b]" = [a,b]" = [a,bl. = ° (52) 
and 
[aJ.M,7J(E), OJI,MI,7J' (E')]" = 0JJ,fjMM,01l",0(E- E'), 

[oJ.M,q(E), bJ"MI,7J' (E')]" = 0JJ' 0MM' 07Jq' o(E - E'), (53) 

where -/+ means the commutator/anticommutator. 
From the above relations it follows that 

'F (WS (x» (WS (x'»* eiE(t -t,)] (54) -E.7J,J,M ex -E,7J.J,M B ' 

where 0, (3 range over the 2(28 + 1) components of 
Wi. n,J,M' At equal times one, therefore, must evaluate 
the integral 

J: dEr2(E) ~ W~.7J.J,M(X)lVtl].J.M (x') 
J.M.7J 

J, oo ~ ~ C/(1I) ci, (T/) 
= m dEr2(E) LJ LJ, -- --;~====;; 

J.M.1I 1.1' ..fiYi ../E2 - rn 2 

x JI+1!2(r../E2 - rn 2 )JI '+1/2(r'''/E2 - m 2) 

X lJIlL(lJ, cp)lJI~:S(e', cp') ® G D, (55) 

where ® denotes the direct product. The complete­
ness relation for the C/(T/), Eq. (24), enables one to 
perform the sum on 11 and then, on I'. The Bessel 
functions also form a complete set, the appropriate 
closure equation being 

J; dx x JI+1/2(xr)J/+1/2(xr') = l/ro(r - r'). (56) 

Using this relation and the completeness of the 
spinor spherical harmonics one finds 

J:dEr2(E) ~M W;E.1I.J.M(X)W:!,I].J.M(X') 
J •• 11 

= io(x - x')(i I : I} (57) 

Then, for the two types of statistics the equal time 
relations among the components of the Foldy field 
operator are 

[l1>ex(X, t), 11>~ (x', t)t = 0exBo(x - x'), 

[l1>ex(x, t), 11>$ (x', t)]_ = (3exBo(x - x'). 

(58) 

(59) 

From Eq. (58), - il1>t(x, t) is the operator canonically 
conjugate to 4.J(x, t) in the case of Fermi statistics, 
and for Bose statistics - il1>tf3 is canonically conjugate 
to 11>. These results agree with those found by one of 
us (D.L.W.) using an expansion of 11> into plane waves. 

Using Eq. (48), the relations for the wave function 
operator 1/1 are [a and f3 range from 1 to 2(28 + 1)] 

[l/Iex (x, t), l/IB(x', t)]" = ° 
and, for Fermi statistics 
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(60) 

which reduces, for spin 1/2, to 

the usual result for the second-quantized Dirac 
theory when one takes account of the normalization. 

Similarly, for Bose statistics 

m-2s [l/Iex(X, t), l/IJ(x', t)]_ 

= [H(P)/Eo S(P)st(P)]aeo(x - x'). (63) 

These results are in agreement with the equal time 
commutators and anticommutators found by Nelson 
and Good6 who quantized the plane wave expansion 
coefficients of l/I(x, t). It should be noted that for Bose 
statistics one should use [(H(P)/Eo)V;(x, t))t rather 
than tJ;t for the operator canOnically conjugate to tJ; or 
make some other adjustment (as discussed in Ref. 6) 
to obtain a casual commutator. 

APPENDIX: PROPERTIES OF THE MATRIX A J S 

AND THE COEFFICIENTS C/(7) 1 

Since AJ,s = As.J one need only consider A J•s for 
J 2: 8. Defining 

the eigenvalues >< of AJ,s satisfy 

det(AJ,s - H) 
2s 

= ><2s+1 _ ><2s-1 ~ a2 + ><2s-3 
r=1 r 

(A1) 

(A2) 

The roots are found to be >< = 8, S - 1, .•• , - s. 

Now for J < 8 one sees because of Eq. (A1) that the 
eigenvalues of A J s are X = J, J - 1, .•• , - J. This 

1 

implies that for the massless particle, in which only 
the extreme values ± 8 of helicity are allowed, states 
with total angular momentum J < s do not exist. This 
is confirmed by the fact that the massless limit of 
massive particle states with J < 8 is zero. 

In order to derive the general formula for the co­
efficients C /(11), consider a sequence of nonzero, real 
numbers {Ok}' and correspondingly, a class of Hermi­
tian matrices Ak defined by 

° - ia1 ° io1 0 -ia2 0 ... 

° • (A3) 

Let Ak(><) denote det(Ak - AI). Then, the numbers 
A k (><) satisfy 
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(A4) If X is such that An(X) = 0, then the column vector 
X(X) defined by 

If one defines kl (X) == 1 and Ao(X) == X, then Eq. (A4) 
is satisfied for k = 1,2, . •• . Define now the 
numbers Xk(i\) by 

where ao == 1. Then Xk(i\) satisfy 

11 

(A5) 

k = 1,2,···. 
(A6) 

- -zliaJ.s 1 0 J+s-

The values of the coefficients CI(11) are listed below 
for some special cases. The normalization is that of 
Eqs. (24): 

Spin ~ (Dirac particle): 

Spin 1 (Vector boson): For J ? s, using the notation 
of Eq. (23), 

1 
C(l) =-

/2 

.~ 
- ZJ2J + 1 

1 

iiHJ + 1 z ---
2J + 1 

j Y+T 
2J + 1 

C(O) = 0 

j2J ~ 1 

C(- 1) = c*(1); 

for J < s, Le., J = 0, C(O) = 1. 

Spin 3/2: For J ~ s, 
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X-1 (i\) 
Xo(i\) 

X(i\) == ~A7) 

is an eigenvector of the matrix An belonging to the 
eigenvalue i\. 

From the above discussion it follows that the co­
efficients CI (11), J - s:::::: 1:::::: J + s are given to within 
a multiplicative constant by 

1 

2 · ftl-+ 1 Z11 --
3J 

(AS) 

C(11) =N 3J - 4(J + 1)112 

~l..j3(2J - 1)(2J + 3) 

1i ( J + 1 )1/2(3J - 4(J + 1)112
) 

J (2J - 1)(2J + 3) 11 

where 11 = !, ~, - t - %, and N~ is the normalization 
constant. Explicitly, 

C(~) = ~ 

~ J J + 1 

ij3(2J
J

- 1) 

-i 
3(2J + 3) 

J + 1 

'j2J + 3 -t 
J 

j 3(2J + 3) 

J + 1 

i~ 
1 J J 

,C(2)= ~ 
J J + 1 

i j3(2J
J 

- 1) 

C(- ~) = C*G>, C(-~) = C(~); 
for J < s, i.e., J = ~, 
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The conventional WKB method for phase shift calculations is known to fail for singular repulsive potentials at 
small incident energies. We show in this paper that the modified WKB method due to Miller and Good can be 
used instead and that it gives better agreement with the exact results of the scattering phase shifts at small 
incident energies and in the small coupling constant limit, as more terms in n2 are included. 

1. INTRODUCTION 

An excellent account of various approximation 
methods on singular potentials was recently pub­
lished in a review article by Frank, Land, and 
Spector.1 We see that the conventional WKB method 
for phase-shift calculations fails badly at low ener­
gies, while it gives very accurate results at high 
energies. In this paper we show that if use is made 
of the modified WKB method as given by Miller and 
Good 2 and later extended to include higher order 
terms in 1f2,3,4 we can obtain a very interesting 
result, namely that the modified WKB method can 
be shown to be valid in regions where the conven­
tional WKB method fails. 

In Ref. 2 it is indicated that the conventional WKB 
method is a special case of the modified method. 
We will mention this in the beginning of the next sec­
tion. We feel, therefore, sure that this modified 
method also applies wherever the conventional 
method is valid. 

In what follows we choose to illustrate the problem 
by a repulsive r- 4 potential and comparisons are 
made with the exact results 5 at the small energy 
and small coupling constant limit in order to verify 
the accuracy of the modified WKB approximation in 
the regions where the ordinary WKB approximation 
fails. We are not necessarily confining ourselves 
with such a potential, nor do we intend to produce 
better results than the existing ones as discussed 
in Ref. 1. The reason why we choose the y-4 potential 
is mainly due to the availability of the exact results 
to compare with. Here the modification on the WKB 
method is our main concern. If we want to obtain 
better results, we will have to go to higher order 
expansion terms than 1f2. This is not attempted here. 
Even to the order h 2 , we believe that the correspond­
ing wavefunction which will be in closed form is 
more useful than some of the methods given in Ref. 1. 
However, we are not discussing any of these prob-
1ems here. What we want to do here is to demon­
strate the method and use the known exact r-4 poten­
tial scattering results as a guidance. We will see 
that the phase shifts of the modified WKB method 
are improved if the next high order terms in 1f2 are 
included. 

In this investigation, we have focused our attention 
to the repulsive potential because it has one turning 
point. We choose our solved part with a single turn­
ing point also. This will appear again in the appro­
priate place. We are concentrating our efforts to 
the L ;" 0 cases. This is because the modified WKB 
method used is more accurate as L becomes large. 
Furthermore, the L = 0 case can be solved by other 
methods, like the variation method etc., where the 
solution will give a better approximation. 

For reason of simplicity, we set m = c = 1. As we 
have been doing previously we will consider the 
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eigenvalue of angular momentum [l(l + 1)]l/21I, as 
the zeroth order in rz, for we think that it has a physi­
cal magnitude as energy or distance. Furthermore, 
we let E == ~n2K2 keeping in our mind that energy 
is of zeroth order in 'Pi. 

2. FORMULATION OF THE PROBLEM 

The Schrodinger equation that we are gOing to solve 
is of the form 

d
2

tJ; + (p~(r)) = 0 
dr 2 1f2 tJ; , (1) 

where in our case, p~(r) = 2E - [l(1 + l)/r2]1I2 -
2(g2/r 4). Here we are only conSidering the repulsive 
potential, so that g2 > O. The Schrodinger equation 
that is used to approximate Eq. (1) is 

d 2¢ p~ 
dS2 + 1[2 ¢ = 0 (2) 

with p~(S) = 2E - [l(l + l)jS2]lf2. Here we remember 
that if p~ (5) = 1, we reduce to the conventional WKB 
method. 2 The reason why we are only able to consi­
der the repulsive potential is due to the limitation of 
the method employed. In the case of p~ = 0, there will 
be one turning point 51 = [Z(Z + 1)]1/2/K and in the 
corresponding case p~ = 0, there will be one turning 
point r 1 also. This relation of one-to-one correspon­
dence is important. As derived before 3 we have 

where as discussed previously, the contour integrals 
are each evaluated around the turning point 51 or 
r 1 to the left and with infinity to the right. 

If we successively use the integration by parts, 

J 00 +iE IOO+iE fOO + if 
udv = uv - vdu, 

00 -if. co-if 00 -if. 

we can get rid of the appearances of divergence in 
Eq. (3) which then yields the following formula: 

r p dr + _ 1, r 1 dr 1, r 1 dr r 1f2 (t"2 t
m

) 

Jr 1 1 24 1'1 q/2ti2 - 1'1 t}l2ti 

Js 1f2 (.J S t!? JS t2' ) 
Sl P2dS + 24 Sl t2/2t22 dS - Sl t2/2t2 dS 

(4) 

(5) 

with the following definitions for t1 = P~, t2 = p~ 
and the upper limit rand S which will eventually be 
set to be infinity later. Remember in Eq. (5) written 
above, we do not have any divergence in the second 
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order terms any more. Then we have, the phase shift 
formula, 

15, = I5 s + lim K(S - r), (6) 
r r~oo 

where I5 s = 0 because the right-hand side of Eq. (3) 
is chosen to be that of a three -dimensional free 
particle. 

3. CALCULATIONS TO THE ZEROTH ORDER 
OF li2 

The formula that will give us the phase shifts needed 
to fio is, simply the zeroth order of fi2 in (5) which 
yields 

t P1dr = t P2dS. (7) 
r 1 S1 

There is no difficulty in evaluating the right-hand 
side of Eq. (7) so that 

t P2(S)dS= JS dS[li2K2S2 -l(l + l)fi2]1/2 
S1 S1 S 

= liK{S- [1(1 + 1)]1I27T /(2K)}, (8) 

while the left-hand side is 

1, • P (r)dr = rr dr [li2g2r4 -l(l + l)li2r2 - 2g2]1/2 
r 1 1 Jr 1 r2 

= nK[r - 2(r~ + r~)1/2E(~7T,k) 
(9) 

with 

r~ = (1/2K 2Xl(1 + 1) + {[l(l + 1)]2 + 8g2K2/li2}1/2), 

r~ = (-1/2K2)(1(1 + 1) -([l(l + 1)]2 + 8g2K2/n2}1/2), 

k 2 = rV(r~ + r~), 

and Fa7T, k), E(h, k) or F, E being the complete ellip­
tic integrals of the first and the second kind, res­
pectively. 

4. CALCULATIONS TO THE FmsT ORDER OF li2 

It becomes a little more complicated to describe the 
higher order terms. Taking the first order of fi2 in 
(5) for the S-side yields 

While, the r-side can be expressed as 

11m - f dr - 1, --- dr \ . \ li2l r( t'{2 ) r( t'{' ) J l 
r .... oo ) 24 r 1 (tF 2tJ.2) r 1 (tF2t]) \ 

= -fiF /[8K (r~ + r~)1/2] 
-fir~(F - J1)/[4K(r~ - r~)(rI + r~)1/2] 
+ 8g4(F + J 2 - 2J1 )/{31f3K[1(Z + 1)]2 

x (r~ + r~)1I2(r~ -r~)21, (11) 

with the following definitions: 

r~ = 8g2 /[2l(1 + l)fi2], (12a) 

{F du 
J 1 = J 0 1 _ (lI2 sn 2u ' (12b) 

J - r,F du 
2 - ,0 (1 _ (lI2 snZu)2' 

(12c) 

and 
(12d) 

Here we use the rotation and formulas from the 
handbook written by Byrd and Friedman. 6 The only 
deviation from this handbook is that here we have 
previously specified the symbol K as given by 
K = (2mE)1/2fi, where energy is always in terms of 
K. So we prefer to use F(~7T,k2) and Ea7T,k2) or just 
F and E to denote the complete elliptic integrals of 
the first and the second kind, respectively. In so 
doing, we have 

and 

J?2F 
J 1 =--­

k 2 - (lI2 2[(lI2(1-(lI2)((lI2 _k2)]1I2' 

t/J= sin- 1 ( (lI2 \112, k'2 = 1-k2, 
(lI2 - k 2 ) 

(13) 

where Ao(t/J,k) is called Heuman's lambda function 
and it is tabulated in Byrd and Friedman. As in our 
case 0 < - (lI2 < 00, we have 

2 
Ao(t/J, k') = iT [E(h, k)F(t/J, k')+ F(t7T,k)E(t/J, k') 

-F(t7T, k)F (t/J , k')], (15) 

where F (t/J, k') and E(t/J, k') are elliptic integrals with 
argument t/J. And they are no longer complete inte­
grals. 

Equation (6) together with Eqs. (8) and (9) give us the 
phase shifts to the zeroth order of li2. With the addi­
tion of Eq. (10) to Eq. (8) and Eq. (11) to Eq. (9) we ob­
tain the phase shifts to the first order of fi2. Here we 

, see that these phase shifts are true for all energies. 

5. PHASE SHIFT AT THE SMALL q LIMIT 

As a check on the formulas previously, we now con­
sider the results that are given by exact solution, 
namely the Mathieus function. However, we see that 
the solutions to the Mathieu equation are only given 
in series form. Recently Coombs and Lin4 gave the 
solution in the small energy and small coupling con­
stant limit. By defining q = Kq(2)1/2 we have, from 
their Eq. (3), 

us = q2 [(1 _q)2 + 7T2q2(~ [(2l + 3)(2l + 1)]-1 
K 1=0 

x P/cose~ 2 + ... J, (16) 

where we have changed from the attractive case to 
the repulsive case by defining a correct q as was 
done above. 

Comparing this with the following well-known equa­
tions 

00 2l + 1 ' 
/(e) = L) --(e,261 -1)P (cose) 

1~0 2iK I' 
(17a) 
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TABLE 1. The exact phase shifts are & = K2g2211Bl' phase shifts 
to the zeroth order in li2 are 6z'O) = K2g221r82, and phase shifts to 
the first order in li2 are 6z(1) = K2g221r8 3. 

(21 + 1)(21 - 1)(21 + 3) 

1 0.066667 
2 0.009524 
3 0.003175 
4 0.001443 
5 0.000777 

8 2 -
1 

8l/(1 + 1)]3/2 
0.044194 
0.008505 
0.003007 
0.001398 
0.000.761 

S3 -

S '(1+ _5_) 
2 81(1 + 1) 

0.058005 
0.009391 
0.003164 
0.001441 
0.000 177 

(17b) 

we obtain, for 1 2: 1, the following expression for the 
phase shifts in the small q limit 

15 z = 21TK2g2/[(21 + 1)(21-1)(21 + 3)], (18) 

where we keep only terms in q2 by omitting the 
higher powers. By comparison with the exact result 
at its small energy limit, we can determine how good 
the WKB approximation is by Simply expanding the 
WKB results to the small limit. So that, to the zeroth 
in 112 , we have, for 1 2: 1, 

15(0) = K(r -S) = K2g2 !.. (19) 
z [1(1 + 1)]3/2 4 ' 

which was obtained by keeping only terms to q2 = 
2K2g2,such that 

1 W.M. Frank,D.J.Land,and R.M.Spector,Rev.Mod. Phys.14l1, 
36 (1971). 

2 S. C. Miller, Jr. and R. H. Good, Jr., Phys. Rev. 91, 174 (1953). 
3 P. Lu, Nuovo Cimento 58A,301 (1968). 

F(tTr,k2) = j1T(l + ~k2 + ... ), (20) 

and 
E(~1T,k2) = jrr(l - ~k2 + " .), (21) 

k 2 = r~/(r~ + r~) = 2g2K2/112[1(l + 1)]2. (22) 

To the first order in 112 , in addition to the same ex­
pansion formula as given in Eqs. (20), (21), and (22), 
we use the expansion formula, which is given in 
906.05 of Ref. 6: 

J 1 =!.. ~ 1; (~m)!(2j)! k2j(a2)m-:i. 
2 m=O j=O 4m4J(m!)2{j!)2 

Now from Eq. (22) and a 2 = -2g2K2/[1(1 + 1)]2112 to 
the second order in q, we get 

15?) = K(r -S) 

= {K2g21T /4[l(1 + 1)]3/2}{1 + 5/81(1 + 1». (23) 

This comparison in the small q limit is shown in 
Table I. We see that it is agreeing in this limit. And 
the agreement improves as 1 becomes larger. 
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It is shown that by constructing expliCit realizations of the Clebsch-Gordan decomposition for tensor products 
of irreducible representations of a group G. one can derive a wide variety of special function identities with 
physica11nterest. In this paper, the representation theory of the harmonic oscillator group is u.sed to give 
elegant derivations of identities involving Hermite, Laguerre, Bessel, and hypergeometrlc functions. 

1. 1NTRODUCTION 

In two recent papers Armstrong1 and Cunningham2 

have employed Lie algebraic techniques to compute 
some integrals which are useful in the quantum 
mechanical treatment of the hydrogen atom. An 
advantage of such techniques is that they allow one 
to compute desired matrix elements for a quantum 
mechanical system directly from the symmetry pro­
perties of the system. There is no need to appeal to 
special function theory for an independent derivation. 
Moreover, the corresponding special function iden­
tities themselves can be more simply and elegantly 
derived on the basis of group theoretic considera­
tions. The identities useful in quantum mechanics 
tend to be exactly those which are derivable from a 
study of the symmetry groups of quantum mechanical 
systems. 

In this paper we extend the single example of Arm­
strong and Cunningham to a general method for the 
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derivation of special function identities. The method 
is simple to describe. Let {i)} be a family of irre­
duCible representations of the Lie algebra G and sup­
pose the tensor product Ilk ® liz can be decomposed 
into a direct sum of representations 

IIk®lIl~ ~E!)nj(k,l)i), (1.1) 
} 

where the multiplicity nik, l) is either one or zero. 
Let {h~P} be a suitably chosen basis (which we call 
canonical) for the representation space of i). Then 
the vectors {h~) ® h,¥>} form a basis for the repre­
sentation space V of Ilk ® Ill' On the other hand, from 
eXpression (1.1) we see that for eachj such that 
nj(k, l) ;0' 0, we can find vectors {H~j >} which form a 
canonical basis for that subspace l-j of V which trans­
forms irredUCibly under i). As is well known, the 
vectors {Hij 1 can be expressed as linear combina­
tions of the {h~> ® h~l)} via the Clebsch-Gordan (CG) 
coefficients 
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H~j) = 6 C(k,m;l,n\j,p)h~lz)&;h!l). (1.2) 
m,n 

Also relations (1. 2) can be inverted to express the 
{h~)@ h~z)1 as linear combinations of the {H~j)}. We 
suppose that the coefficients C(·} are known. 

Consider a realization (model) of ilk &; ill such that V 
is a function space. Then the h~) &; h~l) are functions 
and (1. 2) shows us how to construct the functions 
H~j}. If, however, we can compute the functions H~j) 
directly from our model, we can view (1. 2) as an 
identity relating two families of functions. 

Armstrong and Cunningham conSidered an example 
where G was sl(2, R), {i)} was the discrete series of 
representations, and V was a functional Hilbert space 
such that the basis vectors h~) &; h~l), H~j) were com­
putable in terms of Laguerre polynomials. Substitut­
ing these results into (1. 2) and using the known CG 
coefficients for the discrete series, they obtained an 
identity obeyed by Laguerre polynomials. (Actually 
these authors computed the matrix elements 

(1. 3) 

where <. , .) is the inner product on V but that is 
equivalent to a knowledge of (1. 2). Rather than study 
(1. 3) via the Wigner-Eckart theorem, we choose to 
examine the sums (1. 2). This is because (1. 2) makes 
sense in many cases where there is no convenient 
inner product space structure on V.) 

The key to obtaining a variety of useful identities is 
in the construction of models of ilk &; ill' Once a model 
is constructed the identity follows automatically. The 
author's works 3- s contain a classification of these 
models for many of the symmetry groups of physics, 
in which the representation acts via differential and 
difference operators. Thus, choosing appropriate 
models from these papers we can substitute into 
(1. 2) and obtain a wide variety of special function 
identities. 

In this paper we consider the Lie algebra of the har­
monic oscillator group S, a group which arises in the 
study of the harmonic oscillator problem in quantum 
mechanics. The irreducible representations and CG 
coefficients for 5 are computed in Ref. 3. In particu­
lar, some of the CG coefficients are expressible as 
hypergeometric functions and some as Laguerre 
polynomials. By choosing appropriate models we 
obtain identities involving Hermite, Laguerre, Bessel, 
and hypergeometric functions. 

The identity (5.14) may be new. All results are ob­
tained with a minimum of computation. We do not 
attempt to list all possible models but only a few 
which lead to especially interesting formulas. 

In a subsequent paper we shall apply this method to 
the Lie algebras su(2} and sl(2,R), the latter related 
to the hydrogen atom problem. The CG coefficients 
and special function identities for these algebras are 
considerably more complicated than those presented 
here. 

Unless otherwise stated, all variables appearing in 
this paper are real. 

2. THE HARMONIC OSCILLATOR GROUP 

We designate by S the real four-parameter group of 
matrices 

g{w, «, ,} ~ (~ 
ie-iaW io-tww 

U' 
e- iex -tw 

(2.1) 
0 1 

0 0 

where w = x + iy E C and a, 0 are real. The group 
multiplication law is 

g{w,a, o}·g{w',a', O,} =g{w + e-iaw', a + a', 

0+0' + !(ww'e- ia -ww'e iex}. (2.2) 

In particular ,g{ 0, 0, O} is the identity and the inverse 
of a group element is given by 

g-l{W, a, o} = g{- eiexw, -a, oJ. (2.3) 

As a basis for the Lie algebra S of S we choose the 
matrices.iJl' .iJ 2 , .iJ 3,9' such that 

g{iy, 0, O} = expy .iJl> 

g{O, a, O} = expa .iJ3, 

g{x, 0, O} = expx~, 

g{O, 0, o} = expoS'. 
(2.4) 

It is easy to verify that these matrices satisfy the 
commutation relations 

[.iJ 3,.iJd = .iJ 2 , [.iJ 3' .iJ 2 ] = - .iJ l ' 

(.iJ k , 9'] = 0, k = 1,2,3. (2.5) 

where 0 is the zero matrix. For many purposes a 
more convenient basis is provided by the matrices 

in the complexification of S. Here, 

[.iJ3, .iJ±] = ± .iJ±, [.iJ+, .iJ-] = - 8, 

[ 8, .iJ± J = [8, .iJ 3] = 0. 
(2.6) 

The unitary irreducible representations of S were 
determined in Refs. 3 and 7. We list the results as 
given in Ref. 3. (In this reference, representations 
of the factor group SID are computed where D is the 
cyclic group generated by exp27T .iJ 3' However, the 
modification of these results to compute represen­
tations of S is trivial.) 

There are four classes of unitary irreducible repre­
sentations. The first class consists of one-dimen­
sional representations and is of no concern to us. 
The second class consists of representations (A, I) 
where both A and I > 0 are real numbers. Each (A, I) 
can be defined on a Hilbert space JC with ON basis 
{h,.,: n = 0,1,2, ••. }. Indeed, the defining relations 
are 

J 3hn = (n - A}hn , Ehn = lhn 

J+hn = [l(n + 1}]1/2hn +1> J-hn = (In} l12hn _ l , (2.7) 

n = 0,1,2, "', 

where ,p: ,J3, E are the linear operators on JC cor­
responding to .iJ±, .iJ 3, E in the Lie algebra represen-
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tation induced by (A, i). The unitary operators U(g) 
which define the representation on X have matrix 
elements: 

Un.m(g) = (hn, U(g)h,,) = exp[ia(A - m) + il6 

+ i(n -nI)0] exp(_i;2)(~!01/2 
x (rp/2)m-nL!m-n)(lr 2), (2.8) 

where (', .) is the inner product on :re and L~m)(x) is 
an associated Laguerre polynomial (See Ref. 8, Vol. 
n). We have introduced polar coordinates re iO =~w. 

The third class consists of representations (A, -1) 
where again l> 0 and A are real numbers. The re­
presentations are defined on the same Hilbert space 
X, but the defining relations are now 

J 3hn = {-A -n -1)hn, E~ =-lhn, 

J+~ = (In)112hn_1' J-hn = [1{n + 1)]1/2hn+1' 

n = 0,1,2,···. 

The matrix elements are 

Vn.m(g) = (hn, V(g)hm) = exp[ia(A + m + 1) 

- il6 + i(m - n)0J exp(- tlr2) 

(2.9) 

x (n!/m 1)1/2 (-11/2r)m-nL!m-n){lr2), (2.10) 

where 2re iO = w. 

The fourth class contains representations of the form 
[p, s] where p2 > 0 and s are real numbers with 0 ~ 
s < 1. There is an equivalence [p, s J ~ [- p, s], but 
all other pairs of representations are inequivalent. 
Each [p, S 1 can be defined on a Hilbert space Je with 
ON basis {km : 11'f = 0, ± 1, ± 2, ... }. The defining re­
lations are 

J+km = pkm+1, J-km =pkm-1, (2.11) 

m =O,± 1,±2, ... , 

and the matrix elements are given by 

Wn.m(g) = <kn , W(g)km) 

= (_i)n-mei[(m-n)fJ + (m+s)aJJn_m(pr), (2.12) 

where g = g{2re ifJ , a, 5} and In(x) is a Bessel function 
(Ref. 8, Vol. II). 

Of special interest to us will be the Clebsch-Gordan 
series for the decomposition of a tensor product of 
two irreducible representations of S into a direct 
sum of such representations. Again we quote the 
results from Ref. 3. First we have the decomposition 

00 

(A,I)0(A',1')~ r; $(A+A'-a,Z+i'). (2.13) 
a~O 

A natural baSis for the Hilbert space :re 0 X' corres­
ponding to the left-hand side of this expression is 
given by {\.p::;; hn 0 hI,: n,p ::;; 0, 1, 2, .•. }, while a 
canonical baSis for the subspace transforming accord­
ing to (A + A' - a, l + I') is denoted {h~+)..'-a.Z+I'): 
rn = 0,1, .. '}. The CG coefficients relating these 
bases are 
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K[l n'l' pia m] = (h k<)..+)..'-a.l+l'»' (2.14) 
, '" n.p' m , 

where (. , .), is the inner product on :re 0 X'. 

Explicitly, 

ex (l1/2(ZU + xv) + 1'1/2(wu - zv») 
p (l + l')112 

00 zawmvnup 
= E K[l,n;l',pla,rn] (2.15) 

a.m.n,p~O (a!mln!p!)1/2 

It follows that these coefficients are zero unless 
a + rn = n + p, Furthermore, 

K[ i, n; [' ,a + m - n I a, m ] = (-1) m-n 

x ( al{l' /I)n-mnl \112 
m!(a + m -n)I{1 + l'/l)a+";) 

F{-rn,n - a -min - rn + 1;-I'/l) 
x r(n _ rn + 1) , (2.16) 

where F{a, f3;y; z) is the hypergeometric function and 
r(z) is the gamma function (Ref. 8, Vol. I). In Ref. 3, 
several identities are derived for these coefficients 
based on relations (2.14) and (2.15). 

The CG coefficients for the decomposition 
00 

(A,-1)0(A',-I')~ E $(A +71.' +a + 1,-1-1') 
a~O (2.17) 

are given by 

(hn•p , h!;+)..'+Q+l.-1-1'»' =:;: K[l, n; l' ,P I a, m], (2.18) 

identical with (2.14). 

If I> [' > 0, we have 
00 

(A, 1) 0 (A', - l') ~ E EEl (A + A' + a + 1,1 - 1') (2.19) 
a=O 

with CG coefficients 

(h ,hC)..+)..'+a+1.1-1'»f =:;: G[l n'l' J'la m). (2.20) ntJ, m , " , 

Here, 

Gfl, n; If,j la, m J = (I _if /l)1/2K[l- I', nj I' ,a Ij, m]. 
(2.21) 

The representation (p,s] 0 (A, 1) can be defined on the 
Hilbert space Je 0:re. The Clebsch-Gordan series is 

00 

[p, s] 181 (A, I) 9;' E $ (A - s + a, I) (2.22) 
a::;;-OCl 

and the CG coefficients are 

(k 0 h, k<)..-s+a.Z)' - E(n J'. a m' p2/l) n 'J' m -, , " , (2.23) 

Where {h()..-s +a,Z). m - 0 1 2 ••• } is a canonical baSis m ,-", 
for (A - s + a, l) and (. , .)f is the inner product on 
Je 0:re. These coefficients are zero unless 
m - a = n + j, in which case 

E(n,jj a,m;p2/l) = E{n + a,j;o,m;p2/1) 

= E(m - j,j;o,m;p2/i) (2.24) 

= (j !/mt)1/2 exp(- p2/2l) (P/11/2)m-nJm-j )(p2/1). 

The CG coefficients for the decomposition 
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O(J 

[p,S]0(~,-l)~ I; Ef)(~-S +a,-l) (2.25) 
a ::;;-00 

are essentially identical to (2.23) so we omit them. 
Finally, the representations (~, l) 0 (~' , - 1) and 
[p, s] 0 [p I , s' J have direct integral rather, than direct 
sum decompositions and we will not consIder them 
here. 

It follows immediately from their definitions that the 
CG coefficients satisfy unitarity relations. For 
example, from (2.14) we have 

O(J 

I; K[1,nl;l',Plla,m1K(l,n2;I',P2Ia,m] 
a.m~O 

- 5 5 (2.26) 
- n 1 n 2 P1P2' 

00 

I; K[l, n; [' ,p la1, m 1 JK[I, n; l' ,P I a2 , m 2J 
n,p~O 

= 5 5 . a1 a2 m1m2 

(Note that these coefficients are all real.) Similar 
relations hold for the other CG coefficients. 

3. IDENTITIES FOR THE MATRIX ELEMENTS OF S 

As our first application of the preceding results we 
consider models of the representation (~, 1) 0 (~', [,) 
in terms of functions on the group S. Let g: be the 
space of all functions f(g), g E 5, defined on S. The 
operators P(g), 

[P(g)f] (g') = f(g'g), g,g' E 5, (3.1) 

letermine a representation of 5 on 5', the left regular 
representation. Let UJ~nl) (g) be the matrix element 
(2.8) corresponding to (~, I) and (for fixed b) define 
functions hn(g) = U~~n,Z)(g), n = 0,1,2, ... , in g:. Then 

00 

[P(g)h ](g') = U(A,I)(g'g) :::: .B lJ3.r..,I)(g)h.(g') (3.2) 
n b,n j~O J,k ) 

so that the{hn(g')}form an ON basis for a Hilbert sub­
space of g: which transforms according to the irre­
ducible representation (~, l). The last equality in 
(3.2) follows from the group multiplication property 

O(J 

C1~nl)(g'g) ::::.B lfivy)(g') UJ,i;;Z)(g), g,g' E S, (3.3) 
j~O 

of the matrix elements. 

It follows that (for fixed b, c) the functions 

h (g g') = m:r..,I)(g)U(A',I')(g') n,p' b,n c,p , n,p = 0,1,2, ..• , 
(3.4) 

on the group S x S form a natural basis for the rep­
resentation (~, l) 0 (~', l') under the left regular re­
presentation. Using (2.13) and (2.14), we see that the 
functions 

00 

h~+r..'-a,l+l') (g,g') = .B K[l, n; i' ,P la, m J 
n,p~O 

X C1~nl)(g)U;~?')(g'), m = 0, 1, 2, "', (3.5) 

form a canonical basis for a model of (~ +~' - a, 
I + If). (Note that K['] is zero unless n + P = a + m.) 

We shall obtain an identity for the matrix elements 
by computing the functions h~+r..'-(U~~;~ 0= h:, (g,g') in 
an alternate manner. This computation makes use of 
the obvious properties: 

00 

ha(hh' kh') = .B U(A+r..'-a,I+I')(h')h!'(h k) 
m' j~O l,m J ' 

h,h',kES, 
(3.6) 

and 
(3.7) 

where e is the identity element of S. Setting g' = e in 
(3.5), we find 

h::,(g,e) ::::K[l,a + m -c;l',cla,m]u{'an,_c(g). 

Substituting this result in (3.6) with k = e, h' =g', 
h = g(g')-I, we obtain 

O(J 

h:,(g,g') = I; K[l,a + j -c; l',cla,j] 
j 0 

X lJ3.A+A'-a,I+I') (g')U(A,I). (g(g/)-l) (3.8) 
j,m b,a+)-c • 

The desired identity follows from a comparison of 
(3.5) and (3.8). In particular, if g = g', we find the 
familiar identity; 

.B K[l, n; l' ,P la, m ]q~,;[)(g)U~~;.I') (g) 

n,p _ K[l b 'l' cia b + c - a]U(A+A'-a.l+I') (g) (3.9) 
- "" ()+c-a,rn· 

This identity can be written in several equivalent 
forms by making use of the unitarity of the K coef­
ficients. Substitution of relations (2.8) and (2.16) into 
(3.9) leads to a special function identity. Similar 
identities can be derived in the same manner corres­
ponding to each of the coefficients G [.] and E[.]. 
Some of these are listed in Ref. 3. 

4. IDENTITIES FOR HERMITE POLYNOMIALS 

We now search for additional models of the repre­
sentations (~, ± 1) and [p, S J. Many such models have 
been classified in [3]-[6J in terms of Lie algebras of 
differential and difference operators. We select a 
few of particular interest. 

As shown in Ref. 3, the operators 
d d 

J;= - dx + lx, J; = dx' E = l, 
J3 = _ l-1 d2 + xd _ ~ (4.1) 

x dx2 dx ' 

and basis functions 

"n(x) = 2-nI2 (n!)-1/2Hn (xv'i72), n::: 0,1,2, ..• , (4.2) 

determine a model of (~, l), where Hn(x) are Hermite 
polynomials (Ref. 8, Vol. IT). Another model is given 
by the operators 

J+ = eiO (_ a: + ~), J- = eiO(a: + l:) E = l, 
J3=-ia~ (4.3) 

and basis functions 

hn(x, tJ) = 2-nI2(n!)-1/2 exp(-lx2/4)Hn(xv'i72) 

x ei(n-A)O. (4.4) 

Suppose the operatorsJ!,Jf,Ex andJ~±,J~3,E~ are 
given by (4.1) and define models of the representa­
tions (~, 1), (~/, I'), respectively. Then the operators 
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and basis functions 

hn,p(x,y) = \(x)hp(Y) 

== 2-w+P)/2(n!p! )-1/2Hn(x.f[72)H (x../f72) 
p (4.6) 

define a model of (A, 1) ® (A', l'). We will use (2.13) 
and (4.5) to compute the basis functions h~+A'-a,1 +1') 
== h;.(x ,Y) directly. It is easy to verify that the equa­
tions 

J-hg = 0, J 3hg = - (A + A')hg 

for h:(x,Y) have unique solutions, 

(4.7) 

h:(x,Y) = caZ"a/2(a!)-1/2Ha[(x -y),)t,Il'I(l + I')], 
a = 0,1,2, •• " (4.8) 

where the ca are constants. The remaining basis 
functions can be obtained from the recurrence rela­
tion 

J+h/:. = [(~ + l)ll'/(1 + l')]1!2h~+1l m = 0,1,2,···. 
(4.9) 

The solution is 

h~(x,y) == ca(211't m/2(1 + 1,)m(m!)-1/2Ha(u)Hm(v) 

lx + l'y 
v == ""';;,)2::;:;( l;=+:=l~')' u== (4. 10) 

a, m == 0,1,2, •• ' .. 

To compute ca we use the fact that 
a lCa-k)/2(l')k/2(-1)k 

kg = (a! )1/2(1 + 1')-a/2 z:; hk a-k' 
k~O .Jk! (a - k)'! (4.11) 

which follows from the explicit expression (2.16) for 
K[l,k; [',a - kia, OJ. Comparing the coefficient of x a 

on both sides of this equation, we obtain 

ca == (- l)a. (4.12) 

On the other hand, (2. 14) yields the relation 

h::, == z:; K[l,n;l',p!a,m]hn,p' (4.13) 
n,p 

Substitution of (2.16), (4. 6), (4.10), and (4.12) into 
this relation yields the desired identity • 

Another model of (AI' II) ® (A2' 12 ) is provided by the 
operators (4.3) and basis functions 

h.t,p(x, O) = 2-w+P)/2(nlp!)-1/2 exp(-lx2/4) 

x Hn(x.ffJ2)Hp(x..rr;J2)eiW+P-AI-A2)$ 

= hn(x, 0)hp(x, O), (4.14) 

where I == l1 + l2' Indeed, 

(-a lr) 
J+hn,p==hn(x,0)e ifJ ax +'2 hp{x,0) 

+ hp(x, 0)eifJ(~: + ¥)h.t(X, O) 

== .J12(P + l)hn ,P+l + ,)l1 (n + 1) hn +1 •p (4.15) 

with similar formulas for the other operators (4.3). 
On the other hand, from (2. 13) it is obvious that the 
basis functions h:. for this model are given by 
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h~(x, O) == co 2-m!2(ml)-1!2 exp(-lx2/4) 

x Hm<X.f[72)ei(m-AtA2+a)fi, (4.16) 

where ca is a constant. We can use the identity (3.11) 
with 1 == ll' I' = l2 to compute ca' Indeed, comparing 
coefficients of xO, we find 

_ ~ (- 2)-a/2(a! )1/2/(a/2)! if a is even 
Ca - 10 if a is odd. (4.17) 

(Note that (4.18) is actually the special case x == Y of 
the first identity derived in this section. However, 
the method of proof is much simpler.) 

For our next model we observe that the operators 

K+=-e ifJ
a:, K-==e- ifJ a:, K3=-ia~' 

E = 0 (4.19) 

and basis functions 

kn(x,0) = (_i)nei(n+s)$+iPx, n = O,± 1,± 2"",(4.20) 

define the representation [p, s]. Therefore, the opera­
tors (4. 3) and basis functions 

k,. ® hj (x, O) == (-i)n2- j !2(j! }-1/2 

x exp(+ ipx -lx2/4)Hj(x.fi72) 

x exp[i(n + j + s - 'A)0], 

j,±n:::::0,1,2, ••• , (4.21) 

determine a model of [p, s] ° (A, 1). From the explicit 
form of the operators (4.3), we can directly compute 
the natural basis functions h~-s+a.l)(x, O) == h::,(x, O) 
corresponding to the Clebsch-Gordan series. The 
results are clearly 

h~(x, O) = ca2-mI2(m!)-1/2 exp(-lx2/4)Hm(x.fi72} 

x ei(m-A+s-a)$, (4.22) 

where Co is a constant. We compute the constant by 
evaluating the expression 

00 

h:.<X,0) == 1] E(-j -a,j;a,0;p2/Z)k_j _a 0hj (x,0) 
j=O (4.23) 

at x ::::: O. the result is ca = i a , so the identity 

hf:, == z:; E(n,j; a, rn; p2/1) kn ° hj (4.24) 
J.n 

becomes (after some simplification) 
Q() 

exp(p2 - 2ipx)Hm(x) = 2:; (- 2ip)m-iL(m-j )(2p2)H.(x). 
)=0 J J(4.25) 

A different group-theoretic interpretation of (4.25) 
is presented in Ref. 3, p.l06. 

The operators 

K+ = pe ifJ , K 3 _ • a 
-- t 00' 

and basis functions 

k,.(0) = ei(n+s)$, n = O,± 1,± 2,"', 

E==O 
(4.26) 

(4.27) 
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define another model of [p, s]. It follows from this 
remark and expressions (4.3) and (4.4) that the 
operators 

J+ === eir{;; + l; + p) , J- = e-iO (l.- + lx + p\ ax 2 '} 

E = I, J3 === - i aae 
and basis functions 

kn ® hj (x, 0) = kn ( 0 ) h/x, 0) 

= e i (n+s)02- jI2 (j!)-1/2 exp(-lx2/4) 

x ~(x..ff!2)eiU-A)fJ, 

j,±n=0,1,2,"', 

define a model of [p, s J ® (A, Z). In particular 

J+[k h) = (peiflk ) h. + k eie (_l.- + LX) h. n ) n ) n ax 2 ) ' 

J3[kA] = (- i aae kn) hj + kn (- i aae hj ), 

(4.28) 

(4.29) 

(4.30) 

with similar interpretations of the remaining opera­
tors. We can again compute the basis functions 
h~-s+a,l)(x ,e) == h::,(x, e) directly from (4.28) and 
(2.7): 

h::,(x, 0) = Ca 2-mI2(m! )-1/2 exp[- lex + 2p/l)2 / 4] 

x Hm[(x - 2p/l)..ff!2)e i(m-A+s-a)fJ. (4.31) 

As usual, we compute ca by evaluating (4.23) at x = 0. 
The result is ca = 1, so our new identity becomes 

exp[- 2xp - p2]H",(x + 2p) 
00 

= 6 (2p)m-J£(m- j )(2p2)H(x). (4.32) 
j~O ) ) 

A different group-theoretic derivation of this for­
mula is given in Ref. 3, p.106. 

We omit the routine computation of the identities for 
Hermite polynomials obtained by decomposing (A, l) 
® (A', - Z'). 

As a concluding remark we note that the identity 

2-nI2(n!)-1/2R;,[(2l)-1/2(J+ + J-)Jho = hn' 

n=O,I,2, ... , (4.33) 

holds for the model of (A, I) defined by (4.1), (4.2), 
since J+ + J- = lx. Therefore, (4. 33) must hold for 
all models of (A, I) as classified in Refs. 3-6. This 
identity is by no means obvious for the remaining 
models considered in this paper. 

5. IDENTITIES FOR LAGUERRE FUNCTIONS 

As shown in Ref. 3, p. 111, the operators 

J3 = - i a~' E = I 
and basis functions 

hn(x, 0) = (n! )1/2InI2(lx)A-n.LJA-n)(lx) ei(n-A)fJ, 

(5.1) 

n = 0,1,2, .. " (5.2) 

form a model of (A, n. It follows that the operators 
(5.1) and basis functions 

h",p(x, 0) = hn @hp = (n!p!)1/2Z~1-n/2l;2-P!2 

(5.3) 

define a model of (AI' [1) ® (A 2 , [2)' where [1 + [2 = l. 
Here, 

J+(hnhp) === hne i (a: -Z2) hp + hpeifJ(a: - [I} hn (5.4) 

with a similar interPtetation/or the other operators. 
The basis functions h:l+~-a,l(x, 0) == h::,(x, 0) for 
this representation are easily obtained from (5.1) 
and (5.2): 

h::.(x, 0) = ca(m!)1/2ZmI2(Zx)Al+A2-a-m L~>+A2-a-m\lx) 

X e i(m-A1-A2+a)fJ, 11'1, a = 0,1,2, .... (5.5) 

The value of ca follows by equating coefficients of 
xAl+A2-a on both sides of expression (4.11) (Z = [v 

[' = [2): 

r(A + 1) 
C = 2 zAta/2zA2-aI2(Z + l f;\-~+aI2 

a r(A
2
-a+l) 1 2 1 2 

x IF 1(- Al - a; A2 - a + 1; -[2/[1)' (5.6) 

Thus, 

6 K(ll' n; [2'P I a, 11'1 J (n!p! )1/2Z~1-n/2 
n,p 

x 1~-P!2 z;.Al-n)(llX)L~~-P)(ZzX) 

= ca(m!)1/2(11 + Z2)Al+A2-a-mI2L~1+A2-n-p)[(l1 +[2)x]. 

(5.7) 

In the special case where Al and A2 are integers, this 
identity reduces to (3.9). 

We can construct another model related to Laguerre 
polynomials by observing that the operators 

K+ = e ifJ a:' K- = e- ifJ ( - x a: + ;~) , K3 = - i aae , 

E=O (5,8) 

and basis functions 

kn (x, e) = x-(n+s)/2£n_ s(2p..;x) e iCn+S)fJ, 

n=0,±1,±2, ... , (5.9) 

form a model of [p, s]. Hence, the operators (5.1) 
and basis functions 

kn ® h/x, 0) = (j !)1/2[j/2(lx) A-ix-Cn +5)/2 

x "-n- 5 (2p,fX )LJA-j)(lx) e iCn +5 +j- >")0, 

j,± n = O,± 1,± 2, ... , (5.10) 

determine a model of [p, s J @ (A, I). The basis func­
tions h~-s+a,l) == h::. can be computed directly from 
(5.1) and (5.2): 

x e i (m->"+5-a)fJ, a,m = 0,1,2, .... (5.11) 
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We compute the constants ca by comparing coeffi­
cients of x A- S +O on both sides of (4.23). The result is 

C = e~(- p2/21) (e.)o-s F (- A; a - s + 1; p2) 
ora - s + 1) "1 1 1 1 

= ex/- p2) r(>.. + 1) fe.\ O-SL(o-s) (p2) 
\; 2l r(>.. + a - s + 1) \/) ). I' 

so that the identity 
(5.12) 

k ®h. =" E(n J"a m'p2/1)h'A-s+a,l) 
n J U "" m m 

(5.13) 

reads 

exp(p2) (p2x)(n+s)/2"-n_s(2p[X )LY-j)(x) 

== f; r(x + 1) (P2) m-j TJm-j )(p2) 
m= 0 r(x + m - n - j - s + 1) -:1 

x L~m-n-j-s)(p2)L~-s-n-j)(x). (5.14) 

If A == j = 0, n + s = - a, 1 == 1, this formula simpli­
fies to the well-known expression 

/ r.: ~ p 2 m zJ.,a)(x ) 
exp(p2)(P2xto: 2 Jcx(2pv X) = »'-::0 r(m + a + 1)' (5.15) 

The special case of (5.14) withj = 0 was first de­
rived by Erdelyi in 1937 (see Ref. 9, p.141). However, 
the general formula with j ,e 0 may be new. 

It is a routine computation to obtain models of the 
representation (>..,1) ® (X', - I'), but this will be 
omitted. 

6. DIFFERENCE OPERATOR MODELS 

In this section, we construct Lie algebra models 
using difference operators. These models were clas­
sified in Ref. 4. 

The operators 

K+ = e+ iC (_ L + 1), 

K- = e- iC (- (x + 1)R + x + 1 + :~), (6.1) 

K 3 - . ~ E- 0 --za0' -

and basis functions 

kn(x, 5) = p-nL
x
(-n-s)(p2) ei(n+s)C, n == O,± 1, ± 2, ••• , 

(6.2) 

define a model of [p, s]. Here, 

Rf(x, 5) ==f(x + 1,5), Lf(x, 0) =f(x - 1,0). (6.3) 

On the other hand, the operators 

H+ = -le+ifJ , H- = ie-if)(~ + i~, 

and functions 

H3 = -i ~ 
00' 

E == 1 (6.4) 

j :::; 0,1,2, ... , 
(6.5) 

define a model of (x, I). Thus, the operators 

J+ = e+ ifJ (- L - I + 1), 

J- = e-if) ~ (x + l)R + x - >.. + 1 + :~), (6.6) 
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J 3 . a 1 = - t 00' E == 

and functions 

~ ®hj(x, 5) = (_..ff)j(j!)-1/2p-nL~-n-s)(p2)ei(n+j+s-A)fJ, 
(6.7) 

determine a model of [p, s) ® (X, Z). We can compute 
the basis functions h~-s+a.Z)(x, 0) == h:;,(x, el) directly 
from (6.6), (2.7), and (2.22), with the result 

hO(x el) = C (_ ,IT)m(ml)-1/2 r(x - S + a + 1) 
m' 0 • r(x + 1) 

x ~ 1(- m, s - a; s - a - x; 1-1 )ei(m-A+s-alC. (6. 8) 

(Here, ca could be a periodic function of x with period 
one. However, it is easy to check that Co is actually 
a constant.) The constant ca can be evaluated from 
expression (4.23). Indeed, comparing (4.23) and 
(5.14) withj :::: 0, X = 0, we find 

Ca == pa exp(p2 - p2/21)/r(a - s + 1). (6.9) 

Thus, the identity (5.13) becomes 

exp[p2(1 - 1»)L;cx)(lp2) 

_ '1 I; (x + Cl + m - j) (_lp2)m-j 
-J·m=o X m! 

x 2F 1 (- m, j - a - m; j - a - m - x; 1-1) 

x LJm-j )(p2). (6.10) 

For our last example we consider the operators 

J+ = e ifJ (_ L -1-1' + 1), 

J- = e-;fJ(- (x + l)R + x - X + 1 + ~), (6.11) 

J 3 _ . a 
- - z 00 ' E = 1 + 1'. 

The functions 

h =h ®h'(x 0) == (-..JT)n (-/F)P r(x+X'+l) 
n.p n p' ..Jnf../p! r(x + 1} 

x zF'l(-P,-).';-X'-x;l'-l) 

x exp(n + p - X -X')i0, n,p = 0,1,2, ... , 
(6.12) 

and these operators define a model of (A, Z) ® (X', 1'), 
[In particular, the action of the operators (6.4) on the 
{hn(en yields (X, Z).] Computing the baSis functions 
h;' == h~A+A'-a.I+l'l(x, 0) directly, we find in analogy with 
(6.8): 

h a( 5) _ (_~m r(x + X' -a + 1) 
m x, - Co 1m! r(x + 1) 

x ~l(-m,a - X';a - >..' -x; (l + 1')-1) 
x ei(m+a-A-A')fJ. (6.13) 

Using (4.11) to evaluate the constant, we obtain 

ca == (:) .fiiT.(1 + [,)-0/2(l/l')a/2. (6.14) 

The resulting identity is 
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(A')r(x + A' - a + 1) (-I)a+m(l-l,)ml,-a 
a r(x + A' + 1) 

a +rn 

X zF'l(-m; a- A',a -A' -x;(l + l')-l) = L.; 
n ~O 
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Note on the Explicit Form of I nvariant Operators for 0 (n) 
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A complete set of invariants of O(n) is constructed explicitly and a method of deriving the corresponding in­
variants of O(p, q) is briefly remarked. 

It is assumed that the invariant operators for a Lie 
group are clarified implicitly by the researches of 
Killing, Cartan, and Weyl. It, however, is important to 
know the explicit form for the invariants in applica­
tions to physics. The subject is discussed by some 
authors 1 - 3 and an interesting form for the invariants 
is given for some special groups. But it seems that 
the explicit form for the invariants is not so simple 
as the Casimir operator. In this note, we give a com­
plete system of independent invariants suitable for 
uniquely labeling the irreducible inequivalent repre­
sentations of O(n). A further discussion will be given 
in the near future together with some simple appli­
cations. 4 

The infinitesimal generators Djk' j, k = 1, 2, .•. ,n, 
of O(n) are defined as the quantities which satisfy the 
commutation relations 

[~k,Dzm] = i(ojZDkm + 0kmDjZ- 0jmDkZ- 0kZDjm)' (1) 

where Djk is antisymmetric (Djk = - Dkj ) and Hermi­
tian. As is well known, the orthogonal group O(n) has 
[n/2] invariant operators, where [n/2] is equal to n/2 
or (n - 1)/2 corresponding to even n or odd n. One of 
these invariants is the well-known Casimir operator 

where the superscript n of F denotes the dimension 
number. Unless stated otherwise, similar notation 
and the summation convention from 1 to n will be 
used. 

(2) 

We can give the result for the other invariant opera­
tors G~n) as follows: 

(3) 

Gr) = c(n) for an even nand p = (n - 2)/2, (4) 

where p in (3) takes 1, 2, .•. , (n - 4)/2 for an even n 
and 1,2, .. " (n - 3)/2 for an odd n. It is straight­
forward to show that the GJ,n) in (3) and (4) are in­
variant. The sum on the nght-hand side of (3) is 

taken over all satisfying the condition i 1 < i2 < ... < 
i rr2p-2' The C in (3) and (4) are given by virtue of Djk 
as follows: 

x D. . D. 
zn-2P+lzn-2P+2··~ ~n-l'tn' 

for an even permutation (i l i 2 '" 

in) of (12" 'n), 
for an odd permutation (i 1i 2 '" in) 
of (12" ·n) 
otherwise. (5) 

Thus together with (2) and (3) [and (4) for an even n], 
we have given the [n/2] invariant operators for O(n), 
whose explicit expressions can be easily given. 

It can be seen that these invariant operators are in­
dependent and suitable for labeling the irreducible 
representations of O(n). In order to see the situation, 
let us give an outline of the proof according to Bieden­
harn l and Micu2 : When an invariant is evaluated in 
terms of the highest weight L and only the highest­
order terms [only the terms containing the genera­
tors Hj == D2j - 1 2j(j = 1,2, .•. , [n/2])] in the invariant 
are conSidered, it becomes an invariant of the group 
S (the group of reflections on hyperplanes perpen­
dicular to the roots). That is, the invariants F fll) and 
G (n) become p 

G(n)--'C(n) - L L "'L p p - 1 2 n/2 

for an even nand p = (n - 2)/2. 

(6) 

(7) 

(8) 

These invariants of S have the properties: Their 
Jacobian does not vanish identically and factorizes 
into N[ = n(n - 2)/8 for an even nand (n - l)(n + 1)/8 
for an odd n] linear forms which, when equated to 
zero, give the reflecting hyperplanes that generate the 
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(A')r(x + A' - a + 1) (-I)a+m(l-l,)ml,-a 
a r(x + A' + 1) 

a +rn 

X zF'l(-m; a- A',a -A' -x;(l + l')-l) = L.; 
n ~O 
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Note on the Explicit Form of I nvariant Operators for 0 (n) 

Takayoshi Maekawa 
Department of Physics. Kumamoto Unil!ersity, Kumamoto, Japan 

(Received 20 September 1971) 

A complete set of invariants of O(n) is constructed explicitly and a method of deriving the corresponding in­
variants of O(p, q) is briefly remarked. 

It is assumed that the invariant operators for a Lie 
group are clarified implicitly by the researches of 
Killing, Cartan, and Weyl. It, however, is important to 
know the explicit form for the invariants in applica­
tions to physics. The subject is discussed by some 
authors 1 - 3 and an interesting form for the invariants 
is given for some special groups. But it seems that 
the explicit form for the invariants is not so simple 
as the Casimir operator. In this note, we give a com­
plete system of independent invariants suitable for 
uniquely labeling the irreducible inequivalent repre­
sentations of O(n). A further discussion will be given 
in the near future together with some simple appli­
cations. 4 

The infinitesimal generators Djk' j, k = 1, 2, .•. ,n, 
of O(n) are defined as the quantities which satisfy the 
commutation relations 

[~k,Dzm] = i(ojZDkm + 0kmDjZ- 0jmDkZ- 0kZDjm)' (1) 

where Djk is antisymmetric (Djk = - Dkj ) and Hermi­
tian. As is well known, the orthogonal group O(n) has 
[n/2] invariant operators, where [n/2] is equal to n/2 
or (n - 1)/2 corresponding to even n or odd n. One of 
these invariants is the well-known Casimir operator 

where the superscript n of F denotes the dimension 
number. Unless stated otherwise, similar notation 
and the summation convention from 1 to n will be 
used. 

(2) 

We can give the result for the other invariant opera­
tors G~n) as follows: 

(3) 

Gr) = c(n) for an even nand p = (n - 2)/2, (4) 

where p in (3) takes 1, 2, .•. , (n - 4)/2 for an even n 
and 1,2, .. " (n - 3)/2 for an odd n. It is straight­
forward to show that the GJ,n) in (3) and (4) are in­
variant. The sum on the nght-hand side of (3) is 

taken over all satisfying the condition i 1 < i2 < ... < 
i rr2p-2' The C in (3) and (4) are given by virtue of Djk 
as follows: 

x D. . D. 
zn-2P+lzn-2P+2··~ ~n-l'tn' 

for an even permutation (i l i 2 '" 

in) of (12" 'n), 
for an odd permutation (i 1i 2 '" in) 
of (12" ·n) 
otherwise. (5) 

Thus together with (2) and (3) [and (4) for an even n], 
we have given the [n/2] invariant operators for O(n), 
whose explicit expressions can be easily given. 

It can be seen that these invariant operators are in­
dependent and suitable for labeling the irreducible 
representations of O(n). In order to see the situation, 
let us give an outline of the proof according to Bieden­
harn l and Micu2 : When an invariant is evaluated in 
terms of the highest weight L and only the highest­
order terms [only the terms containing the genera­
tors Hj == D2j - 1 2j(j = 1,2, .•. , [n/2])] in the invariant 
are conSidered, it becomes an invariant of the group 
S (the group of reflections on hyperplanes perpen­
dicular to the roots). That is, the invariants F fll) and 
G (n) become p 

G(n)--'C(n) - L L "'L p p - 1 2 n/2 

for an even nand p = (n - 2)/2. 

(6) 

(7) 

(8) 

These invariants of S have the properties: Their 
Jacobian does not vanish identically and factorizes 
into N[ = n(n - 2)/8 for an even nand (n - l)(n + 1)/8 
for an odd n] linear forms which, when equated to 
zero, give the reflecting hyperplanes that generate the 
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group S. In fact, the Jacobians become apart from a 
numerical factor 

for an even n and 

for an odd n. Thus it demonstrates that the invariants 

1 L.C.Biedenharn,J.Math.Phys.4, 436 (1963). Detailed references 
are quoted in this paper. 

2 G.Racah, Lecture notes in "Group Theory and Spectroscopy," 
Princeton (1951);A.Klein,J.Math.Phys.4,1238 (1963);M.Ume­
zawa, Nucl. Phys. 48,111 (1963); 53,54 (1964); 57, 65 (1964); 

F (n) and G~n) are a suitable basis for all the invariants 
of S, and then FCtI) and GpCtl) are a suitable basis for all 
the invariants of O(n). 

Finally, it is noted that the invariant operators for the 
noncompact group O(P, q)(P + q = n) are obtained ex­
plicitly from (2) and (3) [and (4) for an even n] by 
means of the substitution Djk -) iDjk for j ~ p, k ~ q, or 
j ~ q, k ~ P and retaining other Djk in its original 
form. 
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Ray Theory of Diffraction by Open-Ended Waveguides. II. Applications 
S. W. Lee 

Department of Electrical Engineering, University of Illinois, Urbana, Illinois 61801 
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This series of papers presents an extension of Keller's diffraction ray method to problems involving two or 
more parallel plates by introducing a modified diffraction coefficient which takes care of coupling along a 
shadow boundary automatically. In Part I, a canonical problem was solved and the expression for the modified 
diffraction coefficient derived. In this part, we give a recipe for how to use this set of rays and illustrate it 
through several examples including (i) open-end parallel-plate waveguide, (ii) bifurcated waveguide, and (iii) 
an infinite array of parallel plates. The above three examples represent the only three types of problems in 
the edge diffraction theory that can be solved exactly by analytical techniques based on complex variables. 
In this paper it is demonstrated that all three exact solutions can be recovered by the present ray method. 
Moreover, in some problems where the analytical techniques cannot be conveniently applied, the ray method 
can often provide a useful approximate solution. 

1. INTRODUCTION 

Recently there have been several efforts to apply the 
geometrical ray method to diffraction problems in­
volving waveguide discontinuities in open and closed 
regions. In attacking these problems, one of the most 
important steps is to describe the interaction between 
the upper edge and the lower plate for the structure 
sketched in Fig. 1. In the celebrated method develop­
ed by Yee, Felsen, and Keller (YKF method), 1 this 
interaction is accounted for by including the following 
two sets of rays in the field calculations: 

(i) the rays that bounce back and forth between the 
two edges and 

(ii) the rays that result from the multiple reflections 
and diffractions along the shadow boundary at 
z = O. 

FIG. 1. Geometry of the canonical problem. 
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The rays in (i) can be easily evaluated. Furthermore, 
we usually have to consider the bounces no more than 
a few times since the ray amplitude decays as (ka)-nl2 
after the nth bounces ("a" is the distance between 
two edges; see Fig. 1). The calculation of rays in (ii) 
is much more difficult. In the YFK method, it is 
achieved by summing up the multiple scattering along 
the shadow boundary based on a diffraction formula 
obtained from the classical half-plane problem.2 In 
other words, the solution in the YFK method is 
"built up" from that of a single half-plane under the 
assumption that kb » 1. Normally we would expect 
that the YFK method is valid only for reasonably 
large kb. However, numerical results show that it 
can give good accuracy for amazingly small kb (e.g., 
b = O. 2X) in some cases. 

A different approach to describe this interaction 
was taken in Paper J3 (hereafter referred to as I), 
where we introduced a modified diffraction coeffici­
ent for the rays emerging from the upper edge. For 
the special case kb -) 00, our modified diffraction 
coefficient is reduced to that of a half-plane, and, 
for finite kb, it includes the interaction between the 
upper edge and the lower plate along the shadow 
boundary at z = 0 automatically. Therefore, in apply­
ing our ray method to attack the problem sketched in 
Fig. 1, it is only necessary to consider the rays in 
(i) for the interaction part, but not the rays in (ii). 
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volving waveguide discontinuities in open and closed 
regions. In attacking these problems, one of the most 
important steps is to describe the interaction between 
the upper edge and the lower plate for the structure 
sketched in Fig. 1. In the celebrated method develop­
ed by Yee, Felsen, and Keller (YKF method), 1 this 
interaction is accounted for by including the following 
two sets of rays in the field calculations: 

(i) the rays that bounce back and forth between the 
two edges and 

(ii) the rays that result from the multiple reflections 
and diffractions along the shadow boundary at 
z = O. 
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The rays in (i) can be easily evaluated. Furthermore, 
we usually have to consider the bounces no more than 
a few times since the ray amplitude decays as (ka)-nl2 
after the nth bounces ("a" is the distance between 
two edges; see Fig. 1). The calculation of rays in (ii) 
is much more difficult. In the YFK method, it is 
achieved by summing up the multiple scattering along 
the shadow boundary based on a diffraction formula 
obtained from the classical half-plane problem.2 In 
other words, the solution in the YFK method is 
"built up" from that of a single half-plane under the 
assumption that kb » 1. Normally we would expect 
that the YFK method is valid only for reasonably 
large kb. However, numerical results show that it 
can give good accuracy for amazingly small kb (e.g., 
b = O. 2X) in some cases. 

A different approach to describe this interaction 
was taken in Paper J3 (hereafter referred to as I), 
where we introduced a modified diffraction coeffici­
ent for the rays emerging from the upper edge. For 
the special case kb -) 00, our modified diffraction 
coefficient is reduced to that of a half-plane, and, 
for finite kb, it includes the interaction between the 
upper edge and the lower plate along the shadow 
boundary at z = 0 automatically. Therefore, in apply­
ing our ray method to attack the problem sketched in 
Fig. 1, it is only necessary to consider the rays in 
(i) for the interaction part, but not the rays in (ii). 
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Furthermore, it is important to point out that our 
modified diffraction coefficient is derived from an 
asymptotic solution of a canonical problem for large 
ka, but not kb. Therefore, as long as the term 
O(1/ka) can be safely ignored, our result is valid for 
any kb, no matter how small it is. This explains the 
fact that, in several problems with ka ~ 00, our ray 
method recovers their exact solutions. 

The purposes for this part of the paper are the 
following three. First, we summarize the main re­
sults in I in a fashion such that without reading the 
quite involved derivations and manipulations in I the 
reader may gain a quick grasp of our ray method, and 
especially of the rules in applying it to attack some 
problems. This is done in Sec. 2 which contains 
essentially the same material as that in Sec. 6 in 1. 
A major difference between the presentations in these 
two sections is that here we introduce only a single 
modification function [i.e.ft 8) in (2.3)] for both in-­
coming and outgoing rays. By doing so, the reCipro­
city can be satisfied for this particular diffraction 
ray. A new contribution of the present Sec. 2 is that 
we give a reCipe for the determination of the Green's 
function G(Q') in a given problem, which is of vital 
importance in our later applications. 

The second purpose for this part of the paper is to 
illustrate the application of our ray method by con­
sidering several examples involving edge diffraction 
in waveguides and periodiC structures. The examples 
are (i) bifurcated waveguide (Sec. 3), (ii) step dis­
continuity in waveguide (Sec. 4), and (iii) infinite 
array of waveguides (Sec. 5). In the case of (i) and 
(iii), our ray method recovers the exact solutions as 
expected. For the problem in (ii), there is no known 
analytical solution, exact or approximate. Hence, there 
is no way to estimate the accuracy of the results 
obtained by our ray method. 

The third purpose for this part of the paper is to 
make a quantitative comparison between the solution 
for the bifurcated waveguide obtained by the YFK 
method and that obtained by our ray method which is 
also the exact solution. Since the YFK solution is 
valid only for large waveguide dimensions, we need 
to extract the dominant asymptotic term from the 
exact solution for the purpose of fair comparison. 
This is accomplished by using asymptotic formulas 
developed by Weinstein,4 which are summarized in 
Sec. 6 together with approximate formulas useful in 
simplifying our solutions for small waveguide dimen­
sions. The comparison in Sec. 7 reveals that the YFK 
solution checks with the asymptotic expression of the 
exact solution in their first two dominant terms pro­
vided that the particular mode of interest is not close 
to cutoff. Otherwise, the YFK method does not seem 
able to provide a satisfactory solution. 

2. THEORY 

The canonical problem for our system of rays is the 
one shown in Fig. 1, namely, the diffraction of a plane 
wave by two staggered parallel plates. The incident 
plane wave can be either TM (By, Ex, E z) or l'E (Ey, Bx , 
B z)' This problem has been rigorously solved in I by 
the Wiener-Hopf technique, and its solution arranged 
in a form which admits a ray interpretation. The 
main conclusions are now summarized below. 

A. Modified Diffraction Coefficient 

To introduce our modification conveniently, consider 
first the special case kb ~ 00. In the absence of the 
lower plate, the field 1/J (representing By for TM and 
E for TE) on the ray diffracted at the edge of the y 

upper plate is given by the well-known expression 
[for exp(- iwt) time convention] 

(2.1) 

where eo is the direction of the incident plane wave 
(with unit amplitude at x = z = 0) and (p, e) is the 
observation point. The factor D( e, 80) is known as the 
diffraction coefficient (for a half-plane): 

l 2i sin~80 sin~8 
, cosao + cose ' for TM, 

J - 2i cos~80 cos~8 
r cos80 + cose ' for TE, (2. 2) 

where the angles e and eo take values between - 1T 

and 1T. For finite kb, the diffraction coefficient is 
modified in order to take into account the interaction 
between the upper edge at x = z = 0 and the lower 
plate along the shadow boundary z = O. Our result 
indicates that the modified diffraction coefficient 
D( e, 80) takes the following form: 

: I 
(0) 

~/ 
(b) 

xt { 

---r! -v~..,~z 
~ 

(c) 

(d) 

F1G.2. Various rays in the canonical 
problem. 

(2.3a) 
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where 

{
G+(- k cos e), 11/2 « 1 eo 1 < 11, 

/(e) = [G+(k cose)]-l, 1 eol < 11/2, (2.3b) 

where G+ (a) is the "plus factor" 5 of the normalized 
transformed Green's function, and will be detailed in 
subsection B below. The result in (2.3) is correct 
to the order of (ka)-1/2. Note that a = b csc n. Thus, 
provided n is small enough, (2.3) is valid for any kb. 
It should be emphasized that the modification in (2.3) 
takes care of the multiple reflections and diffractions 
along the shadow boundary (z = 0) only, whereas the 
other interaction between the upper edge and the 
lower plate must be accounted for separately. 
Examples of latter types of interactions are the 
specularly reflected rayS shown in Fig.2(a) and the 
ray bounced between two edges in Fig. 2(b), both of 
which can be easily calculated. For diffraction at 
the lower edge at (x = - b, z = l), the diffraction 
coefficient is given by l5(e, eo) in (2.2), not l5(e, eo) 
in (2.3). This is because of the fact that no shadow 
boundary can be found between the upper plate and the 
lower edge. 

B. Green's Function 

The function G+ (a) is related to the (normalized, 
transformed) Green's function G(a) by 6.7 

G (a) = ~ }OO In G({:l) d{3 (2.4) 
+ 211l -00 {3 - (\ , 

a-Source Lz 
+CD 

(a) 

, 
c 

t 
f 
a 

b 

i 
(b) 

• 
.L • 
a 

T • 
L.z 

I 
t 

(e) 

FlG.3. Configurations for calculating 
the Green's function G(a). 
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which may be identified to the "plus part"9 of G(a) 
in the Wiener-Hopf technique. The function G(a) is 
the normalized version of f(x = 0, a), which is the 
Fourier transformed Green's function for the tangen­
tial electric field (i.e., E z for T M and E for TE) due 
to a point source at x = z = 0 in a confi~ration 
shown in Fig.3(a). The normalization10 is chosen 
such that 

G(a) = f(x = 0, a)/[lim E(X = 0, a)]. (2.5) 
b->oo 

To determine f(x, a) we may foHow the following 
procedure. 7 The Green's function in the spatial 
domain satisfies the wave equation 

( 
a2 a2 ) 

ax2 + ilz2 + k 2 E(x,z) = - o(x)o(y), (2.6) 

where E stands for Ez in the case of TM, and E of 
TE. Taking the Fourier transform of (2. 6) derIned by 

E(X, a) = r: E(x, z)eiazdz, 

one has 

C~~ -y2) f(x, a) = - o(x), 

(2.7) 

(2.8) 

where y = .Ja 2 - h 2 = - i...Jk 2 - (}'2. With the boundary 
condition that E(X = - b, a) = 0, it is a simple matter 
to derive the result 

E(X = 0, a) = (1 - e- 2 }b)/2y. 

It follows from (2.5) that 

G(a) = 1 - e- 2 }b. 

(2.9) 

(2.10) 

With G(a) given in (2.10) the integral in (2.4) can be 
carried out explicitly with the result ll 

G+(a) = .J2kb J 1 + F e-itr/4js~~/ 
x exp[i~b (1 - O. 57721 + ln~ + i;)] 
x exp(ib

y 
In a - y) n (1 + $) e iablntr (2.11) 

11 k n=l lYn , 

where Yn = [(n11 /b)2 - k2]1/2 = - i[k2 - (n11/b)2p/2. 
A short numerical table for G+(a) was given in L 
Further discussions on the computation of G+(a) will 
be given in Sec. 6. A fact worth emphasizing is that 
in a given problem the function G(a) is identically 
the same for TM and TE waves. 

C. Ray-to-Mode Conversion 

Referring to Fig. 2(c), let us express the modal field 
solution in the waveguide as 

(2. 12) 

where Em = 2, m = 0 and Em = 1, m "" O. For pro­
pagating modes, the contribution to em due to a given 
ray is equal to 
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\jJ(i)(x = 0, Z = 0)1)(6 = <Pm - rr, ( 0 ) 

X [(2kb COSCPm)-l ]N-1, (2.13) 

where ¢m = sin- 1 (mrr/kb) is the direction of pro­
pagation for the plane wave associated with the mth 
mode. The first factor in (2.13) is the amplitude of 
the incident ray evaluated at the edge, and the factor 
in r ) in (2. 13) is the ray- to-mode convenion factor. 
The constant N in (2.13) is a normalization factor 
and is equal to the ampltiude of the plane wave com­
ponent in the direction of e in modal field representa­
tion when evaluated at the edge. As an example, for 
the ray shown in Fig. 2(c) we have from (2.12) that 

I
i 

TE: N = - (1/2i)e- i {mnxlb)e rmz 
FZO = 2' (2.14) 

For the ray shown in Fig. 2(d), we have 

TM: N = -!:e- i (mnxlb)e Ym Z I r-b ::=: [(- 1) m/2] e {n,l. (2.15) 
zcl 

With the main results summarized as above, we will 
now state the rules of using the set of new diffraction 
coefficients as follows: 

(i) The new edge diffraction ray given in (2.1) and 
(2. 3) can be used exactly in the same manner as 
the conventional Keller's edge diffraction ray 
given in (2.1) and (2.2). The only difference is 
that the new ray has already included the inter­
action between the edge and its neighboring 
plates along the shadow boundary at z = 0 (for 
all the configurations in Figures 1, 4, 5, and 7.) 
Therefore, in using the new rays, a separated 
account of such an interaction is no longer need­
ed. 

(ii) The Green's function appearing in the diffraction 
coefficient in (2.3) can be found by following the 
method outlined in Sec. 2B above [for the three 
common configurations shown in Fig. 3, their 
explicit forms are given in (2.11), (3. 7), and (5.8), 
respectively]. 

(iii) In computing the field in a waveguide, the ampli­
tude of a modal field in the waveguide (properly 
normalized) is equal to the product of the diffrac­
tion coefficient in (2.3) and a ray-to-mode con­
version factor, as indicated in (2.13). 

In the next three sections, we will illustrate how the 
new system of rays can be applied to solve some 
closed-region boundary value problems having edges 
of a half-plane type. 

3. BIFURCATED WAVEGUIDE 

As a first example, let us consider the problem of 
scattering by a bifurcated waveguide as shown in 
Fig.4(a). The incident field is a TEl mode from guide 
of width a, 

E (i) { 2' il1[bl a} . (1 / ) ( + b) 'la Z 
Y = - le sm 7J a x e , 

O<x<aandz>O, (3.1) 

where Ynd = .j (mi/ d) 2 - k 2, n = 1, 2, 3, ... and 
d = a, b, c. Note that the factor in { } in (3.1) is the 
normalization factor so that the ray traveling in the 
direction e = ¢l = sin- 1 (lrr/ka) has a unit amplitude 
at the edge of the bifurcated half-plane x == z"" O. 

The problem at hand is to determine the scattered 
field in all three waveguides, namely 

E.== 
) 

~ Am{2ie-imnb/a} sin(nl1T/a) (x + b)e-imaZ, 

ml 0 <- X <- a and z > 0 
00 . 

'" B I 2' ,,,,,,bIb} . ( /b) ( '+ b) -'mb Z 
L.J m l - lC sm nUl x e , 
m~l 

o < x < band z < 0, 
00 

6 Cm {2i} sin(rmr/c) xe Ymcz , 
m=l 

b < x < a and z <- O. (3. 2) 

It may be noted that the factors in {} in (3. 2) are 
again normalizations so that the ray amplitudes for 
the three rays shown in Fig. 4(a) are unity at x = z 
= 0 in the modal field. Such a normalization will 
make N defined in (2.13) unity in the later computa­
tion. 

To apply our ray method, we need first to determine 
the transformed Green's function for the auxiliary 
problem, namely, the structure shown in Fig.3(b), 
where the bifurcated half-plane has been 1'emoved. 
Explicitly we are looking for the solution to the trans­
formed wave equation 

(£ - yz) E(X a) = - 6(x) (3.3) 
3x2 ' 

subject to the boundary conditions 

E(X, a) = 0, for x = - b and x = c. 

A little manipulation leads to 

t en )( A I c 

~ I 
a 

j Bn 

(0) 

k( 
----------~~ 

(b) 

(c) 

FIG.4. Scattering in a bifurcated 
waveguide. 

(3.4) 
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€(x = 0, a) = [(1 - e-2}b) (1 - e-2r C )]/[2'Y(1 __ e-2ya)] 

(3.5) 
It follows from (2.5) that the normalized transformed 
Green's function for the parallel plate waveguide is 
given by 

G(1)(a) = [(1 - e-2r b)(1 - e-2YC)]/(1 - e-2ra ). (3.6) 

The superscript in G(l) (0) is to differentiate it from 
the Green's function defined in (2. 10). The "plus 
part" of G(1) (a) as defined in (2.4) can be found 
explicitly, and is given by7 

'(1) _ )(1 - e i2kb) (1 - e i2kC) 
G+ (a) - (1 _ e i2ka) 

x h + a/k e i("J,r)[blll(alb) +c In (alc») 

co (1 + o/iY"b)(l + a/iync ) 

x JJ1 (1 + o/i'Yna ) 
(3.7) 

It is interesting to note that, unlike the field in guide 
of width a, there is no specular reflection for the 
outgoing rays in the fields in the smaller guides 
[Fig.4(c)]. 

The solutions given in (3.8)-(3.10) derived by our 
ray method may be compared with the exact solution 
of the bifurcated problem obtainable by either the 
residue calculus method7.12 or Wiener-Hop! techni­
que. 7 They are identical. This is not surprising in 
view of the fact that our ray theory summarized in 
Sec. 2 was based on an asymptotic solution for large 
kb csc ~ (Fig. 1). In the bifurcation problem, ~ -'> 0, 
and hence our ray method recovers the exact solu­
tion. 

Another point worth noting is that, even though our 
ray method is designed for computing propagating 
modes only, the solutions given (3.8)-(3.10) remain 
valid when {¢la' ¢ma' ¢mb' ¢mc} become imaginary (for 
evanescent modes). However, such an extension of 
our ray method to cover evanescent modes has not 
been shown to be true in general. 

4. STEP DlSCONTlNUITY IN WAVEGUIDE 

In this section, we will consider a waveguide discon­
tinuity problem which has no known analytical solu­
tion, exact or approximate. This is the step discon­
tinuity shown in Fig. 5, with the wedge angle f3 < IT/2 . 

. The incident field from the larger waveguide is a 
TM10 mode given by 

H: = (2/€I)eiZ1Tbla cos{l1r/a) (x + b)eYla~ 

o < x < a and z > 0, (4.1) 

where E/ = 2 if l = 0 and EZ = 1 if I '" O. The problem 
is to determine the scattered field, 
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We will discuss some computational aspects of G!l)(o) 
in Secs. 6 and 7. 

Once C~l) (0) is found, we can immediately write down 
the solutions for modal coefficients by following the 
rules in Sec. 2, namely, for the field in guide of width 
a, 

(
- 2i cos~¢la cos~¢ma 1 \ 

Am = cos¢Za + COS0ma c}l) (k cos¢IJCP)(k cos¢ma») 

x (2ka C~S¢mJ [(1 - ei2kbSin<J>la)(1 _ ei2kbSin<J>ma)], 

(3.8a) 

¢md = sin-1 (rmr/kd), for d = a, b, c. (3.8b) 

Note that the two exponential terms in (3.8) corres­
pond to the specularly reflected incoming and outgoing 
rays at the ground plane at x = - b, as sketched in 
Fig.4(b). Similarly, we can write down the field in 
the two other guides, and the results are 

(3.9) 

(3. 10) 

l f; Am/ e-im1Tbla cos(~lT) (x + b)e- rmaz , 
Jm~O m \ 0 <x < a z > 0 

Hy = I 00 2 (mlT) 2 " ~ C - cos - xe}mc 
LJ m C ' 

m=O Em b < x < c and z < O. (4.2) 

The field in the triangular region between x = 0 and 
x = - a is quite complicated. Fortunately, the field 
there is generally not of primary interest. 

Provided that (3 is much less than (1r/2), the inter­
action between the edge of a wedge and the waveguide 
walls is expected to be apprOximately the same as 
that between the edge of a half-plane and the wave­
guide walls. Under such an assumption, we can write 
down the solution to the present problem as below. 
First, we note that the diffraction coeffiCient D( 8, (0 ) 

given in (2.2) is that for a half-plane. and therefore 
should be replaced by the corresponding expression 
for a wedge, which is given by the well-known expres­
sion 

r( 1r( 8 - eo) 1[2 )-1 
X cos 2lT _ {3 - cos 2lT - (:3 

( 
IT(2lT- £1- eo) lT2 \-lJ 

+ cos 2lT _ (3 - cos 2lT - Sj , 

for TM, (4.3) 

where f3 is the wedge angle. The diffraction coeffici­
ent in (4.3) no longer has the simple symmetry when 
8 (or (0 ) is changed to -8 (or - (0 ) as we had in 
(2.2). Thus, we have to keep track of the five differ­
ent rays shown in Fig. 5 separately. The result for 
the reflected field is 
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x (C51)(k COS¢la)~P)(k COS¢ma)) 

x (2ka c~s¢ma } (4.4) 

where CP)(QI) is given (3.7). The first, second, third, 
and fourth terms in { } (4. 4) correspond to the rays 
1-3,1-4,2-3, and 2-4, respectively. A numerical 
example for Ao (reflection coefficient of TEM) is 
presented in Fig. 6. We emphasize again that the 
result in (4.4) is approximate. Until there is a more 
rigorous way of attacking this problem, we cannot 
estimate its accuracy. 

For the special case (3 = 0, the problem becomes that 
of the scattering of a l'M wave in a bifurcated wave­
guide, and Dw in (4.3) is reduced to D in (2. 2). 
Making use of the property of symmetry 

D(8, 80) = sgn(8, 80 )D(\ 8\, \ 80 \), for TM, (4.5) 

where sgn x = + 1 if x > 0 and sgn x = - 1 if x < 0, 
we obtain the reflected coefficients for a bifurcated 
waveguide (TM) from (4.4), namely, 

(
2i sin~¢la sinMi"a 1 ) 

A = 
m cos¢la + cos¢",a C+(1)(k cos¢/nlC~l)(k cos¢ma) 

C 
II> 

u 

:: 
II> 
0 
u 
c: 
.2 
u 
II> -II> 
Il:: 

'0 
II> 

" ::J 

'" '" 0 

® 

FIG. 5. Scattering by a step discontinuity in a 
waveguide. 
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0.0 L-_----l __ ~ __ _L __ -.L.. __ _L__ _ _..J 210' 
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a/A 

FIG. 6. Reflection coefficient for a TEM mode at the junction of a 
step discontinuity in a waveguide. 

II> 

'" 0 
.>:: 
n-

(4.6) 

This result may be compared with (3. 8) which gives 
the reflected coefficients for TE waves in the bifur­
cation problem. It is of particular interest to note 
that the factors in [ ] in (3.8) and (4.6) due to specu­
lar reflections are the same despite that the specular 
reflection coefficient for Ey in TE is (- 1), and that 
for Hy in TM is (+ 1). This is because of 

for TE, 

for TM, (4.7) 

which contributes an extra minus sign for TM wave. 

5. PERIODIC ARRAY OF WAVEGUIDES 

The other class of closed-region boundary value prob­
lems are those involving periodic structures. Here 
we will consider one example of this type, namely, 
the scattering of a plane wave (l'M) by an infinite 
periodic array of waveguides [Fig. 7(a)). The 
incident field is 

u(i) _ -ik(x sin 80+2 cos80) 
H:; - e , z > O. 

The problem is to determine the scattered field 

(5. 1) 

- b < x < 0 and z < 0, 
(5.2) 

where (3p = k sine~ + (2pn/b), rp = ((3; _,,2)1/2, and 
I'm = [(mn/b)2 - k )1/2. In order to apply our ray 
method in a convenient manner, let us consider the 
equivalent problem shown in Fig. 7(b) with an incident 
field given by 

H i = [ -ikxsin 80 + ik(x+2b)SinSO) -ikzcoss > 0 y e e e ,z. (5.3) 

From symmetry conSideration, the scattered field 
for the problem in Fig. 7(b) may be shown to be 

Hy = f Ap(e -i(3px + ei2kbSin8oei13pX)e-rpz, Z > 0, (5.4a) 
/F-oo 

H = ~ ~ B (1 + ikbSin80 ) (mrr) im
Z 

y L1 c m e cos b xe 
moO em 
even 

+ El 2Bm(1 - eikbSinfb) cos('~rr) xe imZ , 

odd 

- b < x < 0 and Z < O. (5.4b) 

Now we will solve this equivalent problem by our 
ray method. 

First we need to determine the Green's function, 
which is the solution of the transformed wave equa­
tion 

(aa~ _y2)E(X,QI)=-I; 6(x_nb)e-inkoSineo, (5.5) 
x noO 

subject to the boundary condition E(X = - b, a) = O. 
A little algebra leads to the results 
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( ) 
1- e-2yb ~ sinh(r! + l)'Ya -inkaSlll£\j 

E x, (lI = 2 LJ . h e 
'Y n~ 0 sm 'Ya 

1 _ e-2yb 

-- 2'Y(1 _ eb(y-ik sin eJ ) (1 _ e- b(} +ik Sinea) • 

It follows from (2.5) and (5.6) that 

(5.6) 

(5.7) 

The factorization of G(2) «(lI) can be found in Ref. 7, 
and is given by 

1 _ e
i2kb 

(1 _ eikb(l-Sinllo1(1_ e ikb (l+Sin£\J)) 

/--a e -i(ab/rr) ln2 

X V 1 + Ii 1 + a/ iro 

00 1 + a/i'Yn 
x nI]l (I + alirn)(1 + alien)' (5.8) 

Once Gp)(a) is found, the solution for the problem 
shown in Fig. 7(b) can be written down immediately. 
For the reflected field, we have 

(
2i sin teo sin~t/lp 1 ) 

Ap = cos eo + cost/lp GP)(k cos 0o)GP)(k cost/l;J 

x (kb ~ost/lJ ' (5.9) 

where t/lp= - sin-1({:lplk), 0 ~ It/lpl < n/2. In (5.9) 
we note the following: 

(i) The specularly reflected rays are not included 
because of our representation of the fields in 
(5. 3) and (5. 4a), which automatically takes care 
of the specular reflection from the ground plane 

----t-s( 
f 

z 

(a) 

(b) 

FIG. 7. Scattering by an infinite 
array of parallel plates. 
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x =-b. 

(ii) Each waveguide mode (except for T EM) consists 
of two plane wave [e.g., see (2.12)]. Hence, the con­
version factor for ray-to-space harmonics is simply 
twice that for ray-to-mode. This explains the 
absence of the factor 1/2 in the last factor in (5.9). 

For the transmitted field, we have 

B _ (2i sintOo sin[t(<4n -n)] G+(-k cos(4)m - n») 
m - coseo + cos(cf>m - n) G ... (k COSOo) 

x (2kh ~os4>m) [(1 - ei2kbSin60)JN~\ (5.10) 

where Nm is the normalization factor and may be 
found from (5.4b), 

m = 0,2,4,"', 

m = 1, 3, 5, . . . . (5. 11) 

The solutions given in (5.9)-(5. 11) are again identi­
cal to the exact solutions obtainable through the 
Wiener-Hopf7,13 or the residue calculus method. 7 .14,15 

6. APPROXIMATE FORMULAS FOR THE GREEN'S 
FUNCTION 

As illustrated in previous examples, the central step 
in calculating our modified ray amplitudes lies in 
the computation of the "plus part" of the normalized 
transformed Green's function G+(a). In the present 
paper, we have given the explicit forms of G+(Q) for 
three commonly encountered configurations, namely 
(i) G+ (0') in (2.11) for a half-plane above a ground 
plane [ct. Fig. 4(a) and Fig. 1], (ii) G+ (a) in (3.7) for 
a half-plane in a parallel-plate waveguide [ct. Fig. 
4(b) and Fig. 5], and (iii) GP)(a) in (5.8) for a periodic 
array of half-planes [cf. Fig.4(c) and Fig. 7]. They 
are all expressed in terms of the form of infinite 
products. For small and moderate guide dimensions, 
the infinite products converge quite rapidly; however, 
for large guide dimensions, their computations can be 
very laborious. Take (2.11) as an example; it may be 
shown that the normalized truncation error for aN­
term product is less than (ab/n)2/N provided that 
[(ab/1T)2/NJ «1. Thus for very large (ab/n), the 
convergence of the infinite product is slow and the 
computation of G+(a) becomes laborious. In such an 
event, it is desirable to use an asymptotic formula 
given below. 

For large ka, kb, and kc, all the three functions in 
(2.11), (3.7), and (5.8) canbe approximately16 ex­
pressed in terms of a universal function U(s, p) 
defined by Weinstein. 4 The results are 

G+ (k cose) ~ exp{U(s = ";2kb cosO, P = kb/n 

- l[kb/n]I)}' 

G}l)(k cos8) ~ exp{U(s =..J2kb cos8, P = kb/lI 

-/[kb/n]l) + V(s =-J2kc cos8, P =kc/lI 

- l[kc/nJi) - V(s = 2ka cose, P = ka/n 

(6.1a) 

- I [ka/nlJ)}, (6.1b) 

GP)(k cosO) ~ exp{V(s = ../2kh cosO, P = kh/21T 

_ I [kh/2nJl) - V(s =..Jkh CDSe, 
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p = [MJ(l + sinBo)/21Tj- l[kb(l + sinBo)/21T]I) 

- U(s =..fkb cose, p = [kb(l - sinBo)/21T] 

-1(kb(1-sinBo)/2rr]I)}, (6.1c) 

for ka, kb, kc » 1, 

where I [dll means the largest integer in d. The func­
tion U(s, p) is defined as 

(6. 2) 

and may be approximated by 

(i) s» 1, 
e- i3n / 4 ~ e i2 'ITpn (1) U(s,p) =--, - LJ -- + 0 - , 

Y2ns n=l n 3 / 2 S3 
(6.3a) 

(ii) s« 1, 

U(s, p) = Mn(l - e i2np
) + ln~ + .J4:P) 

+ s e-nr/4 ~ ----===- - --, + 0(5 2 ), ~
' co ei2npn 1 ) 

n=l ..f 2rrn ..f4iiP 
(6.3b) 

(iii) s « 1 and p « 1, 

U(s, p) = - ~(ln2 + i77/2) + In(s + .J477p) 

- ~(1 - i)O. 824,1477P + 0(S2) + O(p) + O(s..jp). 
(6.3c) 

An application of these asymptotic formulas will be 
given in Sec. 7. 

For small ka, kb, and kc, the infinite products in 
(2.11), (3.7), and (5.8) converge very rapidly. As a 
matter of fact, if we drop the terms of (ka/77)2, 
(kb/77)2, (kC/77)2 and higher, the following Simplified 
results may be obtained: 

G+(k cose) ~2e-irr/4Icos;:.JSinkb exp{[(ikb COSB)/1T] 

'x [1 - O. 57721 1- In(21T/kb) + i1T/2]} 

x exp[(ikb/1T)IB! ISinBI], (6.4a) 

Gj1)(k cose)~ ,1(1 - e i2kb )(1 - e i2kc )/(1 _ e i2ka ) 

hi cos~e! x exp{[(ik cose}/1T][b In (a/b) 

+ Cln (a/c)]} , (6.4b) 

GP)(k cosB) 

~ ,1(1 - e i2kb )/[1 ~ e ikb (1+Sin6())rrr _ eikb(l-Sin~ 

x v'2! cos B/2! 
1 + (cosB/!coseol) 

x exp{- f(ikb cose)/'tr] ln2}, 

for ka, kb, kc « 1. (6.4c) 

Through numerical computations it has been shown17 

that (6. 4b) gives good accuracy for (kb/1T) < 1 and 
o ::5 °0 ::5 60°. We would expect the same accuracy 
from (6.4a) and (6. 4c). 

7. COMPARISON WrrH YFK METHOD 

The methodological difference between the YFK 
method and our ray method has been discussed in 
Sec. 1. Here we will make a quantitative comparison 
between their final solutions for a specific problem, 

namely, the bifurcated waveguide discussed in Sec. 3. 
Let us concentrate on the self-reflection coefficient 
of the TEIO mode due to an incidence from the largest 
guide. The solution obtained by our ray method is 
given in (3. 8) with m = I, which is also the exact 
solution. Under the assumption that 

ka, kb, kc » 1, (7.1) 

we will compare it with the corresponding solution 
obtained by the YFK method for the following cases. 

A. T EIO Is Not Close to Cutoff 

More precisely, we consider the case with 

kd cosrpla » 1, for d = b,c. (7.2) 

Then we may use the formulas in (6. 1b) and (6. 3a) 
to expand G+(l)(a) appeared in (3.8), and the result is 

A ~ 
I 

(

- 2i COs~cf;la COS~cf;la (1 _ e i2kb sin ¢la)(l _ e i2kbsln ¢Ia) ) 

cos¢la + cosrpla 2ka cosrpla 

(
e

ilf
/
4 (1 1) Xe -- ---+--

xp . ffi cosrpla cosrpla (7.3) 

x ~ --- + - --- + 0 -co (e
i2nkb 

e
i2nkc 

ei2nka) (1)·1 
n=l n..f2nliO n{2nJiC n.f2nRa k' 

where O(l/k) means that terms of (kd coSrpla)-l with 
d = b, c and higher have been ignored. If we further 
expand the exponential function in (7. 3) and retain its 
leading term, we have 

Al~ 

(
- 2i cos~cf;la cos~rpla (1 _ ei2kbSin¢Ia)(1_ ei2kbSin¢la») 

cosrpla + cosrpla 2ka cosrpla 

x {I + 111}, (7.4) 

where 111 may be regarded as the contribution from 
the multiple scattering along the shadow boundary at 
z = 0 (Fig. 4) and is given by 

ei 'IT/4 ( 1 1) 
M = ffi cos¢1a + cosrpla 

X [f; (e
i2nkb + e i2nkc 

_ e
i2nka )~+ 0(1) (7 5) 

n=l n..f2n!i1j nhnkc n..f2nJi(i ~ li" 

The corresponding formula obtained by Yee and 
Felsen18 can be also expressed in the form of (7.4) 
except that M is different. Their lvl is given by19 

MYFK = -- --- + -- -- + -- + IV e
irr

/
4 

( 1 1) ( e i2kb 
e

i2kc 
) 

ffi cosrpla cosrpla .f41iTi7j .J 41Th c " , 
(7.6) 

where N is a doubly infinite summation, and is due to 
the contributions from the second and higher interac­
tions along the shadow boundary at z == 0 (Fig.4). Yee 
and Felsen18 have shown numerically that N in most 
cases does not contribute Significantly to MYFK , and 
therefore its expliCit form is not given in (7.6). Now 
let us compare (7. 6) with (7. 5). We note that they 
agree only for the two most dominant terms. A similar 
conclusion has been reached by Bowman20 in the 
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comparison of the YFK solution and the exact solution 
for the problem of diffraction by an open-ended wave­
guide (Fig. 1 with ka ~ co). At this point we should 
emphasize the fact that the result given in (7.4) and 
(7. 5) is not the rigorous asymptotic expansion to the 
order of (l/k) of the exact solution in (3.8). This is 
because the formula in (6.1b) itself is an a~roximate 
one, which was obtained in replacing y = .Ja - k 2 by 
y "'" -"- ik(l- a2/2k2) in G(1)(a),and therefore the 
branch singularities at a = ± k disappear. The 
absence of the branch singularities in G (])(a) accounts 
for the less accurate results in (7.4) and (7. 5) when 
ka (or kb or kc) varies across the values of qrr for 
q = 1,2,3, .... Therefore,the results given in (7.4) 
and (7. 5) are not too accurate at the onset of a new 
propagating mode in any of the three guides in the 
bifurcated waveguide. 

B. TE /0 Is Close to Cutoff 

In such a case, it is convenient to introduce the para­
meter Pa through the definition 

ka = rr(l + P,}, Pa« 1. (7.7) 

Then it follows that coscf>za = .J2rrpjka, and cf>la is close 
to (rr/2). The expansion of G+ W(k coscf>za) in (6.1b) 
will depend on the parameter 

s = hkd coscf>za = z.lpakd/Z, for d = a,b,c; 

when s» 1 we may use (6. 3a), and when s« 1 we 
may use (6. 3b~ or (6. 3c). When s assumes a fixed 
value, no simplified expression for G+ (1)(k coscf>za) is 
available and one has to use the exact one in (3. 7). In 
the following let us concentrate on the most interest­
ing case 

Pa « 1, s « 1. (7.8) 

Making use of (6. 3b) and (6. 3c) in (6.16) gives the 
result 

G+(k coscf>la) ~ ei(w/4)(2i'J2rrp,}-1 exp[O. 824(1- i) 

x.fiijiJg(b)g(c), (7.9) 

1 H. Y. Lee, L. B. Felsen,and J. B.Keller, SIAM J.AppI.Math.16, 
268 (1968). 

2 A more elaborate version than the one in (2.2) in order to be 
valid in the shadow boundary. It is also interesting to note that 
the ray amplitude so calculated decays as (nkb)-1/2,instead of 
(kb)-n 12 after the nth multiple scattering. This explaIns why the 
contribution from the rays in (ii) constitutes an integral part to 
the final result. 

3 S. W. Lee,J.Math.Phys.ll, 2830 (1970). 
4 L.A. Weinstein, Theory of Diffraction and Ihe Factorization 

Me/hods (Golem, Boulder, Colorado, 1969). 
5 In the standard notation used in the Wiener-Hopf technique, 4. 6,7 

G. (--- a) = G_(a), which Is the -minus factor" of G(a). Note that 
G.(a) consists of all the spectrums for waves traveling in the 
(+ z) direction and GJa) for waves traveling in (- z) direction 
(cf. the Fourier transform in (2.7)]. 

6 B. Noble, Melholt Based on Weiner-Hop! Technique (Macmillan, 
New York,1958). 

7 R. Mittra and S. W. Lee, Analytical Metholts in the Theory of 
Guided Waves (MacmlUan, New York,197l). 

S This specularly r"eflected ray precisely compensates the disconti­
nuity in the function f (8) at e = 11/2 because of the fact that 
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where 

g(d) = ./1- ei2d
/t (1 +jtaa

:) exp [2~A 

-~)J. 
d = b,c. 

Substitution of (7. 9) into (3.8) leads to the following 
expression for the self-reflection coefficient for in­
cident TE 10 mode: 

Al ~ (-1) exp[- 0.824(1 - i)v/4rrpa ] 

x [1 - ei2kb sincf>za/g(b)g(c)] 2, 

which is valid under the conditions in (7. 8) and (7. 1). 
The YFK method does not seem able to give a satis­
factory solution for this case. 

8. CONCLUSION 

In addition to the classical half-plane problem, there 
are only three types of problems in the edge diffrac­
tion theory that can be solved exactly. They are: (i) 
the open-end waveguide (Fig. 1 with a == b), (ii) the 
bifurcated waveguide (Fig. 4), and (iii) the periodic 
array of waveguides (Fig. 7). The known methods of 
attacking these problems are all based on the pro­
perty of analytical functions in the complex plane 
(e.g., the Wiener-Hopf or the residue calculus techni­
ques). They involve sophisticated mathematics and 
generally are not easy to apply. In the paper we have 
presented a recipe based on a ray-tracing procedure 
for attacking these problems. FollOwing our recipe, 
we can write down the exact solutions almost by in­
spection. More important, in certain problems where 
the sophisticated analytical methods cannot be applied, 
our ray method often provides a useful approximate 
solution. 
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In this paper an attempt is made to define the class of equivalent reference frames in special relativity in terms 
of a purely kinematical characterization of the notion of free material point and using homogeneity of space 
and time, isotropy of space,and unidirectional time flow. The problem of finding the possible forms of the re­
lativity group and the significance of a "space-time homogeneity axiom" which was used in previous papers 
are discussed. 

I. INTRODUCTION 

In some recent papersl the problem of the derivation 
of the Poincare and Galilei groups from the basic 
principles of (i) re lativity, (ii) homogeneity of space 
and time, and (iii) isotropy of space has been investi­
gated extensively. In a sketchy way, the line of the 
argument is the following. First, by a suitable "formu­
lation of the principle of space-time homogene-
ity" 1(a).1(e).2 one ensures that the space-time coordin­
ate transformation between two equivalent frames of 
reference is affine. Secondly, one shows that the 
orthochronous Poincare transformations, with the 
Galilei ones as the usual limiting case, are the only 
ones which are compatible with the principle of relati­
vity, the isotropy of space, the synchronization of 
clocks in each frame at different space points, the 
existence of a unidirectional time flow, and the choice 
in all frames of common length and time standards. 

Yet in the abovementioned papers, an operationally 
satisfactory, at least in principle, characterization of 
the class of equivalent frames is lacking. The usual 
characterization of the equivalent frames in special 
relativity is intrinsically a dynamical one, since it is 
based on the law of inertia, which is a statement about 
the properties of the motion of the center of mass of 
a free material body, being defined as one which is 
not acted upon by external forces. 3 Apart from the 
difficulties in principle which such a definition of a 
free body may encounter, we believe that in the search 
of the relativity groups one should try to rely on 
kinematical elements and on some generally recogni­
zed uniformity properties of space and time relative 
to the observer, rather than on dynamical (though very 
simple) laws, like the law of inertia. It is only after 
the possible relativity groups have been found follow­
ing this line, that the request of invariance of the 
(known) dynamical laws should enable one to choose 
the correct transformation group among the various 
possibilities. In other words, the knowledge of the 
dynamics should enter only at the stage of selecting 
the correct group among the different solutions which 
have been found on a kinematical basis and on the 
ground of some minimal invariance properties which 
are generally accepted. 

In this paper we stick to this line of approach by de­
fining a class of frames (which we call Pre-inertial) 
in terms of a purely kinematical characterization of 
the notion of a free material point, based on simple 
conceptual experiments of a type often used in the 
theory of relativity. At the same time, the principle 
of homogeneity of space and time will be formulated 
by stressing its Significance as regards the space 
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and time of the given observer, in contrast with the 
absolute nature of the space-time homogeneity axiom 
of Refs.1(a) and l(e) (to be labeled T from now on), 
which appears therefore to be an essentially independ­
ent and much stronger condition both from the physi­
cal as well as from the mathematical point of view. 

Without the latter axiom, the problem of the linearity 
of the transformations and, consequently, of the Poin­
care and the Galilei groups being the only solutions, 
is still open and requires further investigation. 

In Sec. II we define the class of pre-inertial frames 
of reference in terms of our kinematical characteri­
zation of a free material point and requiring them to 
satisfy the conditions of space and time homogeneity, 
isotropy of space and unidirectional flow of time, and 
we show that this enables us to obtain a complete 
characterization of the transformations among frames 
which are relatively at rest. 

In Sec. nr we tentatively formulate a relativity princi­
pIe for the class of pre-inertial frames and we state 
and briefly comment upon the (apparently difficult) 
mathematical problem that one has to solve in order 
to find the possible forms of the corresponding re­
lativity group. Then we give a very concise but com­
plete review of the way the Poincare and Galilei 
groups can be univocally deduced if use is made of 
axiom T as an additional requirement. Finally, we 
briefly discuss the relation of axiom T to the usual 
characterization of a free material point and to the 
property of homogeneity of space and time. 

In the following, greek indices p" !l, . " run from one 
to four, latin indices i,j, ... from one to three. A 
linear transformation x ~ Mx (respectively, an affine 
transformation x ~ Mx + a) of Rn will currently be 
identified to the corresponding matrix ME GL{n ,R) 
[respectively, to the corresponding vector-matrix 
pair (a,M),a ERn, ME GL(n,R)]. A matrix 
G E GL(n ,R) will often be denoted by the family of 
its matrix elements G = (Gall) and an n-xector x by 
its components (x). The usual notation x is used for 
a 3-vector (Xi)' We call a one-to-one map of a set 
onto itself a permutation of the set. 

II. THE CLASS OF PRE-INERTIAL FRAMES 
REFERENCE 

First of all, let us specify what we mean by the state­
ment that the object A is a copy of the object B. An 
observer will say that A is a copy of B if, after re­
ducing to rest both A and B in a properly smooth way, 
and putting A near B, after a series of comparisons 
he will judge that A and B are identical. In particular, 
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from a purely geometrical point of view, he will say 
that the two objects are congruent. We shall assume 
that the conclusion that A is (or is not) a copy of B is 
independent of the procedure by which A and Bare 
put nearby, and of the observer. We suppose each 
observer to distinguish naturally between space and 
time and assume that he chooses a reference frame 
by which he is able to characterize each event by 
four real numbers, three space coordinates xi(i = 1, 
2,3),and a time coordinate t. Thus a reference frame 
(for a given observer) will consist essentially of a 
set of measuring rods or equivalent devices for the 
assignment of the location of events in space and of a 
set of clocks, each of which is a copy of the others, 
located at all space points, for the assignment of the 
times at which events happen. For definiteness. we 
shall assume without loss of generality that the co­
ordinates are chosen in such a way that the domain of 
coordinate sets of all possible events is R4 and that 
two distinct events have distinct coordinate sets. 

We define a frame S' to be at rest relative to a given 
frame S if any object which is at rest in S is at rest 
in S' as well. This is equivalent to the statement that 
the coordinate transformation functions from S to 
S'(x4 = t,x4 = t'), 

must map a straight line which is parallel to the time 
axis onto a straight line which is parallel to the time 
axis and therefore are of the form 

Let 

(a) xi =f;(x1,x2,x3),i = 1,2,3, 

(b) x4 =f4(x 1,X2,x3'x4)· 
(2) 

be the inverse fun~tions of (1) and suppose that there 

exists a 3-vector; = (Xl'X 2 ,x3) such that x(1) = 
~(X1>x2,x3'x~» ;ex(2) = ¢(Xl>X2,x3,X~2» for some 

xP) and xJ2). Then transformation (1) would map the 

straight lines; =.%(1) and; = ;(2) onto the same 

straight line x = ~, which contradicts the fact that (1) 
is one to one. Hence the functions CPt depend on xi. 
x2,and x; but not on x4,so that S is at rest relative 
to S' and we can simply speak of "frames which are 
relatively at rest." Using similar arguments and 
observing that f is a permutation of R 4 , one e~sily_> 
proxes that 1 is a permutation of R 3 and that cP = r 1 

= (f)-1. 

We now postulate on experimental grounds the exist­
ence of a nonvoid class 0 = {o} of observers, with the 
class gj = {J} of their corresponding frames J <t-> 0 
= OJ' which we call pre-inertial frames of reference, 
such that 

(A) with respect to each observer of the class 0, 
space appears to be Euclidean and the localiza­
tion of events in space is given in terms of ortho­
gonal, say, right-handed triads and 

(B) the clocks of each frame J E gj can be synchroni­
zed in such a way that the following properties 
hold. 

J. Math. Phys., Vol. 13, No.5, May 1972 

I: Let J E gj and let OJ be the observer which 
sets up J. Then OJ has copies of an appar­
atus (this might be thought for instance of 
being an ideal gun) which, being at rest in 
J , is able to start a material point such that 

(a) the trajectory of the point is a straight 
line; 

(b) if a second copy of the apparatus starts 
a second material point from the position 
in which the first point is at a certain in­
stant of its motion, at the same instant and 
in the same direction, afterwards the two 
points proceed together; 

(c) the law of motion t ~ x(t) of the point 
is a continuous one-to-one function of t .4 

II(a): If J E gj, space and time are homogeneous 
according to OJ, meaning that 

(i) for any given apparatus Ao at rest 
in J and geometrically characterized 
by the set of spatial coordinates {X} 
and for any given 3-vector a, OJ can 
in principle build a copy Aa of Ao' 
which is geometrically characterized 
by the set of coordinates fx + Q}; 
(ii) for any given experiment Eo per­
formed with Ao and geometrically 
characterized by the set of space­
time coordinates {x t} and for any 
given 4-vector {ii, tJ, OJ can in princi· 
pIe perform with A;; a corresponding 
copy experiment Eo: t geometrically 
characterized by the {)set of coordinates 
fx+a,t+t o}' 

II(b): If J E gj, space is isotropic according to 
OJ> meaning that 

(i) for any given apparatus Ao at rest 
in J and geometrically characterized 
by the set of spatial coordinates {x} 
and for any given proper rotation Q, 
OJ can in principle build a copy AQ of 
Ao. which is geometrically characteri­
zed by the set of coordinates {QX}; 
(ii) for any given Eo performed with 
Ao and geometrically characterized 
by the set of space-time coordinates 
{x, t}, OJ can in prinCiple perform 
with A a corresponding copy experi­
ment lQ geometrically cha~acterized 
by the set of coordinates {Qx, t} . 

III: Let J and JI be two frames of gj which are 
supposed to be relatively at rest so that 
the transformation from J to JI has the 
form (2). Then, if x is any 3-vector and 
t1 and t2 any two distinct time instants, we 
assume that 

(4) 

We shall now make several comments on points I-III. 
Point I gives the kinematical definition of a "free 
point." Indeed, with the help of II(a). one can show that 
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the motion of such pOints is uniform. In order to 
prove this, let us consider a "free point" fired at t = 0 
and a second point fired at t = t 1 2: 0, in the conditions 
described in l(b) relative to the first point. If t--" x(t), 
t 2: 0, and t -? x'(t), t 2: t 1 ,are the respective laws of 
motion of the two points, we have, by I1(a), 

(5) 

If t2 2: t1, by first setting t = 0 in (5) and then t = t2 
- t1 , we get 

On the other hand, by l(b), 

X'(t 2) - x ' (t1) = x(t2) - x(t1)' t2 2: tl2: O. (7) 

Combining (6) and (7) we obtain 

x(t2) - x(t1) = x(t2 - t1) - x(O), (8) 

The function x( t) has been defined for t 2: O. However, 
it can be continued also for - T ::s t < 0, with the aid 
of a third material point fired at t = - T in the direc­
tion of x(t 2 ) - ;(0), t 2 > O,from a position such that 
at t = 0 it is in x(O). Since T is arbitrary, we can 
define a fictitious motion x(t) with t E (- cO, + OCI), 
satisfying (8). Defining g(t) =:; x(t) - x(O), (8) gives 

g(t2) - g(t1) = g(t2 - t 1), t22: tl 2: O. (9) 

On the other hand, by l(b) and lI(a), g(T) = x(T) - x(O) 
= x(O) - x(- T) = - g(- T), namely 

g(- t) = - g(t), t E (- cO, + OCI). 

Combining (9) and (10) we get 

i(t) + g(tl) = g(t + t ' ), t,t ' E (- cO, + cO). 

From (11) and I(c) one deduces in a standard way 5 

that g(t) is a linear function of t, whereby 

x(t) = vt + x(O), v -# O. 

(10) 

(11) 

(12) 

One recognizes immediat~ly that, due to II, the abso­
lute value of the velocity v does not depend on its 
direction nor on the point in space and on the instant 
in time at which the "free point" was fired. 

Now let PI and P 2 be two distinct points in space and 
let two "free points" be fired respectively at PI in the 
direction of P.2 at the time t = 0 as given by the clock 
in PI and at P 2 in the direction of Plat the time t = 0 
as given by clock at P 2' The corresponding laws of 
motion are 

x(t) = PI + a(P2 - PI)t 
and 

x'(t) = PI + (1 - at)(P2 - PI)' 

Equating (13) to (14) gives 

xUa) = xl(:a) = P
2

; PI , 

(13) 

(14) 

(15) 

showing that the two bullets collide at the midpoint of 

the straight line segment joining PI to P 2' We thus 
see that the synchronization of the clocks in a given 
frame, which is implied by conditions I and II is the 
standard one. 6 

We stress the fact that conditions I-III do not imply 
in general that the observer 0 JI should see the "free 
points" fired by OJ as uniformly moving along 
straight lines. Indeed, the guns at rest in J are not 
in general at rest in JI. 

Points lI(ai) and lI(bi) , together with the definition of 
a copy, imply that objects do not deform when they 
are moved in space. This is in fact a translation of 
Assumption (a) that space appears to each observer 
to be Euclidean. 

It follows from I1(a) and I1(b) that for every J E g and 
for an arbitrary 4-vector a = (ii, to) and an arbitrary 
proper rotation Q, one can build a space rotated, 
space-time translated frame J(a.Q) such that 

X(a.Q) = Qx + ii, 
t(a.Q) = t + to' 

(16) 

Since J(a.Q) and J are relatively at rest, their corres­
ponding observers can use the same guns and then it 
is immediately seen that J(a Q) also belongs to g. Actu­
ally, the family {J(a.Q)L ER4 .Q·E SO(3) exhausts the set 
of frames of g which are at rest relative to J. In 
order to prove this, let JI be any frame of g which is 
at rest relative to J. Guns at rest in J are at rest in 
J' as well, which means that a material point which is 
free in J is seen to be free also in J'. Hence, since 
any straight line in space can be the trajectory of a 
free point due to II, the space part 

(17) 

of transformation (2) must map a straight line onto a 
straight line, its inverse having the same property. 
Then, using the fact that the only (algebraiC!) auto­
morphism of the real field is the identity (Appendix 
A), an almost straightforward application of the funda­
mental theorem of projective geometry 7 (Appendix 
B) shows that (17) is an affine permutation of R3: 

3 
x;= LCilXI +a;, i= 1,2,3. (18) 

1=1 

Now let A and B be two copies of an object, at rest in 
J and JI. Due to II(ai) and lI(bi) they appear both to 
J and to J' as rotated and translated with respect to 
each other. In other words, transformation (18) must 
map figures which are relatively rotated and trans­
lated onto figures which are relatively rotated and 
translated. Therefore, by a trivial generalization of 
Lemma 2 of Ref.1(d), we conclude that (18) must be 
of the form 

3 

xi = ~ Qij(k-']) + ai' i = 1,2,3, (19) 
J=1 

where k > 0 and {Q;j} E SO(3) (due to the choice of 
right-handed triads). Clearly,if OJ and OJ, both 
choose the same rule as unit of length, k has to be 
taken equal to one. 

As to relation (2b), let PI and P 2 be any two distinct 
space points and let two material points be fired from 
PI to P 2 and, respectively, from P2 to PI' simultane-

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

668 L. A. LUG I A T 0 AND V. GO R I N I 

ously at time t with respect to the clocks of J. Due 
to (15), the two bullets as seen by OJ will collide at 

-+ 1 ..... -+ 
the midpoint xM =z(xp + xR ) of the straight line seg-

.... 1 2 
ment joining xp to x R' But since 

1 2 

-+, -+ -+ 1{ ........ ::J (xM ) =QxM +a=2 Qxp +QxR +aJ 
1 2 

= ~ (XF + XF.) = XM' , 
1 2 

the collision will take place at the midpoint, as seen 
by OJ' as well, who therefore will also judge that the 
two bullets were fired simultaneously. Therefore 
f lxp , t) = tp = til = f 4(xR ,f), which, by the arbitrari-

1 1 2 2 

ness of P 1,P2 ,and t,implies that 

(20) 

Now let t ~ x(t) = a + lli be the law of motion of a 
"free point" relative to J. We have x'(t,) = Qx(f) + 
c = (Qa + c) + t(Qb) = a' + f 41(t')(QG) and due to the 
uniformity of the motion relative to J' '!4 1(t') = od' + 
(3, Ci ~ O. Then, if OJ and OJ, choose the same time 
standard, Ci has to be chosen equal to one because of 
(4) and we have t' = t + to' 

m. THE PROBLEM OF DERIVJNG THE RELA­
TIVITY GROUP 

Among the properties which define· the class ~ of 
pre-inertial reference frames, II is clearly a state­
ment of invariance of the description of physical 
phen.omena within a maximal subclass of frames of 
~ which are relatively at rest. We shall now tentati­
vely formulate a relativity principle for the whole 
class ~ by assuming: 

Axiom P: the frames of ~ are equivalent as re­
gards the description of natural phenomena. 

Generally speaking, this has to be intended as mean­
ing that if two copies of a physical system have been 
given subjectively identical initial conditions in the 
respective laboratories of two frames of ~, the pro­
babilities for equal outcomes of corresponding sub­
jectively identical experiments performed at equal 
later times on the copies in the respective frames 
are the same.s 

A consequence of Axiom P is that the set .e of trans­
formations (1) relative to pairs of elements of ~ is 
a subgroup of the group CP of permutations of R4. In­
deed, it is first of all evident that .e contains the iden­
tity map and thatf E .e impliesf-1 E .e. Now,letg, 
hE .e and suppose that, with obvious notations,J' = 
g(J) and J' = h(J), with J, J' , J, J' E ~. Due to P, there 
exists in .g a frame JII which bears the same relation 
to J' as J' to J: J" = h(J'). Therefore,J" = h(g(J» = 
hg(J) and the composite transformation also belongs 
to .e. 

.e might be termed the space-time relativity group. 

We now define :Ie to be the subset of CP whose elements 
are the permutations of R 4 having the form (2). In 
other words, 

:Ie = {tlf E CP;f maps a straight line which is 
parallel to the x 4 axis onto a straight line 
which is also parallel to the X4 axis}. (21) 
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Using the same argument as the one following formula 
(2), one proves that :Ie is a subgroup of CP. If g E .e n:Ie, 
it is a transformation connecting two frames of ~ 
which are relatively at rest and vice versa. On the 
other hand, we have seen in Sec. II that the group of 
transformations relative to pairs of frames belonging 
to a maximal subclass of frames of ~ which are rela­
tively at rest is the semidirect product ffi = R4 18 e of 
the transformations of the form (16), where a = (a, to) 
E R4 and 

e= {cl c E GL(4,R);C i4 = C 4i = O,i = 1,2,3; 

C44 = 1; (C ij) E SO(3)}. (22) 

Therefore,.e must satisfy 

(23) 

and the problem of finding the possible forms of the 
relativity group reduces to that of determining the 
family ff = {.e} of all solutions of Eq. (23). 

The task of finding ff seems to be a rather difficult 
one. We observe, however, that a particular subfamily 
of ff is {<pJA E £0.+ 00]' where 

(i) if 0 < A < + co, CPA is the proper orthochronous 
Poincare group corresponding to an invariant velocity 
equal to x-l 12 , nam e ly 

CPA = {(a, L) I (a, L) E CP; (a, L)x = Lx + a; 

a E R4; L E GL(4,R); LTg(A)L = g(A); (24) 

g(A) = diag(- A,""'" A,- A, 1);detL = 1, L44 2: I}, 

(ii) CPo is the proper orthochronous inhomogeneous 
Galilei group, namely 

CPo = {(a, G) I (a,G) E <P; (a, G)x = Gx +a;a E R4; 

G E GL(4,R);G 4i = O,i = 1,2,3;G44 = 1; 

(Gik) E SO(3)}, (25) 

and 

(iii) CP +00 = ffi. (26) 

The follOwing question is therefore at order. [s {cp J 
a proper subfamily of ff? In other words, are there 
solutions of Eq. (23) which do not belong to the family 
{cpJ? Our feeling is that it might well be that the 
answer to this question is negative. On the other hand, 
if it will eventually turn out that other (perhaps not 
too pathological) solutions exist, it would be interest­
ing to look whether they can be given a physical inter­
pretation. Alternatively, one might look in this case 
for a further axiom to be imposed on the class ~, 
which should provide a necessary condition to rule out 
just these extra solutions, and try to interpret this 
axiom physically. Since we do not have at hand the 
solution of the problem, we shall confine ourselves to 
a review of the steps of the proof [which can be found 
in detail in Refs. 1 (a) and led)] that the "space-time 
homogeneity axiom" of Refs.l(a) and 2 provides a suffi­
cient condition for the family of possible relativity 
groups to be exactly {cpJ. The axiom can be stated as 
follows: 

Axiom T: Let J,J' E ~ and let x ~ x' = f(x) be the 
coordinate transformation from J to J'. If b is an 



                                                                                                                                    

ON THE STRUCTURE OF RELATIVITY GROUPS 669 

arbitrary 4-vector, let J(b) denote the frame space­
time translated by b with respect to J: 

X(b) = x-b. (27) 

Then J(b) is seen also by J' as being space-time 
translated with respect to J, namely a 4-vector b' 
exists s'lch that 

f(X(b» = f(x) - b' . 

We observe that for any J E &, the frame J(a.Q) de­
fined by (16) satisfies T. 

(28) 

Using Axiom T and assuming f to be continuous, one 
can prove in a standard way9 thatf has to be an affine 
permutation of R4: 

f:x~Mx+ a. (29) 

Thus .£ is a subgroup of the affine group R4 ~ GL(4,R) 
of R4 and has the semidirect product structure oC = 
R4 ~ 'Jlt, where GL(4,R) 2. 'JIt .2 ~ and 'JIt is the group 
of transformations among the elements of a maximal 
class of frames of & having the same space-time 
origin. Within one such class, the group of transfor­
mations among frames which are relatively at rest 
is ~,so that Axiom T allows us to replace Eq. (23) by 
the equation 

'JIt n JC = ~, (30) 

where JC is the subgroup of GL(4,R) whose elements 
are the transformations which map any straight line 
parallel to the x4 axis onto a straight line again par­
allel to the x 4 axis, namely 

JC = {HIH E GL(4,R);Hi4 = 0, i = 1,2, 3}. (31) 

The entire family of solutions of Eq. (30) has been 
determined in Ref.l(d)[ see also Ref. 1 (c) ] and is given 
by the following: 

Theorem: Let <I> denote the family of subgroups of 
GL(4,R) defined by 'JIt E <I> iff'Jlt n JC = ~. Then <I> = 
{gJ'\'E [0.+00), where a) if 0 <). < + co, g,\. = {L I L E 

GL(4,R), (0, L) E <pJ, b)So = {G I G E GL(4,R); (0, G) 
E (9.1 and (> = ~ OJ () +00 • 

Since <P,\. = R4 ~ gA' .\ E [0, + co], this completes the 
proof that the addition of axiom T to conditions I-III 
of Sec. II is sufficient to restrict the choice of the pos­
sible relativity groups to the elements of the family 
{<p,\.} . 

We conclude with some observations regarding the 
significance of Axiom T and its relation to the pro­
perties of free material points and to the homogeneity 
of space and time. Axiom T is essentially a statement 
that space-time translations have an absolute charac­
ter for the frames of the class JJ, and this can be seen 
to be equivalent to the statement that the notion of a 
free point is likewise absolute for these frames. In­
deed, Axiom T implies that the elements of oC are 
affine transformations, so that for any J,J' E gj, obser­
ver OJ' sees the "free points" fired by OJ as uniformly 
moving along straight lines. Conversely, suppose that 
the latter circumstance is true, and assume that the 
domain A of the possible velocity vectors v of free 

points in one frame of & contains a spherical neigh­
borhood N of the origin (of course, free points whose 
velocities have different absolute values are fired by 
different guns). Then, the world lines of free material 
paints, going through a given space-time point x with 
respect to a given frame J E oC are straight lines 
whose union contains the inner part of a circular cone 
Cx(N) with vertex in x and with axis the "rest" world 
line through x, and whose opening depends on N but 
can be taken to be x independent. Any straight line 
contained in one such cone is mapped by an element of 
oC onto a straight line. Then it is easy to show that if 
f E .£ and 1T is a plane such that one (and thus all) of 
its points x is the intersection of two straight lines 
lying in 1T and contained in Cx(N).f(Tf) is a plane. 10 

Therefore, since any straight line can be obtained as 
the intersection of two such planes Tf and Tf',j (together 
with its inverse) maps a straight line onto a straight 
line; hence by the fundamental theorem of projective 
geometry (Appendix B),7 it is an affine permutation 
of R 4. Axiom T is thus satisfied by the frames of oC. 

The absolute character of translations and of the 
notion of free point was already guaranteed in the 
class of frames at rest relative to each other. Axiom 
T extends this property to the whole class &. In a 
sense,it replaces the law of inertia. 

As regards the relation of Axiom T to space-time 
homogeneity, it is clear that the former is not a state­
ment of the homogeneity of space and time relative to 
a particular observer, but rather a postulate on the 
absolute character that space-time translations 
should have for the class of equivalent observers. It 
appears therefore to be an essentially independent 
and much stronger condition than the simple require­
ment of homogeneity of space and time relative to a 
given observer, as described in condition I1(a). 
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APPENDIX A 

Letfbe an automorphism of the field R of real num­
bers, namely f is a permutation of R satisfying 

f(a + (3) =f(OI) + f({3) (Al) 
and 

f(af3} =f(a)f(f3), (A2) 

'Va, (3 E R. 

Taking x = y = 0 in (Al) we get 

f(O) = 0 (A3) 

from which, setting (3 = - a in the same equation, 

f(- a) = - f(a). (A4) 
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If Q is the subfield of rational numbers, from (A1) we 
get in a standard way using induction 5 that 

f(ra):::: rf(a), VaE Rand Vr E Q. (A5) 

Taking f3:::: 1,(A2) givesf(a) =f(a)f(l) and by (A3) 
and since f is a permutation, f (1) = 1 whence, setting 
a = 1 in (A5), 

I(r)=r, VrEQ. (A6) 

If a> f3 we have. using (A4),(A1),and (A2), f(a)­
f(f3) =f(a- (3) =f[(a- (3)1/2(a- f3}1/2] = {J[(a­
J3) 1!2]} 2> 0, 

namely a> (3 =:;> f(a) > ({3). (A7) 

Let (1 E R, a E Q,and suppose thatf(a) > a. Then 
there exists rEQ such thatf(a) > r> a. From r> a, 
(A6) , and (A 7), we get r > f( a) which is a contradiction. 
Similarly,f(a) < a also leads to a contradiction. Thus, 
combining with (A6), we get f( a) = a, V a E R. 

APPENDIX B 

Let V be a finite-dimensional vector space over a 
commutative field K.l1 We write V* = V - {o} and 
K* = K - {O}, where 0 and 0 are the zeros (origins) 
of V and of K, respectively. The relation on V*, 

xRy ¢:::> x = ~y for some ~ E K*, (B1) 

is an equivalence relation and the quotient set P(V) :::: 
V* /R is called the projective space associated to V. 
As a subset of V, an equivalence class is the differ­
ence set {x.ah E K *. a E V .. , of a straight line through 
the origin and the origin itself. As a point of P( V), 
the equivalence class {~ahC:K* will be denoted by P a' 

Three distinct pOints P a' Pb , and Pc of P (V) are said to 
be collinear if there exist~, IJ. E K* such that c = ~a 
+ IJ.b. If V and V' are two vector spaces over the 
fields K and K', respectively, and I is an isomorphism 
of K onto K', a map cP of V into V' is said to be semi­
linear (relative to I) if 

¢(ax + (3y) :::: I(a)¢(x) + I({3)CP(Y); 

(1,(3 E K and x,Y E V. 
(B2) 

Theorem (the fundamental theorem of projective 
geometry7 .12 ): Let V and V' be two finite-dimension­
al vector spaces of equal dimension n 2! 3 over the 
commutative fields K and K' ,respectively, and let 
P(V) andP(V')be the corresponding projective spaces. 
Let a be a one-to-one map of P(V) onto P(V') such 
that,whenever Pa'Pb'Pc E P(V) are collinear,a(Pa ), 

a (P b), a( Pc) are collinear. Then there exists a unique 
isomorphism Iof K onto K' and a one-to:",one semi­
linear map cP of V onto V' (relative to I) such that cP 
induces (J on P(V) in the sense that a(Pa) :::: {cp(~a)}AEK*' 
a E V*. If 1/1 is another similinear map of V onto V' 
having the same property, then 1/1 (x) = cp(1J. x), where J.L 

is a given element of K*. and by letting /l take all 
values in K* we obtain all of these maps. 

• Partially supported by a Consiglio Nazionale delle Ricerche 
Grant . 
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Now let / be a permutation of R n 
(n 2! 3) such that I 

and/- l map a straight line onto a straight line. Let 
7r be a plane and let II and l2 be two distinct inter­
secting straight lines belonging to 7r. By hypothesis, 
/(1 1 ) and/(l2) are two distinct intersecting straight 
lines which define a plane 7r'. The image /(P) of a 
point P of 7r which belongs to 11 U 12 lies in 1f' by 
definition. Let a point Q belong to rr and Q <t l] U 
l2' Draw a straight line lQ through Q and intersect­
ing both II and l2' Then,/(lQ) is a straight line inter­
secting/(ll) andf(l2) hence lying in 7r ' . Therefore 
/(Q) Err' and/(7r) ~ rr'. Since/- l also maps a straight 
line onto a straight line by hypothesiS, we get simi­
larly that/err) .2 rr' so that/err) = rr' and/ maps a 
plane onto a plane. Then,if g: Rn ~ Rn is defined as 

g(x) =f(x) - 1(0), x ERn, (B3) 

it induces a permutation a of p(Rn) which maps tri­
plets of collinear points onto triplets of collinear 
points. Therefore. since R has only the identity auto­
morphism (Appendix A), by the fundamental theorem 
of projective geometry, there exists a nonsingular 
linear transformation M of Rn onto itself inducing 
a. The map 

f = M"l 0 g (B4) 

is a permutation of Rn which maps a straight line onto 
a straight line and which maps a straight line through 
the origin onto itself. We prove that 

/: x~~x (B5) 

for some A E R*. Indeed, let r be a straight line which 
does not go through the origin and let s 1 and s 2 be 
two distinct straight lines through the origin both of 
which intersect res 1 in P 1 and s2 in P 2' say). Since 

](S1) :::: S1 and f(s2) = S2' we have j(Pl ) E s1 and 

Jtp 2) E s2' hence the straight line r' = Jtr) intersects 
s 1 in j(P1 ) and s 2 in f(P2)' thus lying in the plane con­
taining S1' s2' and r. We distinguish two cases. 

A 

Case 1: No matter how we choose r ,fer) is par­
allel to r. In this case, we prove (B5). Indeed, let y 
be an arbitrary point of Rn *. Then, since f maps a 
straight line through the origin onto itself, we have 
j(y):::: A(Y)Y, A(Y) E R*. Let z;cy be any other point 
of R n * and take r to be the straight line through z and 
y. Since r' is parallel to r we obviously have ~(y) = 
x.(z),namely A(Y) does not depend on y. 

Case 2: There is a least one r such that r' is not 
parallel to r. Let s be the straight line through the 
origin which is parallel to r'. It intersects r in a 
point Q. Since s is mapped by f onto itself we must 
have Q' =f(Q):::: r' n s. But r' n s := fJ and we have 
a contradiction. From (B3),(B4),and (B5) it follows 
that 

f : x~ M(~x) + 1(0), 

namely f is an affine permutation of Rn. 

t On leave of absence from Istituto di Scienze Fisiche deU'Univer­
sita, Milano. 
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The generalized covariant Dirac equation for a certain five-dimensional universe is studied. If a torsion inva­
riant is included in the free Lagrangian, it is shown that particlelike stable solutions exist having definite posi­
tive rest energy, spin, and corresponding antiparticles. The treatment is throughout classical. 

I. INTRODUCTION 

We show in this article the existence of stable par­
ticlelike classical elementary excitations in a model 
universe. The excitations are of the spinorial type 
and the results very similar to those of a model pre­
viously proposed by one of the authors! in a paper to 
be referred as I. 

Our starting point combines two different considera­
tions: on the one hand, if we are to find particlelike 
objects with a certain mass in some universe without 
introducing phenomenological parameters, we need to 
fix some scale or elementary length. There are two 
ways of doing this; one related to the microstructure 
of space-time, the other to its macrostructure. (Per­
haps a third possibility would be to combine both.) 
We will assume the latter and consider a universe 
which might intuitively be called a thin three-dimen­
sional sheet. That is, besides the ordinary three 
dimensions and time, a new dimension is postulated 
such that space is very narrow across. Its width will 
provide the necessary scale of length. 

Our second basic consideration is the requirement 
of as much symmetry as can be provided for the 
particlelike object. The reason for this is simple. 
Ordinary symmetry under four-translations and 
Lorentz rotations is known to be a necessary but 
apparently not sufficient condition for a satisfactory 
classical theory of elementary particles. Invariance 
under generalized point dependent transformations 
is clearly stronger. It also provides in some cases 
a self -interaction which happens to be essential in 
order to have a normalizable theory. This is the 
kind of symmetry we will consider. 

Coming to our first point, it is useful to analyze a 
massless boson field in the five -dimensional model 
universe, subject to the boundary conditions imposed 
by the two parallel planes x 5 = ± a. (No space is 

supposed to exist outside these planes. Isotropy is 
assumed inside for the five-dimensional continuum, 
whenever boundaries are not reached.) (Similarly to 
what happens in any vibrating medium with bound­
aries, no flow of current can escape through any area 
of the boundary. This implies that the current com­
ponent perpendicular to the boundary should vanish 
at each point of the boundary.) 

It is clear that a mass term and a mass spectrum 
can be related to the existence of the bounded fifth 
dimension. 

If the Klein-Gordon equation without a mass is 
written 

(1) 

with the metric gjlv(l, -1, -1, -1, -1) and, in 
order to take into account the boundary conditions, cf> 
is supposed to factorize as 

,f., - A ~ sin(mr /a)x 5 I,f.,(- t) 'f' - /cos[(n + t)7T/a]x 5 \'f' x, , (2) 

where n is an integer,A a constant,and a the half­
width of the universe observers unable to realize 
the existence of a very narrow a would tend to con­
sider Eq. (1) an ordinary Klein-Gordon equation with 
a mass term 

Ocf> + m 2 cf> = 0, (3) 

As is seen one also finds a mass spectrum which is, 
of course, trivial. For the nonlinear equations which 
will be found later the mass spectrum cannot be cal­
culated analytically. 

A similar approach can be followed for spinorial 
excitations in the five-dimensional space. However, 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

ON THE STRUCTURE OF RELATIVITY GROUPS 671 

; Supported in part by the U.S.A.E.C.under Contract ORO-(40-1) 
3992 and by the A. V.Humboldt Stiftung with a grant. A travel 
grant under the Fulbright-Hays program is acknowledged. 
Present address. 

1 (a) V.Berzi and V. Gorini,J. Math. Phys. 10, 1518 (1969); (b) v. 
Gorini and A. Zecca,J. Math. PhYs.11, 2226 (1970); (c) V. Gorini, 
'Proceedings of the International Study Institute iii Mathematical 
Physics," Istanbul, 1970; (d) V. Gorini,Commun. Math. Phys. 21, 
150 (1971); (e) V.Berzi and V.Gorini,"On Space-Time,Reference 
Frames and the Structure of Relativity Groups," to appear in Ann" 
Inst. Henri Poincare. We refer to these papers, and in particular 
to (1a),for an extensive bibliography on the subject. 

2 V. Lalan, Bull. Soc. Math France 65,83 (1937). 
3 Compare e.g. V. Fock, The Theory oj Space, Time and Gravitation 

(Pergamon-Macmillan, New York, 1964), Sec. 5. 
4 This requirement could be replaced by the weaker condition of 

local boundedness. 
5 Compare e.g.Ref.1(a),Appendix A. 

6 J.Aharoni, The SPecial Theory oj Relativity (Oxford U.P., London, 
1965), Chap. 1. 

7 E.Artin, Geometric Algebra (Interscience, New York, 1957), 
Theorem 2.26. 

B For a thorough discussion of this point see R. M. F. Houtappel, 
H. Van Dam,and E.P. Wigner,Rev.Mod.Phys.37, 595 (1965). 

9 See Footnotes 4 and 5. 
10 Use the appropriate argument of Appendix B, by considering two 

distinct intersecting straight lines 11 and 12 , lying in 11 and belong­
ing to the cone through their intersection point. If Q E TI, Q'if. 11 
U 12 , the straight line IQ of Appendix B through Q and intersecting 
11 and 12 must be chosen belonging to CQ(N). 

11 We require V to be commutative in order not to have to distin­
guish between left and right vector spaces over K. However, all 
considerations that we make here could be extended equally well 
to left and right vector spaces over noncom mutative fields. 

12 In Ref. 7 the theorem is stated and proved for the more general 
case of left vector spaces over not necessarily commutative 
fields. 

Elementary Spinorial Excitations in a Model Universe 

Antonio F. Rafiada 
De/Jarlameniu de Fzsica Te6rica, Uniuersidad de Madrid, Madrid, SPain. 

and 
Mario Soler 

Division de Ffsica Te6rica, Junta de Energia Nuclear, Madrid, SPain. 
(Received 1 November 1971) 

The generalized covariant Dirac equation for a certain five-dimensional universe is studied. If a torsion inva­
riant is included in the free Lagrangian, it is shown that particlelike stable solutions exist having definite posi­
tive rest energy, spin, and corresponding antiparticles. The treatment is throughout classical. 

I. INTRODUCTION 

We show in this article the existence of stable par­
ticlelike classical elementary excitations in a model 
universe. The excitations are of the spinorial type 
and the results very similar to those of a model pre­
viously proposed by one of the authors! in a paper to 
be referred as I. 

Our starting point combines two different considera­
tions: on the one hand, if we are to find particlelike 
objects with a certain mass in some universe without 
introducing phenomenological parameters, we need to 
fix some scale or elementary length. There are two 
ways of doing this; one related to the microstructure 
of space-time, the other to its macrostructure. (Per­
haps a third possibility would be to combine both.) 
We will assume the latter and consider a universe 
which might intuitively be called a thin three-dimen­
sional sheet. That is, besides the ordinary three 
dimensions and time, a new dimension is postulated 
such that space is very narrow across. Its width will 
provide the necessary scale of length. 

Our second basic consideration is the requirement 
of as much symmetry as can be provided for the 
particlelike object. The reason for this is simple. 
Ordinary symmetry under four-translations and 
Lorentz rotations is known to be a necessary but 
apparently not sufficient condition for a satisfactory 
classical theory of elementary particles. Invariance 
under generalized point dependent transformations 
is clearly stronger. It also provides in some cases 
a self -interaction which happens to be essential in 
order to have a normalizable theory. This is the 
kind of symmetry we will consider. 

Coming to our first point, it is useful to analyze a 
massless boson field in the five -dimensional model 
universe, subject to the boundary conditions imposed 
by the two parallel planes x 5 = ± a. (No space is 

supposed to exist outside these planes. Isotropy is 
assumed inside for the five-dimensional continuum, 
whenever boundaries are not reached.) (Similarly to 
what happens in any vibrating medium with bound­
aries, no flow of current can escape through any area 
of the boundary. This implies that the current com­
ponent perpendicular to the boundary should vanish 
at each point of the boundary.) 

It is clear that a mass term and a mass spectrum 
can be related to the existence of the bounded fifth 
dimension. 

If the Klein-Gordon equation without a mass is 
written 

(1) 

with the metric gjlv(l, -1, -1, -1, -1) and, in 
order to take into account the boundary conditions, cf> 
is supposed to factorize as 

,f., - A ~ sin(mr /a)x 5 I,f.,(- t) 'f' - /cos[(n + t)7T/a]x 5 \'f' x, , (2) 

where n is an integer,A a constant,and a the half­
width of the universe observers unable to realize 
the existence of a very narrow a would tend to con­
sider Eq. (1) an ordinary Klein-Gordon equation with 
a mass term 

Ocf> + m 2 cf> = 0, (3) 

As is seen one also finds a mass spectrum which is, 
of course, trivial. For the nonlinear equations which 
will be found later the mass spectrum cannot be cal­
culated analytically. 

A similar approach can be followed for spinorial 
excitations in the five-dimensional space. However, 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

672 A. F. RAN A D A AND M. SOL E R 

both in the Klein-Gordon and in the Dirac cases, these 
linear Lorentz covariant equations have no satisfac­
tory solutions from a classical point of view. We 
mean by satisfactory a theory having stable regular 
solutions with finite positive energy at rest. 

Let us then introduce our stronger symmetry re­
quirements and demand covariance under generalized 
(point dependent) Poincare transformations. Our 
purpose is to study with this point of view the five­
dimensional massless Dirac equation. 

ll. COVARIANT DIRAC EQUATION IN A NONSYM­
METRIC FIVE-DIMENSIONAL SPACE-TIME 

One can proceed writing the ordinary Lorentz co­
variant Lagrangian in 5-space 

(4) 

where y)J. stands for the usual Dirac matrices, supple­
mented with y 5 • 

We use 

Note that LD is twice the usual Dirac Lagrangian. In 
general relativity this is the Lagrangian which 
couples with the gravitational field. See for instance 
Ref. 4. 

In order to make the action integral invariant under 
the generalized transformations, a covariant deriva­
tive must be introduced in the form 2 - 6 

where the 25 fields hkl1 are the contravariant com­
ponents of a "flinfbein" system in five-dimensional 
space the A ij)J. are the local affine connections, and 
Sij = 4[YlYj)' (Except for obvious changes we use the 
same notation as Ref. 4.) 

(5) 

Since our goal is to have a well determined and con­
sistent set of equations for the Dirac field 1/1, we must 
add to LD the free field Lagrangians corresponding 
to the new fields kif and A ij)J. which have been intro­
duced. 

The free field Lagrangians must be scalars, and we 
need the covariant field strengths to construct them. 
These are deduced from the commutator of two co­
variant derivatives 

[~l' ~kl = tRiiklSij - Cikl~i' 
where 

(6) 

Rii - h 11k v (Aij _Aij _Aik AM + Aik Akj ), 
kl - k I II. v V.11 11 v v 11 

Cilll = (hlfh t
V -h/hklJ)(biiJ,v + AigVbgiJ)' 

and bill is the inverse of hi II satisfying 
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(7) 

(8) 

R ij kl and C i kl are, re spe cti vely, the cu rva ture and tor­
sion tensors expressed in the local system. Among 
the many invariants which can be constructed from 
these tensors, the contraction R = R ij it and the pro­
duct C = C ik1C i kl stand as the simplest, both being of 
second order in the Aij

ll 
field variables. (Cikl de­

composes generally in lrreducible components. 7,8 

For the Dirac field it is completely antisymmetric.) 

We thus naturally arrive at the Lagrangian 

(9) 

where JC = [det (hln- i , X and k are cosmological 
constants, and £v has to be expressed in terms of the 
covariant derivative (5), that is, 

(10) 

£ is now invariant under generalized five-dimensional 
Poincare transformations. The whole set of equations 
of motion implies variation with respect to the field 
variables ~,hl, A ij)J.' These equations completely 
define a solution for the 1/1 and the other fields if ade­
quate boundary conditions are provided. 

Variation with respect to iii gives the equation 

(11) 

Variation with respect to A ij iJ gives 

hk)J.Ckij - h/C";k - h/Ckkj + XhkIlCi/:::: khk)J.Skij" 

(12) 

One gets,from (12), 

(13) 

where Ski) is the spin tensor of the five-dimensional 
Dirac field and has the usual value 

(14) 

if i,j, k, are all different and is otherwise zero. Since 
only the spin density contributes to C ijk' it is clear 
that torsion appears in the space as a consequence of 
the existence of matter. There are two contributions 
to (13) related to the terms Rand C in the total 
Lagrangian. If these contributions happened to can­
cel each other, a peculiar situation arises, since the 
Dirac field must vanish and the other fields remain 
undetermined. How much space deviates from such 
situation is measured by the parameter A = - (1 + X). 
It will be seen later that a plus sign for A is essential 
for the existence of particle like elementary excita­
tions with definite positive energy. Omission of the 
torsion term in (9), corresponding to ;>. = - 1, would 
never make the self -interaction energy definite 
positive. 

H we define (J = k/;>., (13) can be rewritten 

(15) 

From (12) the A ij iJ fields may be solved in terms of 
the h l and 1/1. It is convenient to write them in the 
form 
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where 
(O)A -!.b k (c -c -c )) 

iill - 2 II kij ijk jki ~ 

ck .. = (h .Ilh.v - h .Ilh .V)b k ( , 
I) I 1 ) I Il.v) 

and 
(l)A - - !.ab k S 

ijll - 2 II kij' (16) 

The global aifine connection has the form 

(17) 

From (16) and (17) it is easily seen that oA iill contri­
butes only to the symmetric part of p;\v while 
(1M iill contributes an unsymmetric part. It is pos-
sible however to eliminate the antisymmetric part of 
rll;\1l by means of Weyl's trick,3 i.e., by expressing 
(1M ijll in terms of the matter and the h/ fields. The 
remaining rll;\v are then symmetric and we fall into 
an ordinary Riemannian space. The generalized Dirac 
equation (11) picks up then a nonlinear spin - spin 
interaction. This means that a theory which is linear 
in the tJ.t field when expressed in general aifine space, 
turns out to be nonlinear in ordinary Riemannian 
space. 

Microscopically there are no reasons to believe that 
curvature of space substantially aifects the properties 
of elementary particles. We therefore introduce the 
simplifying assumption that once the antisymmetric 
part of the affine connection is eliminated at the 
expense of linearity, the Minkowsky limit is adequate. 

The equation we arrive to is then 

which corresponds to a Lagrangian 

L 1 1 S··k = zLn + 8 a 'l Sijk' 

We are still left with the third set of equations of 
motion, coming from variation with respect to the 
hkll fields. They may be written as 

Gk + tx Uk = -kTk 
II II II' 

(18) 

(19) 

(20) 

where Gkll is Einstein's tensor, Tkll the energy momen­
tum tensor, and Ukll is given as 

(21) 

As we see (20) differs by the term Uk from the ordi­
nary Einstein equations. A further difference is that 
Gkll and Tkll are not symmetric. 5 

However this should not be a question of concern, 
since Eq. (20) is written in a non-Riemannian space. 
The same equation can be expressed in an ordinary 
Riemannian space by eliminating the (l)A iill fields, 
after what the Ukll tensor no longer appears. It goes 
over to the Tkll tensor, which becomes symmetric, 
and (20) takes then the form of Einstein's equations. 

m. LOWEST ENERGY SOLUTION OF THE MODEL 

We now look for particlelike solutions of Eq. (18). In 
the Minkowsky limit our universe is a five-dimen­
sional space subject to the condition - a < x 5 < a. 
We assume that nothing exists outside these bounda­
ries. It is then natural to impose 

j5 = \j;y5!J, = 0 for x 5 = ± a. (22) 

Since j5 is the component of the matter current per­
pendicular to the boundaries, this implies that no cur­
rent flows out of the Universe. 

In order to solve Eq. (18) with condition (22), we start 
neglecting the nonlinear term. In order to factorize 
the solution as much as pOSSible, it has been seen that 
the simplest prescription which fulfills condition (22) 
is as follows. 

Let us take the spinors 

lJI a•n = tJ.t I •n cos[(2n + 1)1lu.'x5 ] l 
lJI b•n = tJ.t n .n sin[(2n + 1)llwx5] \ ' 

where. n = 0,1,2, .. " Il is a parameter, and 

in and gn are functions of r = (x 2 + y2 + z2)1/2. 

We now consider the combination 

(23) 

(24) 

(25) 

and substitute tJ.t n in (18) neglecting for the moment 
the nonlinear term. A short calculation leads to 
simple expressions for in and g n in terms of Bessel 
functions. It is impossible, as should be expected, to 
obtain simultaneously good behavior at the origin and 
at infinity. Although the price that has to be paid is 
rather high as regards numerical computation, the 
introduction of nonlinearity provides solutions 
(characterized by the number of nodes) which are 
well behaved throughout and have a finite norm. 

The rather special form (25) has been chosen so that 
the combination 

(26) 

verifies automatically the natural boundary condition 
j5 = 0 at x 5 = ± a if we take Ilwa = 7T/4. In the Fou­
rier series (26), only odd arguments appear, each 
term in the series being a combination of odd and 
even harmonic functions of x 5 • The x 5 derivative 
acts on each of these functions so as to provide a 
sort of mass term for the other. 

When the nonlinear terms are conSidered, the picture 
seems to get obscured since (18) is no longer sep­
arable in the same simple "term by term" way. For­
tunately, however, the complication amounts to a coup­
ling of the successive radial functions and can be over­
come. The x5 dependence also factorizes. 

The sensible thing to do is to try for the actual tJ.t the 
same expansion (26). It is now convenient to introduce 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

674 A. F. RAN A D A AND M. SOL E R 

some changes in variables and functions in order to 
do away with une ssential constants. 

If we choose 

gn = (w/~a)1/2[2(1 + /-I)]1/2G n, 

in = (w /~a)1/2[2(1 + /-1)]1/2 F n' 

p = w(1 + /-I)r, (l' = WX 5 

(27) 

and keep only the n = 0 term, the resulting equations 
are 

Fo + (2/p)F 0 + vGo + Go(F 02 - G02) = 0, 

Go + Fo + Fo(F02 - G02)= 0, 

where v = (/-I -1)/(/-1 + 1) and prime means (d/dp). 
Surprisingly enough, these are Eq. (12) of I. 

In second order we find 

F~ + (2/p)F 0 + vG o + (Go + G1)(F 02 - G02 

(28) 

+ 2FoFl - 2GOG1) = 0, 

Go + F 0 + (F 0 + F 1)(F 0 2 - Go 2 

+ 2FoF1 - 2G OG1) = 0, 

Fl + (2/P)F 1 - (2 + v)G1 + Go(F 02 - G02 

+ 2FoFl - 2G OG1 )+ G1 (F 1 2 - G1 2) = 0, 

G1- (1 + 2v)F1 + Fo(F02 -G02 + 2FoF1 -2GOG1 ) 

+ F 1 (F 1 2 - G1 2) = o. 
(29) 

We have obtained a numerical solution (without nodes) 
for this system subject to the boundary condition 
F 0' Go, F l' G1 , -j 0 as p -j 00. The solution is unique 
for each value of v. The method is similar to the one 
used in I. It turns out that the physically relevant 
solutions (that is, those satisfying the above men­
tioned boundary conditions) tend very rapidly to ex­
ponentially decreasing solutions of the equation with 

G. 

G. 

v ,0032 

G.(O),0655799 

G. (0), - 0 097832 

10 

FIG. 1 Numerical solution of Eq. (18) including the first two terms of 
expansion (26) and satisfying the physical boundary conditions. The 
function F 1 is too small to appear in the drawing. 
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no nonlinear term. Moreover, as should be expected, 
F 1 and G1 decrease much faster than F 0' Go. 

In Fig.l we show our results for the v value corres­
ponding to a minimum energy. The contribution of 
the second wave is quite small. It gets comparatively 
smaller for smaller values of v and somewhat larger 
for larger values. 

Of course a rigorous solution would entail evaluating 
the contribution of the rest of the series (26). This 
looks hopeless for such nonlinear equation. However, 
the smallness of the second wave gives strong evi­
dence that for all practical purposes the first wave, 
which describes the model proposed in I, gives a 
satisfactory account of elementary spino rial excita­
tions in our model universe. (The existence of boun­
ded solutions can be proved by techniques derived 
from fixed point theorems. However, for the practical 
purpose of obtaining a spectrum of solutions corres­
ponding to zero nodes, or eventually one or several 
nodes, we believe our method to be quite adequate.) 

The energy can be expressed in first order as 

E(lJ) = !if (a2 /a)(1 + v)[(1 - v)I1 + 121, 
where 

II = 1000 
(F 02 + G0 2)p2dp, 

I = (00 (F 2 _ G 2)2p2dp 2 . 0 0 0 . (30) 

The minimum value, which obtains for v = 0.032 is 

64 
E = "3 (a 2 /a)(13. 72 + 1. 26). 

The second wave gives a correction to the energy 
smaller than 10

/ 0 , Figure 1 shows that most of the 
particle is concentrated in a sphere with radius 

(31) 

p = 5, which by (27) corresponds to r I':j 5/w(1 + /-I) I':j 

2.5/w. On the other hand, the boundary conditions 
for the x 5 dependence provide the relation: 2a = 
7T/2w/-l, that is, a I':j 0.7/w. From these relations one 
might estimate the value of A if the rest energy of 
the particles were experimentally known. 

A model completely parallel to the one considered 
above can be constructed if the sign of the Lagran­
gian £D for the matter field is reversed in (9). Since 
for this model the sign of the conserved current 
jU = -l[ylltj, is reversed, this suggests that the solu­
tions be considered as antiparticles of the former 
ones. (See Ref. 9.) The equations are in this case 

iyllOIl t/J - ~a(lft/J)t/J = O. 

If one makes in our solution to (18) the changes 

sin~ cos, 

W <E--3> - W, 

gn ~ (- l)ngn' 

in ~ (_I)n+lin , 

(32) 

a solution to (32) is obtained having the same positive 
energy as the former. 

N. FINAL COMMENTS AND CONCLUSIONS 

We would like to stress that the model which has been 
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explored above is remarkably simple and free of "ad 
hoc" assumptions. 

It might look artificial to postulate a five -dimensional 
continuum, since space-time appears to be sufficient­
ly described with four dimensions. The reasons for 
this initial postulate are not compelling but are rele­
vant from the point of view of simplicity. In fact we 
have tried to eliminate the appearance of "ad hoc" 
mass terms in the equations describing elementary 
particles. These terms are disturbing, since it is not 
clear what dynamical mechanisms should be at their 
origin. No terms of this kind appear in the descrip­
tion of vibrations in solids which we took as a start­
ing analogy. We accordingly tried to do away with 
mass terms and looked for more natural sources of 
the rest energy. The study of vibrations in thin 
films showed to us how a masslike behavior arises 
when a narrow transverse dimension exists. This we 
abstracted to be our x 5 • Moreover, perhaps the re­
mark can be made that a very simple model of closed 
expanding universe is the shell of a five- dimensional 
sphere. It is hard to understand that the width of the 
shell should be exactly zero. 

Our second assumption of generalized symmetry is 
obviously much more general than invariance under 
ordinary Poincare transformations. 

It seems quite appropriate not to impose a rigid met­
ric connection in space-time, independently of 
whether matter is or is not present. This provides 
the possibility that its structure can be twisted when 
the kind of matter which is present possesses spin. 
We have showed that if our particles were neutrinos 
and the width of the universe were known, the constant 
A might be determined. Since this constant measures 
some sort of total twisting recovery strength of the 
space -time continuum, our model probes in this 
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sense the geometrical properties of space-time. A 
necessary condition is that A should be positive. 

It has been known for quite a time4 ,5 that spin can be 
defined as a dynamical property of classical fields. 
There is a very close analogy between charge and 
spin when one uses a gauge covariant formalism as 
has been done in this paper. The introduction of the 
fields A ij II in order to define a covariant derivative 
exactly parallels the principle of "minimal electro­
magnetic interaction." Here, however, because of 
their different geometrical structure, not all fields 
possess the same "coupling constant", or, in other 
words, spin. Spinors have of course spin ~, and this 
is the meaning of the ~ factor which appears in 
Eq. (5). 

Since we have a stable model which might describe 
the structure of an elementary particle, the dynamical 
definition of spin shows here all its relevance. Inde­
pendently of the existence of Hermitian operators 
which in a nonlinear theory have no meaning, this par­
particle has spin ~ because of its geometrical nature 
which is of course completely classical. 

We conclude that in spite of its unrealistic Simplicity 
(no weak, electromagnetic, or strong interactions have 
been considered) the model shows that localized 
stable excitations can exist in a certain rather reason­
able space-time. These classical particles would 
have a highly nontrivial rest energy spectrum (de­
pending on the number of nodes of the wavefunctions), 
and other properties such as definite spin and corres­
ponding antiparticles, usually considered typical quan­
tum mechanical features. 
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Let !D be the class of functions which are bounded by Cr-1 • c and Cr-3 - c , [; the class of potentials ~(r) such that 
V (r), rV' (r), and 'Y 2 V" (r) belong to !D. [; is dense in the class of potentials 'U with finite norm j 0 p I V (p) I dp in 
which almost all the results of potential scattering are derived. In this paper a complete sollllion of the in­
verse scattering problem at fixed energy is given in a class S of potentials which contains [;. This means that 
given any set of phase shifts bounded by CZ-1-" we construct all the potentials of ~ which fit this set of phase 
shifts. They depend on an arbitrary function. The fundamental tool in the solution is the" scattering structure 
function." The method is derived in such a way that an approximation theory and numerical computations are 
feasible. These. together with various studies of the solutions. are the object of forthcoming papers. 

1. INTRODUCTION 

We study the elastic scattering of a particle obeying 
the Schrodinger equation with a spherically symmet­
ric potential, at an energy E = ~Pi2k2/m,rn being the 
reduced mass and k the linear momentum. Our 
"inverse problem" is the construction of the potential 
from the phase shifts. 

Being given a sequence 0(0 = {Ol}) of phase shifts, 
five questions are of interest. The two first ones are 
the a priori questions of the problem: 

(i) Does a potential V exist, which generates 0, at the 
energy E, through the Schrodinger equation? Such a 
potential is called a solution of the inverse problem 
at the energy E. 
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explored above is remarkably simple and free of "ad 
hoc" assumptions. 

It might look artificial to postulate a five -dimensional 
continuum, since space-time appears to be sufficient­
ly described with four dimensions. The reasons for 
this initial postulate are not compelling but are rele­
vant from the point of view of simplicity. In fact we 
have tried to eliminate the appearance of "ad hoc" 
mass terms in the equations describing elementary 
particles. These terms are disturbing, since it is not 
clear what dynamical mechanisms should be at their 
origin. No terms of this kind appear in the descrip­
tion of vibrations in solids which we took as a start­
ing analogy. We accordingly tried to do away with 
mass terms and looked for more natural sources of 
the rest energy. The study of vibrations in thin 
films showed to us how a masslike behavior arises 
when a narrow transverse dimension exists. This we 
abstracted to be our x 5 • Moreover, perhaps the re­
mark can be made that a very simple model of closed 
expanding universe is the shell of a five- dimensional 
sphere. It is hard to understand that the width of the 
shell should be exactly zero. 

Our second assumption of generalized symmetry is 
obviously much more general than invariance under 
ordinary Poincare transformations. 

It seems quite appropriate not to impose a rigid met­
ric connection in space-time, independently of 
whether matter is or is not present. This provides 
the possibility that its structure can be twisted when 
the kind of matter which is present possesses spin. 
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It has been known for quite a time4 ,5 that spin can be 
defined as a dynamical property of classical fields. 
There is a very close analogy between charge and 
spin when one uses a gauge covariant formalism as 
has been done in this paper. The introduction of the 
fields A ij II in order to define a covariant derivative 
exactly parallels the principle of "minimal electro­
magnetic interaction." Here, however, because of 
their different geometrical structure, not all fields 
possess the same "coupling constant", or, in other 
words, spin. Spinors have of course spin ~, and this 
is the meaning of the ~ factor which appears in 
Eq. (5). 

Since we have a stable model which might describe 
the structure of an elementary particle, the dynamical 
definition of spin shows here all its relevance. Inde­
pendently of the existence of Hermitian operators 
which in a nonlinear theory have no meaning, this par­
particle has spin ~ because of its geometrical nature 
which is of course completely classical. 

We conclude that in spite of its unrealistic Simplicity 
(no weak, electromagnetic, or strong interactions have 
been considered) the model shows that localized 
stable excitations can exist in a certain rather reason­
able space-time. These classical particles would 
have a highly nontrivial rest energy spectrum (de­
pending on the number of nodes of the wavefunctions), 
and other properties such as definite spin and corres­
ponding antiparticles, usually considered typical quan­
tum mechanical features. 
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Let !D be the class of functions which are bounded by Cr-1 • c and Cr-3 - c , [; the class of potentials ~(r) such that 
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feasible. These. together with various studies of the solutions. are the object of forthcoming papers. 

1. INTRODUCTION 

We study the elastic scattering of a particle obeying 
the Schrodinger equation with a spherically symmet­
ric potential, at an energy E = ~Pi2k2/m,rn being the 
reduced mass and k the linear momentum. Our 
"inverse problem" is the construction of the potential 
from the phase shifts. 

Being given a sequence 0(0 = {Ol}) of phase shifts, 
five questions are of interest. The two first ones are 
the a priori questions of the problem: 

(i) Does a potential V exist, which generates 0, at the 
energy E, through the Schrodinger equation? Such a 
potential is called a solution of the inverse problem 
at the energy E. 
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(ii) Let us be given a class W of functions containing 
a solution V of the inverse problem at the energy E. 
Is V the unique solution in W ? 

The answer to (i) is "in general" affirmative ("in 
general" meaning unless ° is an exceptional sequence, 
fulfilling special constraints). We therefore are led 
to the question: 
(iii) Give a method for constructing a solution of the 
problem. 

The answer to (ii) is definitely negative if W is the 
class-say CP-of all the potentials leading to physi­
cally acceptable phase shifts. Only in very special 
subclasses of CP can the answer of B be positive. 
This leads us to the two following questions, in which 
we call "equivalent" two potentials yielding the same 
sequence of phase shifts. 

(iv) Give methods for constructing all the equivalent 
potentials in CP or in a large enough, well defined, sub­
class of CP. 

(v) Give an appraisal of the deviation from each 
other of all the equivalent potentials in CP or in a 
large enough, well defined, subclass of CP . 

In a more general framework, additional questions 
would be for instance: Let ° be given as a function of 
E, what conditions must be fulfilled for which at 
least one of the solutions is a static potential; and 
how do you get it? Our present interest is however 
strictly limited to the inverse problem at fixed 
energy. It is, therefore, convenient to use the follow­
ing notations: 

DO = r2(£ + 1\ (1.1) 
r &r 2 ")' 

Drv = r2(l~ + 1 - v(r~ , (1. 2) 
&r 2 ') 

so that the lth partial-wave equation reads 

(1. 3) 

The partial wave is the solution of (1. 3) which be­
haves at the origin like [r(l + ~)l-1(~1T)1/2rt+l, 
so that for V = 0, we get 

[tPt(r)]v=o == ut(r) = (~1Tr)1/2 Jt+1/ 2(r). (1.4) 

The phase shifts are defined through the asymptotic 
behavior of tPt(r): 

tPt(r) = At sin(r - 11T/2 - 0t) + 0(1), r -) 00. (1. 5) 

A suffiCient condition for the existence of the 01 is 
that the following quantity is finite; 

\lvil = fo
a 
ph IV(p)ldp + faoo IV(p)dp, (1.6) 

where a is a fixed length. 1 This condition defines a 
set '0 of potential, in which II vii is obviously a norm. 
However, the set CP for which the 01 are defined by 
(1. 5) is much larger than '0: CP contains, for instance, 
infinitely repulsive potentials. 

Let us now summarize the approaches to the prob­
lem and our present knowledge of the question. 

Roughly speaking, three kinds of formalisms have 
been used in the literature dealing with this prob­
lem. In the first one,2-6 it is assumed a priori that 
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the potential to be obtained is such that the JWKB 
approximation is valid for the phase shift. An addi­
tional assumption is more or less explicitly done, 
such that there is only one turning pOint. Hence, it is 
possible to define a function, saY,H(A) from which 
V(r) can straightforwardly be derived, at least for 
large enough r, and the phase shifts are given by 

(00 It 
o(l) = J/+1/2 ,-;::- 1 H(It)dA. 

Vlt 2 - (l - zV 
(1.7) 

Conversely, if ° is known as a differentiable function of 
l, the Abel transform (1.7) can be inver sed and H (It) 
be obtained, then V(r) from H(It). The method can be 
refined to include second order terms in JWKB 
apprOximation. 4,6 However, the only answer which 
can be done by this way to our five fundamental ques­
tions is-"Here is a potential V(r) whose phase shifts 
are approximately the required ones." Although such 
an answer can be sufficient for certain physical pur­
poses, we must observe that the inversion technique 
is itself not very well defined, since it includes an 
interpolation [from 01 to o(l »), whose definition has 
been forgotten by most authors. 2,3,5,6 Yet, the 
Regge theorems, to be recalled below, show that the 
choice of an interpolation of o(l) is the key of ques­
tion (ii). Even for a rough application the method is 
questionable, since a small imaginary part in the 
potential leads to a dramatic situation as regards to 
the errors. 

Due to Martin and Targonski,7 the second way of 
approaching the problem gives a positive answer to 
(i) and (ii) for sets of phase shifts fulfilling some 
special constraints, and potentials of the Yukawa 
class. The method is not fitted to study questions 
(iii)- (v). It is not fitted either to make generaliza­
tions, except for those that may be very weak. 8 

The third approach, by far the richest one, can be 
considered as an extension to this problem of the 
Gel'fand-Levitan formalism. In such a formalism, 
being given two potentials V and W, one looks for a 
"transformation kernel" Kf (r, r ') which generates 
the wavefunction corresponding to W from the one 
corresponding to V through the formulas 

tP!"(r) = tPr(r) - J; K~(r,p)tPnp)p-2dp, 
1 (r 

K~(r,r) = - 2r Jo p[W(p) - V(p)]dp. 

(1.8) 

(1.9) 

All the scattering problem reduces therefore to the 
determination of Kty(r,r ' ). For this, it is convenient 
to introduce an auxiliary toolf~(r, r ' ), which is a 
solution of the partial differential equation 

[D! - D;;lf~(r,r') = 0 t 
f!y(r,O) =fW(O,r') = 0 f (1. 10) 

and which enable one to obtainK~(r,rf) through what 
we think right to call the Regge-Newton equation 

K~(r,rf) =ff(r,r') - for K~(r,p)f~(p,r)p-2dp (1.11) 

obtained by analogy with the Gel'fand-Levitan equa­
tion. Two kinds of studies have usedff(r, r') as a 
fundamental concept. In the study developed by 
Regge,9 and more thoroughly by Loeffel,10 V is 
equal to one, and the class of potentials is '0. Ques­
tions (iii)- (v) are neglected, but (ii) is studied 
thoroughly. The functionfr(r, r') is characterized by 
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a set of numbers, the" spectral data" (y, {Zlk}, {d k})' 
which enable its construction through the expansion 

1
+00 

l~rx,Yl == - (21Tt 1 -00 yeT) (xy)iT+l/2dr 
00 

+6 dk (xy)ve 1 / 2 • (1.12) 
k=l 

The series converges uniformly for (x,Y) in any com­
pact contained in R~ xR+. Using this expansion, it has 
been possible to prove the two following uniqueness 
theorems10: 

Them'em I: Let VI and V2 be in 'D; let (JII and (JI2 
be the corresponding Jost functions. If 

(JIl(l) == (JI2(l) 

for Re I 2> - t, then 

for almost all positive r. 
2·0 

Theorem II: Let Sz = e ' I and let a(l) be the 
interpolation of 51 obtained through the Jost functions 
(the socalled Regge interpolation). Let VI and V2 now 
be in the class 'D. If the corresponding Regge inter­
polations a1 and a2 satisfy 

a 1 (Z) = a2 (l ) 

for alll with Re l > - t, where both are holomorphic, 
then 

for almost all positive r. 

The problem of uniqueness reduces therefore to the 
step 51 --7 a(l). At this point, there can be uniqueness 
only for particular classes of potentials, allowing the 
interpolation to be unique. This is the case, for in­
stance, if Carlson's theorem applies (Yukawa clas­
ses ... ) or if the Lagrange--Valiron theorem applies 
(several classes studied by the authorll). If a sub­
class of'D is chosen such that the solution is unique 
or if Regge interpolations are known, questions (i) 
and (iii) can be answered positively in certain 
cases.10,12 However, attempts to answer questions 
(iv) and (v) through this formalism are lacking and 
the stability of a method using an interpolation pro­
cess as an intermediate step is highly questionable. 13 

In the study initiated by Newton, 14 the function 
loW(r, r') is given by the series 

00 

loW(r,r') = 6 (i u,,(r) u", (r'). (1.13) 
1=0 

which is obviously a solution of (1.10). Hence 
Kt(r, r') has the expansion 

00 

KoW(r,r') =6 czl/Jr(r)u1(r'). (1.14) 
1=0 

Inserting this expansion in (1. 11) and going to infinity 
yield a infinite system of linear equations relating 
the 0z and the c I ' so that solving question (iii) reduces 
to inverting some infinite matrices. A formal solu­
tion of the inverse problem is therefore obtained in a 
very elegant way. It remains however, for solving 
(iii), to give explicitly the inverse matrices for solving 
(i) and (E), to prove that physically acceptable poten­
tials are obtained from a physically acceptable set 

of phase shifts. This has been done,15 starting from 
a sequence 0 = {oJ of phase shifts such that 

(1. 15) 

and obtaining, for almost every sequence of this class, 
a one-parameter family of potentials such that 

G 21 = a o + 0(l-2) l 
[-7 co. 

G21 + 1 = a 1 + 0(l-2) \ 

(1.16) 

Unless a o = aI' these potentials behave asymptoti­
cally like Cr- 3/ 2 sin(2r + cp), whereas for ao = ~, 
they decrease faster than Cr- 2+€. This is the case 
for one and only one value of the arbitrary parame­
ter in the family corresponding to a sequence o. We 
can therefore assert the following: Let (', t be the 
class of potentials whose transformation kernel is of 
the form (1.14) and the c; fulfill (1.16), and (',1 the 
subclass with a o = a1 • In (',1, the answer to (i) and 
(iii) is affirmative. This holds for (ii) in (',1 only. 
The uniqueness, or almost uniqueness, encountered 
in these cases, corresponds to very special proper­
ties of the potentials.1 6 The method is easy to ex­
tend by allowing l in (1.13) to take noninteger 
valuesl7 and, pOSSibly, complex values. 1S However, 
the limitations of such a method, for whatever genera­
lization, comes from the convergence conditions when 
going to the asymptotic limit of the linear system, 
which is equivalent to (1.11). A necessary condition 
for this is that the I c) be bounded by C(Rep.) 1/3. But 
this simple bound considerably limit the class-say (',­
which can be attained by all these methods. A study 
of the Jost functions shows that expansions are then 
valid, comparable to certain disperSion formulas, 19 

and in which the Gil appears as interpolation coeffi­
cients.ll In the series giving asymptotic quantities, 
the apparent rate of convergence is that of the series 
I Gil. Modifications of the method20 enable one to 
increase this rate of convergence. Actually, since the 
limit a e of c I as l ....., co is proportional21 to 

fooo pV(p)dp, it is, in our opinion, more interesting to 
calculate exactly the contribution of this term and 
make manipulations on series including (c z - ao).22,23 

Extensions of the Gel 'fand- Levitan formalism to in­
clude Coulombian potentials, 24 relativistic cases,25 
spin orbit potential26 and tensor forces27 are also 
available, but in a less advanced state. 

In the follOwing, we characterize the two ways of 
treatingf (r, r') as the spectral data approach and the 
interpolation coeffiCients approach. Facing the im­
pressive list of results obtained through these meth­
ods, we are nevertheless disappointed for the follow­
ing reasons: 

(a) There is no method as yet available to answer 
questions (i)- (iii) in a class of potentials defined 
through simple properties of the potentials. 

(b) There is no attempt made to solve question (iv). 

(c) The main effect of the only preliminary attempt28 
to answer question (v) has been to convince the 
author that representations offer, r') with interpola­
tion coefficient are very particular, and a represen­
tation through the Fourier transform off(r, r) would 
be much more fruitful. 

These remarks have led the author to undertake a 
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study which is now in course of publication, and whose 
two other parts have already been issued.23 ,29,30 

The remarks which have led us to our method are the 
following. 

(d) Kg{r, r') is a solution of the partial differential 
equation [we use in the following the simplified nota­
tion K(r, r'»), 

(DV - DO )K(r,r') = ° ) 
r r' ( 

K{r,O) =K (O,r') = ° \ 
K(r,r) = - h J; pV{p)dp 

(1. 17) 

Conversely, straightforward techniques14,31 show 
that the solution of (1.17) is the transformation ker­
nel corresponding to yep), so that (1. 8) holds. The 
only important operator is therefore K(r, r'),f(r, r') 
being at most an auxiliary tool. 

(e) In K(r, r') the only important part for our 
problem is its asymptotic behavior for large r. 

(f) Iff(r,r') is used as an auxiliary tool, the Fourier 
transform off{r, r) yields probably its most conven­
ient characterization. 

(g) Almost all the results in potential scattering 
being valid only in '0 (or in subclasses of '0), results 
valid in '0 or in a subclass of '0 large enough, and 
dense in '0 with respect to the norm (1. 6), can be con­
sidered a sufficient generality. FollOwing these re­
marks, we have obtained in a previous paper, 29 here­
after referred to as I, the following results: 

Let &f be the class of continuous functions VCr) such 
that, for x 2: 0, 

IriV{r)1 sC{r/a)E' ( 

IrkV(r)1 s C(a/r)E \ 
(1. 18) 

and let 8 be equal to 813,8 be the_subclass of g such 
that rV' (r) and r2V" (Y) belong to &;. Let V belong to 
8 21 ; the differential equation (1. 17) has a solution, 
thoroughly studied in I. For V E &; it can be put in 
the form 

K{r,r') = cosrk(r') + sinrk{r') + P(N)(r,r') 

: K(r,r') =- sinrk(r') + cosrk(r') + Q(N){r,r') \ ' 
r (1. 19) 

where P (N) (r, r') and Q (N)(r, r') are "negligible func­
tions" viz functions such that 

(a) p(N)(r,r')---70, r---7Ci) 

(b) J; \p(N)(r,r')\r'-l {I + r')-l ---70, 

, 
\ 

.(1. 20) 
r---7Ci) 

Let us now insert (1.19) into (1. 8). (Recall that, in 
the follOwing, we definitely substitute the couple (0, V) 
to the couple (V, W) used at the beginning of this sec­
tion and drop the indices whenever they are not neces­
sary.) By going to the asymptotic limit, we obtain the 
remarkable formula 

fooo J<'.(P)uz(p)p- 1dp = exp(- il7T/2)(1- A z exp(ioz)), 

h (1. 21) were 
J<'.(p) = p-1[k(p) + ik(p)). (1. 22) 

We have furthermore proved in 129 that the data of 
Je(p) enable one to constructK(r,r') and therefore 
V(r). J<'.(p) , K(r, r'), and VCr) are therefore equiva-
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lent quantities from the information point of view, 
and the scattering problems are completely describ­
ed by the formula (1. 21). So as to label the impor­
tance of Je(p) for the scattering problems, we have 
called it the" scattering structure function." The in­
verse problem formally reduces to the determination 
of the" scattering structure function" from the 
phase shifts. A direct determination, starting from 
(1. 21), will be studied as a generalized moment prob­
lem in a forthcoming paper, of a more mathematical 
character. In the present one, we still usef(r,r') as 
an auxiliary tool; but its importance is essentially 
that of a gadget for obtaining the s.s. functions. 

In the present paper, we describe a method of solu­
tion of the inverse problem which answers the ques­
tions (i)- (v) in a class of potentials dense in '0. This 
method is described in Secs. 2 and 3 below. In Sec. 2, 
we first thoroughly study the properties of K(r, r') 
andf(r, r') for potentials of class &;, particularly 
their asymptotic behaVior, which can be expressed 
for both functions by formulas similar to (1.19). A 
fundamental equation is given, which relates the s.s. 
function andf(r,r'). We then look for a characteriza­
tion off(r,r'}. f(r,r'} can be characterized as a solu­
tion of (1.10); but it can also be characterized by an 
integral representation in which the key function is 
a Fourier transform of f(r, r'). We therefore study 
the properties of this Fourier transform for poten­
tial of &; and, in view of obtaining the C I' the proper­
ties of the function obtained by truncating the Fourier 
spectrum off(r, r). Section 2 contains finally the 
working program of a solution of the inverse prob­
lem. This working program is achieved in Sec. 3, 
where a complete solution of the problem is given and 
its answers to questions (i)- (iv) are clearly stated. 
As for question (v), it will be studied apart in a forth­
coming paper. 32 

In a forthcoming paper, the properties of the solu­
tions here obtained will be fully investigated. In par­
ticular, the trace method will be applied to the solu­
tions, so as to obtain results corresponding to those 
obtained in the other inverse problem of quantum 
mechanics.33 Alternate methods of constructing solu­
tions will also be given. In one of them, like in the 
Newton's method and its generalizations, the main 
figures will be the interpolation coefficients. Although 
this method can be considered as the largest possible 
extension of studies of this kind, it presents the same 
defects, viz the potentials are defined by special pro­
perties of the eland not by simple mathematical pro­
perties. 

2. PROPERTIES OF K(r,r') ANDf{r,r') 

A. Properties of K(r, r') 

The properties of K(r, r') have been thoroughly studi­
ed in our previous paper (I) for potentials of class 8. 
Many of them, actually, hold for potentials of larger 
classes. We only give here a few results,necessary 
for understanding the following. 34 Let us first intro­
duce the notations 

K 1 (r,r') ==K(r,r')--Ko(r,r'), (2.1) 

where 
( .... ')1/2 

Ko(r,r') ==- t(rr')1/2 Jo 

x "or (r - r') (1 - ::,) 1/2J pV(p)dp (2.2) 
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and 
K 2(r, r') = K (r, r') - K8(r, r'), (2.3) 

where 

K8(r,r'):::: (21T)-1 VOf01 G(r,r',u)u-2du, (2.4) 

Vo = fooo pV(p)dp, (2.5) 

G(r,r',u) = cos[(r - r')2 + 4rr'u 2)1/2] - cos(r - r'). 
(2.6) 

K8(r, r') can also be given the remarkable form 

K8(r,r') = - (1T)-1 v{uo(r)uo(r') 

+ 2z~ uz(r}uz(r')]. (2.7) 

The interest of the separation (2.1) comes both from 
the fact that the symmetric function K o(r, r') is that 
part of K(r, r') which is linear in V, and from the fact 
that remarkable bounds and integral expressions are 
valid for KI(r,r'),for instance, 

K1(r,r') = (4r2t1[K(r,r»)2 sin(r- 1") 

+ fr
r
' siner' - p)Q(r,p)p-2dp, (2.8) 

K1 (1', 1") =- (4r'2t 1 [K(r', 1")]2 siner' - 1') 

+ fr: siner - p)S(p,r')p-2dp, (2.9) 

where Q(r,r') and S(r,r') are continuous on R+ x R+, 
and absolutely bounded by 

Bounds and integral expressions have also been 
obtained for 

K5(r,r') =Ko(r,r') - K8(r,r'). 

(2.10) 

(2.11) 

Although all these results are to be used in Appendix 
A, we do not state them here more completely, but 
only give some features of the asymptotic behavior of 
K(r,r'), using, for the various quantities, indices which 
refer to that part of K(r,r') they refer to. Compo­
nents of the s.s. function are proved to be given by the 
following formulas, where Je(r) is equal to [k(r)T + 
ik(r)]r- 1 : 

Jeo (r) = -- (21Tr j-1/2 

xfoooexp[- i(r + ip2/r) + i1T/4]pV(p)dp, 
(2.12) 

3<'1 (r) :::: r- 1 {(4r2j-1 [K(r,r»)2 exp(- ir) 

+ f r
oo 

exp(-- iP)S(p,r)p-2dP} ' 

Je1 (r) :::: (21T1'j-1I2 f01 u- 3/ 2du foOO 

x exp[-- ii(p2zI/1' + u1' + 1'/u) + i1T/4] 

x V(p)K(p, pu)dp, 

Je8(r) == - 1T- I VO fo" exp[- ir cose] cos(e /2)de. 

(2.13) 

(2. 14) 

(2.15) 

Je2 (1') is29 a bounded continuous function on R+ going 
to zero like 1'-1 as l' goes to rfJ, whereas Je8(1') asymp­
totically behaves like 

Je8(1') == - (21Tr)-1/2 Vo exp(- ir + i1T/4) + 0(r- 1).(2.16) 

Besides, we have obtained in (I) several bounds for 

the remainders coming in when K(r, r') approaches 
its asymptotic behavior. If we write again (1.19) as 

(1 - i o~ ) K(1', r') = - ir'Je(1") exp(i1') + <R(r, 1"), 
(2. 17) 

the components of <R(r, 1") are bounded by 

leRg(r,r')1 :<0 Cr'lr - r'I-1I2, 

leRb{r, r') I 

:'O{~r'/r + Cr'2/r + Cr'(r'/r)</2 

(2.18) 

for r' :<0 ~r, 
(2.19) 

(2.20) 

Other bounds are given in the Appendix A. It is con­
venient to call the first term of an expansion like 
(2. 17) the structural term, the other one, the remain­
der and the whole, a structural expansion. 

In our previous paper (I), we did not give the asymp­
totic behaviour of K(r, r') for fixed r, large r'. This 
however, is very easy to obtain, since Ko(r, 1") is 
symmetric, whereas K1 (r, r') is given as well by (2. 9) 
(which was used in I) and by (2.8), which can be used 
in the same way for the present purpose. The results 
are given in the following formulas, where we use the 
primes for denoting the quantities related to this type 
of asymptotic behavior: 

Jeo(r) = Jeo(r) , (2. 21) 

JeJ(r) = - (4r 3)-1[K(1',r)p exp(- i1') 

- i1'- 1 100 
exp(- ip)Q(1',p)p- 2dp. (2.22) 

r 

Besides, the bounds of the various components of 
1<R'(r, 1") I are similar to those of I <R(r' ,1') I. 

B. Properties of f(r, r') 

We study 1 (r, r') for a potential of class 8. Actually 
most of the formulas given below are valid for a 
potential of 0J.I' in particular, formulas (2.23), (2. 24), 
and (2. 25). f(r, r') can be related to K{r, r') through 
the formula 35 

l(r,r') =K(r,r') + fr K(T,r)K{T,r')T- 2dT. 
o (2.23) 

It is easy to obtain another formula for l{r, r') by 
solving (1. 10) through Riemann's method, following 
the work we have done in I for K(r, r'). The result36 

is 

l(r, r') = 1[(r1")1/2, (1'1',)112] _ (1'1")1/2f~rrt}1/2 

xP-1f(P'P)~Jor(1'-1")(1- ~)1/2JdP' (2.24) 
op L 1'1" 

which can also be written 37 as 

l(r,r') =- t{1'1',)1/2J
o
(rr')t/2 

>< Jo[(1' - 1")(1 - p2/r1")lhlpw(p)dp, (2.25) 
where 

w(1') = - 2r1 ~ [1'- 11(1',1')J. 
d1' 

(2.26) 

Comparison of (2.2) and (2.24) (as well as a direct 
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verification) shows that Ko(r,r') is a solution of 
(1.10) and that f(r, r') is related to w(r) like Ko(r, r') 
to VCr). Formulas (2.24) and (2.25) yield the continu­
ation of f(r, r) in R+ x R+ consistent with the partial 
differential equation (1.10). The continuation of 
K(r, r) in this way is Ko(r, r'). We can also say that 
(2.24) gives a characterizationoff(r,r') by the func­
tion f(r, r), this meaning that the data of f(r, r) is 
sufficient for constructing the solutionf(r, r') of 
(1.10), which for r = r' is equal tof(r,r). Such a 
characterization is convenient for a complete study of 
the problem, and we shall give,here and there, some 
remarks which enable the interested reader to easily 
do it. However, it is (slightly) more convenient to 
characterize also f(r, r') by a Fourier transform of 
f(r,r). 

C. Characterization of f(r, r') by a Fourier Trans­
form 

Let us first study Ko(r, r'). From the results of I, we 
can write . 

(2.27) 

where G(r, r', u) is given by (2.6) and <I>'(u) is given by 

(2.28) 

where y is the step function, and <I>l(u) is locally in­
tegrable on R+ ,going to zero like Cu- 3-€ as u goes to 
00 (this for a potential of class 8). The first term in 
(2.28) is responsible for the fact that r-lKo(r, r)(= 
r- l K(r , r)] goes to the constant - ~ Vo as r goes to oo. 
From (2.27) we have also derived the formula for the 
s.s. function: 
Jeo(r) = irl exp(- ir)1.

oo 
[exp(2iru 2) - l]<I>'(u)du. 

o (2.29) 

From (2. 28), we easily derive the formula 

Ko(r,r') = 4rr'f
o
oow- l sinwu<I>(u)du, (2.30) 

where 
w = [(r - r')2 + 4rr'u 2]1I2, (2.31) 

<I>(u) = - ~oo<I>'(t)dt = - (21r)-lVO(U- l - 1) 

x y(i - u) + <I>l (u). (2.32) 

For r = r', (2. 30) reduces to 

(2.33) 

We would like to extend these results to f(r, r'). Let 
us consider the function 

j(r,r) =f(r,r) -K(r,r). (2.34) 

FrQ.m (2.23) it is easy to prove (Appendix A) that 
r-lf(r,r) is a bounded continuous function,going to 
zero faster than Cr1logr as r goes to 00, and there­
fore belongs to L 2 (0,00). We therefore can define in 
L 2(0,oo) a function <I>2(u) such that this integral con­
verges in the mean l.i.m.): 

(2.35) 

The continuationj(r,r') ofj(r,r) which fits (1.10) 
clearly is f(r, r') - Ko(r, r'). Let us consider the 
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formula (2. 24) for it, and use the Parseval theorem 
and (2.35). We obtain, through well-known formulas38 
that 

j(r,r')= 4rr' l.i.m. ~oo w-l (sinw)u<I>2(u)du. (2.36) 

Comparison with (2.30) shows that, if rlf(r, r) is 
given by its Fourier transform 

rlf(r, r) = 21.
00 

sin(2ru)F(u)du, 
o (2.37) 

the following formula defines a continuation which is 
consistent with (1.10): 

f(r, r') = 4rr' fooo w- l sinw) uF(u)du. (2.38) 

Besides, it is easy to prove on (2.38) that, provided 
convergence conditions are fulfilled, (2. 38) is a solu­
tion of (1.10) reducing to (2.37) as r' goes to r. In 
those conditions, which certainly hold for potentials 
of classes larger than 8, (2. 23) and (2. 38) are there­
fore equivalent continuations of f(r, r). This equiva­
lence between the two characterizations of f(r, r') 
either through f(r, r) or through the Fourier trans­
form, cannot be overemphasized. They are also 
equivalent (for equivalent classes of potentials) with 
the "Loeffel" characterization by spectral data. In 
contrast, the coefficients Cz can be used only, as we 
see below, when f(r, r) has a truncated Fourier spec­
trum. Actually, this remark explains why, in a paper 
which want to be as comprehensive as pOSSible, we 
like better the characterization by the Fourier trans­
form: The coefficients c z will appear there in a most 
natural way. The price to be paid is the supplement­
ary assumptions of differentiability of the potentials­
assumptions which can be suppressed for most re­
sults, as we have seen in I, Sec. 7. 

D. Asymptotic Behavior of f(r, r') 

We already know the asymptotic behavior of the first 
term in the right-hand side of (2.23). For a study of 
the second term, it is convenient to insert 

K(T,r) = K8(T,r) + K6(T,r) + Kl(T,r) 
into 

fo"[K(T, r)K(T, r')]y- 2dT. 

(2.39) 

(2.40) 

Then we write down the asymptotic behavior of every 
term as given by formulas of the form (2.17). It is 
proved in Appendix A that all the remainders are 
"negligible" functions, so that we obtain in this way, 

{1 - i ~ +(r, r') = - i r'g: (r') exp(ir) + T(r, r' ), 
\ a;}' (2.41) 

where 'J'(r, r') is a "negligible function"; g:(r') and 
'J'(r, r') are related to Je(r') and K(r, r') by 

g:(r') = Je(r') + fooo X'(T)X(T, r')dT, 

Je(r,r') = (rr')-lK(r,r'), 

'l'{r,r') = <R(r,r') + f;<R'(T,r)K(T,r')T-2dT 

+ i exp(ir)J
oo 

X'(T)K(T,r') y-ldT ,.. 

- ir-2K(r,r)K(r,r'). 

(2.42) 

(2.43) 

(2.44) 



                                                                                                                                    

SOLUTION OF INVERSE SCATTERING PROBLEM 681 

Furthermore, we prove in Appendix A that, for any 
positive E, 

13'(p) - J\{p) I < C(l + p")(l + p)-l. (2.45) 

It is convenient to label two terms in g'(r') like we did 
for :K(r'): 

g'{r') = g'g{r') + g'2{r'), (2.46) 

where 3'g(r') is nothing but :R8(r'). 

E. Asymptotic Fundamental Equation 

We are now in position for deriving the asymptotic 
form of the Regge-Newton equation: 

:R(r,r') = if(r,r') - J;:R(r,p)g'(p,r')dp, (2.47) 

where we have used, for convenience, the notations 
(2.3) and 

3'(r,r') = (rr')-l[(r,r'). (2.48) 

Replacing K(r, r') andf(r, r') by their expansions 
(2.17) and (2.14), and letting r go to infinity in (2.47), 
we easily check that the contribution of the negligible 
functions vanishes and we obtain 

:K(r') = g'(r') - fooo :R(p)g'(p, r')dp, (2.49) 

which supersedes the Regge-Newton equation (2.47) 
in all the situations where only the behavior for large 
r comes in. This equation is therefore most conveni­
ent for scattering studies. One must notice that (2.49) 
contains exactly as much information as (2.47), since 
it follows from the analysis done in I (Sec. 7) that 
:R(r, r') can be derived from :R(d. Besides, the same 
device can be used for deriving g'(r,r') from goer). 
Actually, if we write 

f(r, r) through (2.24). Actually, the knowledge of 4>(u) 
andl(r,r) or q:(u) and 4>z(u) are sufficient f9r a 
characterization of f(r, r'). If we allow r-1f(r, r) or 
4>2(u) to be any function Q.f Lz(O,oo),we obtain a class 
of functions 3'(r, r'), say, 3', which contains the class 
associated with the class of potentials S. However, 
1f is much too large for our purpose, and not con­
venient for our foregoing derivations. We therefore 
try to get more precise limitations on w(r) and 4>;a(u) 
for a potential of class 8. From (2.23) and (2.26), we 
obtain 

w(r) = VCr) + 2r 3 Iar[K(p,r»)2p- 2dp -2r4 [K(r,r»)2 

-4r2 i;K(p,r)(:r K(p,r'p-2dP. (2.53) 

For a potential in 8, we know that IK(p, r) I is bounded 
by C(pr)1+ ~/2, whereas l(a/ar)K(p,r) I is bounded by 
Cpo Hence, if we introduce wI (r) equal to w(r) - VCr), 

(2.54) 

The asymptotic behavior of w(r) is derived in Appen­
dix A, together with a careful appraisal of the re­
mainder. The result is 

Iwl(r) + 4r-2[Qlcos(2r) + (3 sin(2r)] I < Cr3+~, 
(2.55) 

where 

QI= J;k'(P)k'(p)p-2dp, 

f:l = i fo"" {[k' (p»)2 - [k '(p) ]Z} p- 2dp. 

(2.56) 

(2.57) 

From (2. 54) and (2. 55), we see that rw(r) is a func­
tion of [,2(0,00). Let us define its cosine Fourier trans­
form u4>2(u): 

u:i>2(U) = - (17)-1 l.i.m.]o"" cos(2ru)rwl {rydr, 

which is equivalent to 

(2. 58) 

f 2(r,r') =f(r,r') -K8(r,r'), (2.50) .!!:.. [r-1J(r, r}J = 41.i.m. 1.00 
cos(2ru).j;2(u)udu. (2.59) 

dr 0 

it is clear that the s.s. function corresponding to 
f 2(r,r') is 5'2(r'). 

Now, sincef2 (r,r') is a solution of the partial differ­
ential equation (1.10), just like Kg(r, r') which we have 
studied in I, we can readily write, following [I, (1. 26)L 

f 2(r, r') = (2rr )-1/2(rr') 1/2 r if 2(P) sin(<p(p)) -12(p) 

X cos(~p»]V3/2dp, (2.51) 
where 

<p(p) = ~p(rr'/p2 + r/r' + r'/r) + 11/4. (2.52) 

The formulas (2.42) and (2.49), together with the 
formulas relating :R(r, r') to :R(r') and 5'(r, r') to 5'(r') 
prove that the information contained in goer) and that 
in :R(r) are equivalent, and are also equivalent with 
that contained in g'(r,r') or :R(r,r'). This holds pro­
vided that the integral equations there involved has a 
unique solution. 

F. Further Characterization of f(r, r') 

Formula (2. 49) can be used to construct s. s. functions 
from the knowledge of 3'(r,r'). g'(r,r') can be con­
structed either from F(u) through (2.38) or from 

Let us now introduce 

A{r) = 4rl[QI cos2r'v(r - a) + f:l sin2ry(r - b)], (2.60) 

where y is the Heaviside step function, a and bare 
conveniently chosen positive numbers. Clearly, 

Irwl (r) + A(r) I < Cr- 2+~. (2.61) 

Let if{u) the cosine Fourier transform of A(r) be 

}feu) = foOO cos(2ru)A(r)dr. (2.62) 

After one integration by parts, we obtain for A(u) the 
follOwing bound: 

iA(u)I<C(1 + 11- ulP(l + log 11 -ul). (2.63) 

From (2.58), it follows that u~z(u) is a function of 
L 2(0 0:1). From (2.55) and (2.63), it follows that this 
function is continuous on R+, except for a logarithmic 
Singularity for u = 1. Let now B(r) be the function 

B(r) = foo A(p)dp. 
r (2.64) 
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B(r) is a bounded function, which, for r going to in­
finity, goes to zero like 

B(r) = 2r-1 (13 cos2r- a sin2r) 

+ r 2 (a cos2r - 13 sin2r) + O(r3). (2.65) 

Let us now analyze (2.58). The value of the right­
hand side is the limit, with respect to the norm in 
L2(0,00), of 

~ M = - 7T- 1 10M 
cos(2ru)rw1 (r)dr. (2.66) 

Let us integrate (2.66) by parts. Since r1j(r, r) goes 
to zero as r goes to zero and to Cf.J, we can write 

r-l/(r,r) = - B(r) + f'" [pw1(p) + A(p)]dp (2.67) 

and, therefore, 

¥" M= - (7TM)-lj (M, M) + 27T- 1U J. M sin(2ru) r1j(r, r)dr. 
o (2.68) 

It is easy to see that 4>M is a sequence convergent in 
L 2 (0, co) as M goes to 00. Its limit is equal to 

¥ 2(U) = 2rr- 1 !.i.m. fooo sin(2ru)r- 11 (r, r)dr. (2.69) 

From (2.69) and (2. 35),it follows that <I>2(u) and 4!2(u) 
are equal almost everywhere. The function <P2 (u) 
which characterizes f(r, r') through (2.35) has there­
fore, if the potential belongs to 6, the following pro­
perties: 

(a) ~2(u) belongs to L 2 (O,co); 

(b) <P
2
(u) is almost everywhere continuous; 

(c) u~2(u) belongs to L2 (0,co),and is continuous for 
any u but u = 1. 

Since <PI (u) shows also those properties, so does 

tt-'(u) = <P
1
(u) + <P

2
(u) === F(u) + (21T)-lVO(u- 1 - 1)1'(1- u) 

(2.70) 

The set fr of functions f(r, r') characterized by giving 
a number Vo and a function tt-'(u) contains the set of 
functions f (r, r') corresponding to potentials of 8. 
ff is narrower than 1f, and exhibits an interesting 
property: It is easy to study "truncated Fourier 
spectrum" approximations in ff, viz. the functions 
obtained from a given element of g: by restricting 
F(u) to a finite interval. 

G. Projected Functions 

Among the approximations described above, a parti­
cularly important one is obtained by restricting F(u) 
to [0.11. We call it the projection of f(r, r'). It yields 
two projected functions: the internal projection, whose 
spectrum is confined to [0, 1l,and the external pro­
jection, whose spectrum is confined to (1, co). Their 
sum is f(r, r'). Now,j(r, r'),according to (2.25), can 
be written as the sum of two terms, corresponding to 
two parts of Wry) [given in (2.53)). The first term 
Ko(r,r') corresponds to VCr). The second one,wh~ch 
we labelf1(r,r'), corresponds to the other terms III 
(2.53): 

(2.71) 
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After a glance at the results of Paper I, recalled in 
Appendix A, we see that the interval projection 
K6(r, r') of Ko(r, r') is readily obtained by substracting 
<P4 (u) from <p'(u) in (2.27), and adding to the function 
obtained in this way a quantity of the form y sinr sinr', 
so as to balance the integration by parts [for more 
details, see formula (2. 92) below). Therefore,Kb(r,r') 
has a structural expansion and so does the external 
projection Kg(r, r'). Furthermore, the structure func­
tion xg(p) is a continuous function on R+ ,going to 
zero like p-I as p goes to infinity. 

Using now a well-known formula, 39 we obtain from 
(2.25) the following formula for f 1 (r, y' ): 

fl (r, r') = - 271- Irr'fooo pw 1 (p)dp 

x 100 

w- I sinu· cos(2pu)du, (2.72) o 

so that the internal projectionf{(r,r') is given by 

f{(r, r/) = - 27T- 1yy'1; pWl (p)dp Iol w- 1 sinw cos(2pu)du. 

(2. 73) 

It follows from the_definitions of WI (r) and (2.72) that 
f 1 (r,r) is equal tof (r,r). We prove in Appendix A 
that it is possible to define a and b in (2.60) in such 
a way that B(O) be equal to zero. Let us do this choice, 
and set 

f(r,r) ===f10(r,r) + f ll (r,r) 
with 

f10(r,r) = - rB(r). 

(2.74) 

(2.75) 

Hence, (d!dr)r-1flO(r, r) is equal to A(r), and therefore 
vanishes as r goes to zero. Let us now successively 
study the contributions off lO(r,r) andf1(r,r) to 
(2.73). For the first one, integrating by parts yields 

471- 1rr'1"
o 

p-1fIO (p, p)dp J.l w- 1 sinw sin(2pu)udu. 
o 0 (2.76) 

It is easy to see that a permutation of the integrations 
is possible. The function looB(p) sin(2pu)dp, which 

o 
appears by the waY,can be split into two parts: 

loA B(p) sin(2pu)dp, (2.77) 

which enables us a second integration by parts, obtain­
ing 

271- 1 (sinr sinr' fooo B(p) sin(2p)dp 

+ fOl[cosw- cos(r - r')ldur B(P)p cos(2PU)dP). 

(2.78) 

For the second one, we calculate directly JAoOB(p) 
sin2pudp and its fir st derivative with respect to p. 
It follows readily from (2.65) that 

~cOB(p) sin2pudp 

=== 2r:p-l(f3 cos2p - a sin2p) sin(2pu)dp 

+ r: p-2(a cos2p - i3 sin2p) sin(2pu)du 

+ J;B(p) sin(2pu)dp, 

where 
IB(p)l< Cp-3. 

(2.79) 

(2.80) 
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The two first terms in (2.79) can easily be proved 
to be bounded functions on [0, 1], together with their 
first derivative, except for u = 1,where the first 
term has a logarithmic singularity, and its deriva-
tive exhibit the singularity - a(l - U)-I. As for the 
third term, it is obviously bounded together with its 
first derivative. The contribution of JooB (p) sin(2pu)dp 
to (2.76) can therefore be written, afte~ one integra­
tion by parts, 

IT- 1 fol [cosU! - cos(r + r')]IPt (u)du, 

where 
1/1 1 (u) = ~ (Joo B(p) sin(2pu)dP) . 

du A 

(2.81) 

(2.82) 

The asymptotic behavior of (2.78) can be studied just 
like we did in Paper I and have partially recalled in 
A. The method essentially consists in replacing 
[cosw- cos(r -.r')] by {cos[r + r'(2u 2 - 1)]-
cos(r - r')}, and proving that the remainders are 
negligible [the conditions fulfilled by the function of 
u in (2.78) are those fulfilled by cP3 (u)]. It follows 
that the contribution to the complex scattering struc­
ture function due to (2. 78) is bounded in modulus by 
C(l + r')-l. 

The formula (2.81) can be studied in a very similar 
way, replacing again cosw by cos[r + r'(2u2 - 1)], so 
as to obtain the asymptotic behavior of (2.81): 

-2lT- 1 cosr 11 sin[r'(u 2 - 1) J sin[r 'u 2J 1,1;1 (u)du o 

+2lT- 1 sinr g sin[r'(u 2 - III cos[r'u2]1,1;1 (u)du. 

(2.83) 

As for the remainders ,we know from I,Sec.5,that 
they are bounded by 

C J; sup[lsinw(l- ;~ )1 + C Ir - r' - w + 2r'u 2
1 ;cJ 

xl1,1;(u)ldu (2.84) 

and, therefore, if we refer to [I, (5. 22) 1, by 

f; sup[C, Cr'2(r + r,)-l 11 - u 21111,1;1 (u) I du. (2.85) 

It is easy to see that the remainders are therefore 
bounded by Cr'2/r and C(r'2/r )C,and negligible. As 
for the s. s. function resulting from (2.83), it follows 
from the fact that 11,1;1 (u) I is the sum of an integrable 
function and of - a(l - u)-1 that the complex s.s. 
function has its modulus bounded by C(l + r,c)(l + 
r,)-l. This can easily be proved for instance, on the 
real part, which according to (2.83), is bounded by 

Cr'-l fol I sinr'(u 2 - 1) I lu - 11- l du < C and 

< Cr'-l (1'1-<:< (1 - u)-ldu + t r'du) (2.86) 
o 1-0: . 

by choosing (\I equal to (r ')-1 +c (for large r'). 

Therefore, the total contribution of f lO(r, r) to the s.s. 
function of the internal projected function of f 1 (r, r') is 
bounded by C(l + r' c)(1 + r')-l. Let us now study the 
contribution of f If (r, r). It follows from the definition 
of B(r) and from (2.67) and (2.61) that r-ljl1 (r, r) is 
a function of L 2 (0,oo), going to zero as r goes to zero 
and as r goes to infinity. Furthermore, the function 

(2.87) 

is a bounded function of r, going to zero like Cy-3+€ 

as r goes to infinity. With these conditions, it is 
proved in AppendiX B that the function associated with 
the internal projected function of f11 (r, r') exists, and 
is bounded by C(l + r'C)(1 + r')-l. 

Hence we have proved that the continuation of fer, r) 
can be projected and that its internal projection has a 
structural expansion. Furthermore, the s.s. function 
5'{(P) which is associated with this projection is 
bounded by 

(2.88) 

If now we refer ourselves to (2.45), to (2.46), to the 
results obtained for Kb{r, r'), and to (2.71), we see 
that 5'I(p) can be written as the sum of two terms; 
the first one, which is nothing but 5'8(p) being associ­
ated with Ko(r, r') only, whereas the second one, as­
sociated both with Ko(r,r') andf1(r,r'),is absolutely 
bounded like (2. 88). Since the first one contains 5' 8(p) , 
it follows that the whole external projection of f(r, r') 
is bounded like (2.88): 

I 5'E(p) 1< C (1 + pC)(l + p)-l. (2.89) 

This condition, which is necessarily fulfilled by a 
function f(r, r') corresponding to a potential of class 
& but is not sufficient for guarantee that V is in &, 
is very important for the analysis done below. We 
call 5'* the set of functions f(r, r') whose external 
projection has a s.s. function fulfilling (2. 89) and 
whose internal projection has a s.s. function sum of 
a term l<:8(p) and a term fulfilling (2. 89). Any s.s. 
function of 5'* is therefore given by giving Vo and a 
function fulfilling a bound of the form (2.89). Clearly 
the class 5'0 corresponding to the potentials of class 
& is a subset on 5' n 5'*, which is itself contained in 5'. 

As a last remark on projected functions, let us notice 
that it is not completely equivalent to define the inter­
nal projection of f(r, r') [given by (2.38)] through the 
formula 

jI(r,r') = 4rr'fo1w-1 sinwuF(u)du, (2.90) 

which has been used in the definition above, or through 
the formula, which has generally no meaning 

I = fol[ cosu> - cos(r - r' )IF'(u)du. (2.91) 

Actually, 

I =jI(r,r') - 2 sinr sinr'F(l) if F(l) is finite. (2.92) 

The difference is obviously itself a structural expan­
sion and its s.s. function fulfills the bound (2.89). 

H. Bounds of fE(r, r') 

Let us now study the absolute bounds of the external 
projection f E (r, r') for a potential of class S. From 
(2.71) it follows that we successively have to study 
K {f(r, r') and jw(r, r'). K8'(r, r') is equal to 

KE(r r') - 4C rr'l°° w-1 sinwu""'u)du 0' - 0 1 ,*,\, 
(2.93) 

where 
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<l>(u) = - J«> <l> 4(t )dt, 
u 

(2.94) 

the function <l>4(t) , given in Appendix A, is absolutely 
bounded by Cu~3-€. Since I w- 1 sinw I is bounded by 
(1 + W)-1 ,and therefore by (1 + r + r')-l, we get for 
IKg(r, r') I the bound C(l + r + r')-lrr'. 

Integration by parts of (2.93) yields a constant abso­
lute bound. 

NOW,from (2.72) and (2.73) we obtain 

f fer, r') = - 271 1rr' ~«> w- 1 sinwdu 

x 1«>pw1 (P) cos(2pu)du, (2.95) 
o 

where pW1 (p) is a bounded function, whose asymp­
totic behavior is given by (2.61). Let us successively 
study the contributions to (2.95) of A(r) and of the 
remainder. For the first one we are led to terms of 
the form 

rr' f; w- 1 sinwduJ; cos2p cos2pup-1dp (2.96) 

and, therefore, after one integration by parts, to terms 
of the form 

f;[cosw - cos(r + r')J:u(u-lfa~_l)P-l COS2PdP), 

(2.97) 

and the same term with u + 1 instead of (u - 1). This 
leads one to a constant bound, except for the contribu­
tion of 

f
1
OO[cosw- cos(r + r')l[(u - 1)u 1-1 cos[2a(u - 1)]du, 

(2.98) 

which yields a bound CO + log[l + rr'/(r + r'»). On 
the other hand, since the p integral in (2.96) is easily 
shown to be absolutely bounded by Clog(u- 1) for any 
u,and by C(u - 1)-1 for large u, we get from (2.96) 
the bound C(rr')1- d 2(1 + r + r,)l-< 

We have now to study the contribution of the remain­
der. We have shown in Appendix A that (d/dp)(pw1 (p») 

is a function of L2(0,00). Let us denote by pw 2(P) the 
remainder [pw1(p) + A(p»). Clearly p2w2(P), pw2(p), 
and (d/dp)pw 2 (p) are functions of L2(0,ClJ). 

Using the Parseval theorem, it is easy to show that 

rr' f
1

00 

w-1 sinw du fo«> pW2(P) cos(2pu)dp 

= rr' f
1
°O sinwdu foT pw2(p) cos(2pu)dp + o(r-3/2+<) 

= - ~rr' Joo w-1U- 1 sinw du 1. 00 ~ 
1 0 dp 

x (pwz(p)) sin(2pu)dp + O(r-llz +
E
). (2.99) 

The p integral in the last expression is a function of 
u belonging to L 2 (0,oo). The Schwarz inequality yields 
then readily the bound Crr'(1 + r + r,)-l. With the 
same care, it is possible to integrate (2. 99) by parts 
and obtain 

- ~ sinr sinr' 10"" pw2 (p) cos(2p)dp 

-i f;'o [cosw- cos(r - r')]du 

x 1. 00 
pw 2(p) ~ (u- 1 cos2pu)dp 

o du 
(2.100) 
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from which the Schwarz inequality give a constant 
bound. 

Gathering the bounds we have obtained, we can write 

{
CO + r + r,)-1+«rr,)-d2 

I5'E(r,r')I< .(2.101) 
C(rr')-1{1 + log[1 + rr'/(r + r']} 

Taking care successively of the various cases defin­
ed by the positions of r,r',and rr' with respect to 1, 
we easily derive from (2.101) the more interesting 
bound 

I 5'E(r, r') I :s Cy-cl2 (1 + r)-1H(r')-</2(1 + r')-l+<. 
(2.102) 

We denote by 5'** the class of functions f (r, r') whose 
external projection fulfills (2.102). Two conditions 
are separately sufficient to guarantee that a function 
f(r,r') belongs to g:**: either it corresponds to a 
potential of class 8; or F(u) is locally integrable and 
goes to zero faster than Cu-3-< as u goes to infinity. 
This last condition is, actually, more restrictive than 
the first one, since we have seen that less restrictive 
asymptotic behavior of F(u) come from A(r). 

I. The Five Requirements of a Solution 

After the above "preparation," it is useful to define 
now precisely what we expect to obtain for being 
allowed to say the inverse problem is completely 
solved for the class S of potentials. Obviously we 
have such a complete solution if: 

(1) Being given any sequence 0 = {o J of phase shifts 
belonging to a certain sequences space 6., we know a 
method ~ for constructing a solution f(r, r') of (1. 10) 
such that (1.21) and (2.49) hold. 

(2) The class 5'1 of functions f (r, r') obtained from 
the sequences 0" of 6. contains the class 5'0 of func­
tions fer, r') corresponding to the potentials of 8. 

(3) The space 6. contains the set 6. 0 of sequence of 
phase shifts corresponding to potentials of 8. 

(4) Being given the sequence 00 of phase shifts cor­
responding to a potential V 0 of 8, Vo does belong to 
the set of solutions obtained from 00 through m. 
(5) A consequence of (2) and (4) is that the set '0 0 of 
potentials obtained from all the sequences of 6. 
through ~ contains S. SO as to obtain such a solution, 
first we construct the method ~ for 51 and 6., then we 
check successively the five requirements. This pro­
gram is now done in Sec. 3. 

3. A COMPLETE SOLUTION OF THE INVERSE 
PROBLEM 

So as to define the method m, we want to construct 
solutions f (r, r') of (1. 10) such that (1. 21) and (2.49) 
hold. Now, a function 5'(r, r') of 5' is characterized 
either by F(u) or by 5'(r, r') and any of these charac­
terizations, when used in (2. 24) or (2. 38), is sufficient 
to guarantee thatf(r,r') is a solution of (1.10),so 
that the whole Regge-Newton-Loeffel formalism 
applies. For obtaining a convenient method, we need 
to take (in the direct problem) or to obtain (in the 
inverse problem) 5'(r,r') in a subclass 5'2 of 5' such 
that the following are true. 
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Assumption a: fr 2 contains the subclass fro cor­
responding to the potentials of class S. 

Assumption b: Any function of fr 2 has a structural 
expansion of the form (2.41), and its s. s. function 
can be written in the form (2.46), with the bounds 
described at this point for its various components. 

Assumption c: For any function of fr 2' we can 
define structurable internal and external projections 
The external s. s. function fulfills the bound (2.89). 
The internal s . s . function fulfills a bound obtained by 
combining the bound of J( o(p) for a potential of 8 and 
(2.45) (or 2.88), and is therefore absolutely bounded 
by C(l + p1/2)(1 + p)-1,or C(l +p)-1I2. The external 
projection fulfills the bound (2. 102). 

Assumption d: The representation (2.38) holds for 
any function of fr, and F(u) is the sum of ~(u) defined by 
(2.32) and ~2(u) defined by (2.35). For any function of 
fr 2' <P1 (u) is continuous of R+ and absolutely bounded 
by Cu- 2- c ;. <P2 (u) and u<P2(u) belong to L 2 (0,co);u<P2(u) 
is continuous on R + ,except at u = 1, for which it has 
a logarithmic singularity. 

Assumption e. <P1 (u) and <P2(u) are differentiable on 
]0, 1[. <P'l (u) is continuous i~ ]0,1] and absolutely bound­
ed by CU E - 1 • <P'2(u) is continuous on ]0,1[. It is 
absolutely bounded by CU-€- 1 as u goes to zero, di­
verges like C 0(1 - u)- 1 as u goes to 1. Besides, 
<PI (u) is continuous on [l,co] and absolutely bounded by 
Cu- 3- c • ~2(u) diverges like Co(u - 1)-1 as u goes to 
1 and (u - 1) <P2(u) is a function of L 2 (1,co). 

Clearly Conditions (d) and (e) are weaker on <P2 than 
on <PI' so that the important conditions for F(u) are 
those on <P2• It is only for making easier the refer­
ence to Sec. 2 that we split, here artificially, ell1 (u) and 
<P2 (u) . 

It follows from the results of Sec. 2, hereabove recal­
led, that Conditions (b), (c), and (d), are fulfilled by 
functions f (r, r') associated with potentials of class 8. 
As for Condition (e), the part concerning <p;(u) follows 
readily from the bound [I, (3. 20)] derived in our first 
paper for a potential of class 8. The second part can 
be studied on (2. 58), which we rewrite, using (2.60): 

<P2(u) = - (71U)-1 fooo cos(2ru)rw 2(r)dr 

+ (71ut 1 fooo cos(2ru)A(r)dr. (3.1) 

In (3.1) the first integral is,according to (2.55), 
absolutely c-onvergent. The second integral is semi­
convergent, so that we do not need the l.i.m. Denoting 
now the first part in the right-hand side of (3. 1) by 
<p(~)(u),and using the facts thatrw 2 (r) goes to zero 
asr goes to zero, that it is absolutely bounded byCr- 2+ f

, 

and that its integral from 0 to OCJ vanishes, we easily 
obtain 

d~ <1>(§)(u) = l.i.m. 2(71U)-1 1000 

sin(2ru)r 2U.'2(r)dr 

+ (71U 2 )-1 fooo[cos(2ru) -11rw 2 (r)dr, (3.2) 

which yields a contribution l absolutely bounded by 
Cu- 1 L 1/ c (u). On the other hand, it is easy to obtain 

!.!.. <I>(~)(u) = - 271- 1 L(JA 
sin(2ru)B(r)dr 

du du 0 

+ L"" sin(2ru)B (r)dr ). (3. 3) 

Clearly the first term in the right-hand side of (3.3) 
yields a bounded contribution. The second one has 
been studied under formula (2.82) and yields the di­
vergence -2r1(l1(1- U)-l. It follows from (3.2) that 
u(d/du)<ll(~)(u) is a function of L 2(1,co). On the other 
hand, from (3.3), we obtain 

~ (<1> (~) (u» == 4 (17U)-l 1. 00 cos(2 ru)A(r)dr. (3.4) 
du 0 

Standard manipulations of the right-hand side of (3.4) 
show that it is absolutely bounded by Cu(u - 1)-1. It 
is therefore possible to define a class fr2 fulfilling 
Simultaneously the properties (a), (b), (c), (d),and (e), 
Besides, it is easy to find conditions which are suffici­
ent to guarantee that a function fr(r, r') defined through 
(2.38) belongs to fr2 • Actually, this goal is obviously 
attained if F(u) fulfills the properties given for ell(u). 
viz for ell1(u) - (21T)-1Vou-1.y (1- u). It is also attained 
for any function constructed through (2.25) from a 
function w(p) in 8. But the classes fr2 and fr~ thus 
defined do not contain fro' 

We now develop the method ~ in both the direct and 
the reserve sense. Throughout the direct study, we 
explicitly assume that 5'(r, r') belongs to fr 2' Let 
frI(r,r') and frE(r,r') be the internal and the external 
projections of fr(r,r') and, frI(p) and frE(p) their struc­
ture functions. Let us define J(I(r) and J(E(r) by the 
formulas 

J(I(r) = g'I(r) - .fa"" J((p)ffI(p, r)dp, (3.5) 

J(E(r) == "WE(r) - fooo J((p)ffE(p,r)dp, (3.6) 
where 

g:l(p,r) = 5'1(p,r) + Ii sinp sinr(pr)-\ (3.7) 

g'E(p, r) == 5'E(p, r) - Ii sinp sinr(prp. (3.8) 

The parameter Ii is to be defined conveniently later. 
1fI (r) and 1fE (r) are the s. s. functions of 1f1(r, r') and 
1fE(r,r'), Their relations with ~I(r) and (fE(r) is 
obviously very simple. 

Clearly, (2.49) is satisfied if and only if 

X E (r) + J(I(r) = J(r). (3.9) 

The idea of the method given here is to choose arbitr­
arily in fr 2 the function IT E (r, r'). This can be done, 
for example, by choosing F(u) for u larger than 1 and 
truncating (2.37), with convenient conditions on F(u)­
a sufficient one being that IF(u) I be smaller than 
Cu- 3-<. It can also be done by constructing IT E (r, r') 
from an arbitrary function w(r) belonging to 0. The 
result is then used to obtain :K E (r), and eventually to 
reduce (3.2) to an infinite system of linear equation 
which can be solved. 

A. Formal Obtaining of J(E (1') 

Let us now study the resolvent equation of go E(r,r'), 

c"JE(r,r') = goE(r,r')- 1000 

gJE(1',p)fYE(p,r)dp. (3.10) 
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Introducing the function 

(3.11) 

where the positive number € is arbitrarily small and, 
in particular,smaller than t,we see that IWE(r,r')I, 
according to (2.102),is smaller than CQI(r)QI(r'). 
Clear ly the mapping 

P ---7 a = 1; Ql2(x)dx (3.12) 

is a continuous bijection of R+ into [0,6], where 

a ::= f'~ X-E(l + X)-2+2€dx::= [r (1 + E )]2[r(2 - 2E)]-1. 
o 

Let us now introduce the functions 

g:E(S,S')::= [QI(r)QI(r'JJ-1g'E(r,r'), 

gJE(S,S')::= [QI(r)QI(r')J-1gJE(r,r'), 

(3.13) 

(3.14) 

(3.15) 

where sand s' are the images of rand r' in the map­
ping (3.12). 

Using (3. 12), (3. 14), and (3. 15) in (3. 10), we obtain 

gJE(S,S')::= WE(S,S') - f
0
6 gJE(s,a)WE(a,s')da. (3.16) 

(3.16) is a Fredholm equation with a continuous ker­
nel on [0, oj. The Fredholm alternative holds. Unless 
g: E (s , s') belongs to the special set {g: 2} of functions 
for which the homogeneous equation reduced from 
(3.16) has a nontrivial solution, (3.16) can be solved. 
Consider one of the possible characterizations of the 
functions g:E (r, r') [for instance, since F(u) necessari-
1y belongs to L 2(1,oo), the distance derived from the 
quadratic norm 1. Let {g: 2} be the set of functions 
g: (r, r') Juch that j E (s ,s ') belongs to {1f 2}' It easily 
can be seen (for instance, on the quoted example), 
that there is at least a distance for which g: 2 - {g: 2} 
is dense in g: 2' In other words, we hardly restrict 
our choice by taking the "arbitrary" function g:E(r,r') 
in g:2 - {g: J. This choice will always be assumed in 
the following. 4o The solution of (3.16) can then be 
constructed by the Fredholm (N/D) formula, which 
yields a bounded function gJE(S.S'). Let us then define 
gJ E(r, r') by 

gJE(r,r')::= QI(r)QI (r')8 E (s,s'). (3. 1.1) 

We see that gJE(r,r') is the solution of (3.10). This 
solution is unique with the assumptions above. Since 
(3.10) is the resolvent equation of5'E(r, r'), gJE(r,r') 
can be used for transforming (3.6), using (3.9), into 

3(E(r) = fj'E(r) - fooO 3(I(p)fIE(p,r)dp 

- focOWE(p)[.jE(p,r)dp + focO dp 

x foooXI(a) g'E(a,p)[.jE(p,r)da. (3.18) 

Now, since fIE (r, r') is symmetric, so is gj E(r, r'), and 
we can rewrite (3.19), using (3.10),as 

3(E(r)::= fIE(r) - focOWE(p)gjJi(p,r)dp 

- f
o

oo 
XI(p)gjE(p,r)dp. (3.19) 
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Hence, XE(r) is given as a known functional of XI(r), 
£!lce g:E (r, r') has been chosen in g: 2 - {g: 2} so that 
g:E(r) and gJE(r, r') are known. Besides, since it 
readily follows from Assumption (c) that IXE(P) I is 
bounded by Ccr(p),so is IJU(P) I ,provided that 

(3.20) 

This is true, in particular, for a potential of 8, since 
I X(P) I is then bounded by C (1 + P )-1/2. We therefore 
take (3.20) as a working assumption in the following, 
to be checked in the reverse derivation of the inter­
action from the phase shifts. 

B. The Coefficients cl 

Let us now study WI(r, r'). Using the assumptions 
which define g: 2' we can write 

g:I(r,r')::= 4f01 w- 1 sinwF(u)udu. 

Let us introduce the notations 

JI(r,r') = rr'g:I(r,r'), 

(3.21) 

(3.22) 

(3.23) 

Substituting in (3.21) a well-known formula,41 we 
obtain 

00 

JI(r,r')::= L; cfO)u l (r)u l (r'), 

° where 

cfO) ::=4(2l + 1) fol F(u)Pz(l- 2u 2 )udu. 

(3.24) 

(3.25) 

Using now (2.70) and well-known formulas, we obtain 

c~O) - y = 4(2l + 1) f
o

1 l/J (u)Pl(l- 2u 2 )udu. 

Recall the formula 

4(2l + 1)uPz(1- 2u 2 ) 

(3.26) 

= - :u [P
l
+ 1 (1 - 2u 2 ) - P Z-1 (1 - 2u 2 )J. (3.27) 

From (3. 26) and (3. 27) we get 

c <q) - y = 4(2l + 1) foa l/J (u)Pl (l - 2u 2)udu 

+ 4(2l + 1)1
1

l/J(u)P l(1- 2u 2 )udu 
8 

- [I/; (u)(P I (1- 2u 2 ) - Pz (1- 2a2»J~ (3.28) 

It follows from Assumptions (d) and (e) that II/;(u) I is 
bounded by C(u-' + log 11 - u I) and 1l/J'(u) I by 
C(u- 1- C + 11 - u 1-1 ). On the other hand, the following 
inequalities hold: 

Ip (1 - 2u 2 ) - P (1 - 2u 2 ) I 1+1 1-1 

, c (l + 1.) U 2 
\ 2, 

<, c(l + t)(l-u), 

(c(l + it1/2u- 1 / 2 (1 - U)-1/4. 

(3.29) 

The two first inequalities come from (3.24) and from 
the well-known inequality \ Pl(x) \ so 1. The last one 
comes from the asymptotic behavior of the Pl' Using 
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these inequalities in (3. 28) with convenient (1 and (3, 
we easily obtain 

(3.30) 

Let us now integrate (3.21) by parts. We obtain 

fI(r,r') = 2 sinr sinr'F(~) 

+ 101
/
2 [cosw- cos(r - r')]F'(u)du 

+ 11~2 [cosw - cos(r + r')]F'(u)du. (3.31) 

It follows from the study done in Sec. 2 that we can 
obtain a structural expansion for 5'1 (r, r') through 
replacing w by [r + r'(2u 2 - 1)1. The bounds of F'(u) 
in the neighborhoods of zero and one are those en­
countered (respectively, in Paper I, Sec. 2) in the 
appraisals previously done for the remainders. They 
enable us to show that the remainder is a negligible 
function. We therefore can write 

5'1 (r') = 2F(~ )(r')-1 sinr' + i(r')-1 

x 101
/
2 {exp[ir '(2u 2 - 1)]- exp(- ir')}F'(u)du 

+ ir,-1 11~2 {exp[ir'(2u 2 - 1)]- exp(ir')}F'(u)du 

(3.32) 
or, integrating by parts, 

5'I(r') = 410\xp[ir'(2u2 - l)]F(u)udu. (3.33) 

Now, from a weI! -known formula, 
0() 

exp[ir'(2u2 -1)] =~ (2l + 1) i-Z(r')-lu/r')Pz(1- 2u 2). 
Z"O (3.34) 

Inserting (3.34) into (3.33) and comparing (3.25),we 
obtain 

00 

5'I(r') = r'-1 ~ exp(- ill1/2) cf0)uz(r'). (3.35) 
o 

Clearly, we would have obtained this formula readily 
from (3.24) by using the definition of 5'1 (r') and the 
asymptotic form of u z(r'). But the "negligibility" of 
the remainder would have been difficult to prove. Let 
us now introduce the coefficients 

= lC fO ) for l >"'0 
C z 

,c~O)+o forl=O. 
(3.36) 

From (3.6),(3.24),and (3.35),we obtain the formulas 
00 

1fI (r,r') = (rrTI ~ czuz(r)uz(r'), 
Z=O 

00 

(3.37) 

'WI(r') = (r')-IL: exp(~ill1)czuz(r'). (3.38) 
z=o 

Inserting now (3.35) and (3.24) into (3.5), we obtain 
for J{',I (r) the following expansion: 

00 

J(l(r) = L: cr1uz(r)[exp(- i ll1/2)] 
Z=O - 1000 

Je(p)u z(p)p- 1dp. (3.39) 

Then via (1. 21), (3. 39) yields 
00 

J(J(r) = L: czAzexp[i(oz-ll1/2)]r-luz(r). 
z=o 

(3.40) 

It is quite remarkable that the formula (3.40) is com­
pletely independent of the choice of 5' E (r, r'). It fol­
lows from the bound e(l + p)-1/2 of [Je(p) [ that 

(3.41) 

Comparing (3.41) and (1. 21), we see that A z goes to 
1,and 0z goes to zero, as 1 goes to infinity. On the other 
hand, it follows from (3.27) that the coefficients Cz are 
equibounded. Hence JeI(r) ,as given by (3.40),is an 
entire function of r. According to a previous paper, 42 

the expansion of XI(r) in a series of Bessel functions 
is unique, and the czA z are completely determined by 
giving XI(r). 

C. Algebraic Equations 

Let us now introduce the functions or numbers: 

(3.42) 

Bz exp[i(az- ll1/2)1 = 1
0
00

J<:E(p)uz (p)p- 1dp, (3.43) 

gzzl = 1000 1000 

gJE(x,y)uz(x)uzl{y)x-ly-ldxdy. (3.44) 

Clearly, once 5'E (r, r') has been chosen, all these are 
known quantities. 

Now, inserting (3.40) into (1. 21), taking into account 
(3.9), yields the relation 

A z exp[i(oz - ll1/2)] 

= exp(- i ll1/2) - 1000XE(p)uz(p)p-ldp 

- L; CZI LZlIA" exp[i(ozl - 1'11/2)], 
Zl 

where 

L zzl = 1000 

u z(p)u zl (P)p- 2dp. 

From (3. 19), (3.42), and (3.40), we get 
00 

XE(r) = J<:E(r) - ~ cZIA/! exp(io z,-l'11/2) 
1'=0 

(3.45) 

(3.46) 

x 1000 
p- 1u z,(p)gJE(p,r)dp. (3.47) 

Inserting (3.47) into (3.45) gives the infinite system 
of linear equations, 

A z exp[i(oz -ll1/2)] + Bz exp[i(a z-ll1 /2)] 

= exp(- ill1/2) - ~ cz, Lll'A Z' exp[i(oz' - l'l1/2)] 
z, 

+ ~ c z, gzz, A[I exp[i(o[l -l'l1/2)]. (3.48) 
z, 

When 5'E(r,r') and 0 are given, .gE(r,r'),"WE(r), 
XE(r),B Z' al,gzz" can be considered as known quanti­
ties. The problem is to obtain consistently the Cz and 
the A z from (3.42). When this is done, it will be pos­
sible to construct "WI(r, r') through (3.37), "WI(r') 
through (3. 38),and XI(r) through (3.40). Inserting 
J(l (p) in (3.19) yields J{E(r). Hence, the whole struc­
ture of the scattering problem is known. If the poten­
tial is wanted, it is easy to construct it {rom 5'(r, r') 
through the Regge-Newton equation (1.11) and formula 
(1.17). The infinite system (3.42) is therefore the 
fundamental system of the problem. 

D. Reduction of the Fundamental System 

Let us write (3.48) in the equivalent form, 
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A I[l + cl(L II - gil)] = exp(- io~) - BI 

x exp[i (a l - 01)] - L; cpAI' 
1'>"1 

xexp[i(6/,- 0/) + i(l-l')1T/2](LIl , -~/')' (3.49) 

The real and the imaginary part of (3.49) give two 
systems of equations: 

AJ1 + c i (L Il - gil)] = coso l - BI cos(al - °1) 

- ~ MzI'C I , AI' sin(oz, - 0/) + L; gll,cl,AI , 
I' >" I 1'7 I 

X COS[OI'- 0z + (l -l')1T/2], 

where 

Mil' = i exp[ i {l - 1 ')1T/2]L ll' 

or 

(3. 50) 

(3. 51) 

{ 

0 for 1 - l' even 
MzI '= 

[(l' + i)2 - (l + i)2]-1 for 
(3.52) 

-l' odd 

and 

sino l + B I sin(a l - ° I) = L;MI /1c I' AI' cos(o I' - ° I) 
I' 

+ 6 gl/1cl ,A Z' sin[ol' - 01 + (l- l')1T/2]. (3.53) 
/1 

Let us now set, for convenience, 

(3.54) 

1/ 1 = (cosozt lBz sin(a z - 0z) = BI(sina l - cosa z tanoz ), 

(3.55) 

( (_ 1)(l-Z,)/2gll , for l - l' even and'" 0 

i o for (1 - l') odd or zero 

\ (- 1)(/-Z'-D/2gzz ' for (1 - 1') odd 

h lz = </ 
,0 for (l - l') even 

We get from (3.53), 

tano l + 1/1 =6 M ZZ ,a l,(l + tano/tano l ,) 

z' 

(3. 56) 

(3.57) 

+ ~ a ' [h ,(1 + tano tano ,) + h , (tano l , - tano z)] I IZ I I II 
/1 (3.58) 

or, in matrix notations, e being the unit vector, a the 
vector with components au 

(1/ + tan~)e = M(l + S)a, 
where 
S = M-ltan~M tan~ + M-ltan~h tan~ + M-1h 

+ M-1htant. - M-l tan~h. 

(3. 59) 

(3.60) 

The matrix M-l has been CO:1structed by the author 
in a previous paper. Hence, if ° is given, S can be 
constructed, and solving (3. 53) reduces to inverting 
(1 + S). The solution of (3. 53) from the known ° I 
yields to a I' From the a l' a simple division yields 
the quantity ciAI • Inserting these values in (3.50) 
yields the Az and therefore the C I' from which we con­
struct all the unknown quantities of the scattering 
problem. So as to give a more preCise meaning to 
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this formalism, let us more thoroughly study ~ E(r, r') 
and the gl' 

E. Properties of 8E(r,r') and gil' 

From (A67), (A85), (A100), we know that, for a potential 
of class 8, pw(p) can be absolutely bounded by Cpf, 
and its derivative by Cpf-l. From (2. 25),it follows 
that f(r, r') and its first and second order derivatives 
are continuous functions for any finite rand r', that 
f(r,r') is a solution of (1.10),and that the following 
bounds hold: 

If(r,r') I < C(rr')1+d2, 

I a~,f(r,r')1 < C(1 + rr' + r'2)r 1+Ei2r,Ei2, 

(3.61) 

(3.62) 

I a:,:f(r,r') I < C(l + rr' + r,2)r 1+€/2r '-1+Ei2. (3.63) 

On the other hand, the series 
0() 

(3.64) 

where {c J is any sequence of bounded numbers, can 
ea~ily be proved43 to be absolutely bounded by Crr' 
if co'" O,by C(rr')2 if Co = O,and its partial deriva-­
tives by the ratios of these bounds by r,r 2 ,r',r'2, 
rr' according to the case. Hence, for a potential of 
clas~ 8, the parameter ° can be chosen in such a way 
thatfE(r,r') satisfies (3.61),(3.62),and (3.63). It 
can also be said that for a potential of class 8, if 
f E (r, r') satisfies (3.61), then Co = O. In the following, 
we complete the Assumptions (a) - (e) defining 3'2 by 
the following one,which defines the subclass 3'3 of 3'2' 

Assumption f: In 3'3' f E (r, r') satisfies the bounds 
(3.61)- (3.63). That the special set {3' J for which the 
homogeneous form of (3.14) has a nontrivial solution 
is rare in 3'3 can be proved like for {3'2} in 3'2' 

Now, from (2.90) and (3.8), we can write 

f E (r, r') = J oO[ cosw- cos(r + r') ]F'(u)du - osinr sinr' . 
1 (3.65) 

If IF'(u) I was bounded, like lcJ>i(u)l,byCu- 3-€,we 
would have been able, after choosing conveniently 6, 
to obtain the bound 

Cr E+1(1 + r E+1 )-lr'E+l(1 + r'E+l)-l for IjE(r,r') I , 

similar bounds for the derivatives, and this would have 
made much easier the discussion below. With Assump­
tiQ.ns (d) and (e), it is proved in Appendix C that 
If E(r,r') I is bounded by C[1 + Ilog(y-l + r'-l) I]. 
Taking this into account,with (3.61),yields the im­
proved bound (valid in 3'3)' 

I]E(r,r')1 < C{3(r){3(r') (3.66) 
with 

(3(r) = r 1 + d2 (1 + r 1+d2)-1(1 + Ilog r I), (3.67) 

(3(r) is a better bound than a (r). Using it like we did 
for a (r), we readily prove that 

I~E(r,r')I< C(rr,)-l(3(r)(3(r'). (3.68) 

Assumptions (d) and (e) are unfortunately only suffici­
ent to prove that the differentiation on the right-hand 
side of (3. 10) with respect to r' is possible once 
(Appendix C). When this is done,we let r' go to ex, and 
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replace f(p,1"') and (a/ar')f(p,1"')! by their structural 
expansion. It is easy to see that the remainders are 
negligible. The function ~ E (r ,r') has, therefore, a 
structural expansion and its s.s. function is given by 

(3.69) 

(3. 6~) can also be considered as an integral equation 
for 3' E(r). It follows from our assumptions that its 
solution is unique and is given by 

aE(r) = TI' E(r) -1;OOTI'E(1",p) aE(p)dp. (3.70) 

We can also compare (3.69) with (3.49). Since 
.9 E (r, r') is symmetric and since the solution is uni­
que, we derive the formula 

JeE(r) =:= 6JE(r). (3.71) 

Let us now study the equation 

a f (r, r') =:= frE(r, r') - f
o
A 

a f (r, p)fr E (p, r')dp. (3.72) 

With some algebra, we can derive the equivalent equa­
tion 

a~(r,r') =:= aE(r,r') + f
A
oo af (r,p)aE(p,Y')dp. (3.73) 

It is easy to see from (3. 68) that we can choose A in 
such a way that (3.73) can be solved by iteration. 
This choice will be assumed in the following. The 
sum of the Neumann iterated series give then a func­
tion af(r,r') which is bounded like (3.68). Inserting 
this bound in (3.72) and using successively (3.61), 
(3.62),and (3.63),we easily prove that a~(r,r') is, 
for any finite A, twice differentiable, and that its 
derivatives satisfies bounds like (3.61), (3.62), and 
(3.63). Needless to say, these bounds depend on A and 
it may be that the derivatives have no limit as A goes 
to 00. Actually, we have been able to prove that they 
converge almost everywhere if I F'(u) I is bounded by 
Cu- 3- c ;but we have not been able to extend the proof 
with only the Assumptions (d) and (e). Fortunately, 
this is not necessary for our purpose. Let us define 
from (3.72) the s. s . function g) ~ (r) corresponding to 
.a ~ (r, r'). It is easy to see that .:3 ~ (r) converges to 
a E(r) as A goes to 00. Let g A(r) and gA (r) be the real 
and the imaginary part of 1" g) f (r), jj(1") and g(r) the 
real and the imaginary part of r8 E(r),andf(r) and 
fer) the real and the imaginary part of rIT E (r). It is 
easy to see that Eqs. (3.69) and (3.70) hold when (0,00) 
is replaced by (O,A) and the quantities af(r,p) and 
aE(r) are replaced by M(r,p) and g)f(r). In the same 
way, we define the A re striction of Bz and a z by 

(3.74) 

Let us now study the function 

h (r r') = (D(O)-D(O) )gE(r r') 
A' r r' A ' , (3.75) 

where Dr(O) has been defined by (1.1), and gf (r, r') is 
defined from c'J ~ (r, r') like f(r, r') from ~(r, r'). 

From (3.72) we easily obtain 

hA(r,r') = hiO)(r,1"') - f;h A(r,p)/E(p,r')p- 2dp, 

where (3.76) 

hiD) (1",1"') = g! (1" ,A)( ~piE (p, 1"'»)p =A 

_jE(A,y,)(:p g~(1",p»)p=A' (3.77) 

It is easy to see that h.10)(1", 1"') is equal to 

h.1°)(1", r') = g A (r)[(r') - g (r)f(r') 

+HN(r')gN(A,r) +HN(r)fN(A,r'), (3.78) 

where gN and f N are "negligible functions" and 
I H N (r) I is bounded by CrO! (r). Comparing now (3.76) 
and (3.72) and taking into account (3.68) and the A 
form of (3. 70), we get 

hA(r,r') =gA(r)gA(r') -gA(r)gA(r') + X(r,r',A), 
(3.79) 

where X(r, r' ,A) goes to zero as A goes to 00, for any 
fixed rand r' in such a way that {Xl fOOl x(r, r' ,A) I ° o. [r(l + r)]-l[r'(l + r')]-l goes to zero. An analysis of 
the asymptotic behavior of (3.73) as r' goes to 00 
shows that ! g(r) - g A (r) I and Ig (r) - g A (r) I are 
bounded bv rO!(r)f;'O!(p)(l + p)-l+Edp. The functions 
g(r) and g(r) can therefore be substituted to gA (r) 
and gA (r) without changing the properties of the re­
mainder X. Incidently, this prove s that h A (r , Y') has 
a limit even in the conditions in which this cannot be 
ascertained for the second derivatives of gE(r, r'). 
Let us now write, using (3.44), 

gll' = lim gz1, 
A---oo 

where 

gfu = foA f
o
A g)~(x,y)uz(x)uz,(y)x-ly-ldxdy 

Clearly, 

[l(l + 1) - l'(l' + l)]gzz, 

= f o
A foAg~(r,r')[uz' (r')D~uz(r) 

= Bf, sin[al + ~7T(Z - l ')] 

- B/ sin[af + t7T(l' -l)] 

(3.80) 

(3.81) 

+ f
o
A 

fo A u z(r)u z' (r')h A (r, r')r - 2r' - 2drdr' 

+ 0(1), (3.82) 

where the remainder 0(1) comes from the fact that we 
have replaced the Bessel function by their asymptotic 
behavior. Using then (3.79) and going to the limit 
A --? cc yields finally the remarkable formula 

gZlT = [l(l + 1) - l'(l' + l)]-l{BI' sin[a/, + ~ 7J(l - l')1 

- Bl sin[ al + h(l' -l)] 
(3.83) 

F. Bounds for B I 

In the following, we assume that I (d/du)<I>~D(u) I is a 
function of L 1+£-1(0, CO), or, in other word, that 
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Assumption G: (d/du~2(u) is the sum of C(u - 1)-1 
and of a function of L 1+€-1(0, co). 

Using now (3.43) and (3.70), we obtain 

Bl exp[i(CTI -11T/2}] = ~oo g'E(r) ul(r)r Idr 

- flO [JE(p)p-1dPJ""'fjE(p,r)ul(r)r-ldr. (3.84) o 0 

We know that the asymptotic behavior of W E(p, r) and 
5' E(p, r) can be obtained from (3.65) in the form 

jE(r,r') ..... fo""'{cos[r + r'(2u2 -l)J - cos(r + r')} 

x F'(u)du - 0 sinr sinr' (3.85) 

5'E(r') = ir'-l eXP(ir')f;lO[exp(2ir')(u 2 - 1) - 1] 

x F'(u)du + o(sinr')/r'. (3.86) 

Substituting (3.86) into the first term in the right­
hand side of (3. 84), we are led to integrals of the form 

(3.87) 

Using well-known formulas,44 it is easy to ~how that 
I I I is smaller than Cl-2 as 1 goes to co. In the same 
way, we easily prove, by substituting (3. 85) in the 
second term of the right-hand side of (3.84), that 
(3.85) yields there a contribution smaller than Cl-2 
as 1 goes to infinity. Unfortunately, Assumptions 
(a) ~ (g) are not sufficient to yield such a beautiful 
result when the whole function! E(r, r') is used. The 
remainders lead there to terms of the form 

f"'" F'(u)du f'0 [J E(P) p-1dpl""'R(r ,p,u)u l (r)r
2dr, 

1 0 0 (3.88) 
where,according to results of I (Sec. 5), 

IR(r ,p,u) I < Cp2(u 2 - l)[r + p2(u2 - 1}]-1 

+ Cp 2u 2 (u 2 - l}{r + p2u2(u 2 - 1)}. (3.89) 

When (3.89) is used in (3. 88), replacing all the terms 
by an absolute upper bound, and noticing that the con­
tribution of ul(r) for r smaller than ~ 1 goes to zero 
faster than any power of 1, we can prove that (3.88) 
goes to zero faster than l(-5/4) +€, and therefore faster 
than [-1-<0, where EO is a positive number. 

We therefore get the bound 

(3.90) 

G. Solutions of the Fundamental System 

From a previous study, 45 we know the matrix M"1, 

M-1 = - /lMp., 

where p. is the diagonal matrix, with elements 

/l2n = 41r-1[r(n + ~)]2[r(n + 1)]-2{2n + ~) t 
/l2n+1 = 41T-1[r{n + !)]2[r(n + 1)t2(2n + !)~ 

(3.91) 

(3.92) 

The inverse of M is not unique. However, since we 
are interested in a solution {a z} uniformly bounded, 
we can write 
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av + M"1(1] + tanA)e = (1 + S)a, (3.93) 

where v is a vector such that 

Mv= 0 (3.94) 

and a is an arbitrary parameter. It is possible to 
show (we do not in this paper) that the the unique 
solution of (3.94) with bounded components is the 
vector with even order components equal to /L2n' odd 
order components equal to zero. Let us now study 
(1 + S). From (3. 57) and (3. 83) we easily obtain 

h = MD + DM + DMD + EME, (3.95) 

where D and E are the diagonal matrices with ele­
ments 

'D II = B I COSCTI 
and 

Ell = B[ sinCTl' 

ii = ME + EM + EMD - DME, 

and M is the matrix 

(3.96) 

(3.97) 

(3.98) 

- \ [1(1 + 1) -1'(1 + 1)]-1 for 1 -I' even ¢ 0 
M ll , = 'I 

'0 forl-l'oddorl=[~ (3.99) 

Let us now recall the following inequality 46 valid for 
any (3 > - 1, 

E IZ2 - 1'2 1-1l-s < C(l-S-1 + 1-2). 
1''''1 

(3. lOa) 

Let us assume that the phase shifts 01 go to zero like 
C1-l-<1 as [ goes to co. It is easy to see f~om (3.60), 
(3. 90). (3. 95), (3. 98), and (3. 100) that, LH being the 
diagonal matrix with elements (Z + ~)*l, 

Q =-L-l,r1/2 Sll l /2 LE (3.101) 

maps any vector with components < Cl-€-€into a 
vector with components going to zero (faster than 
Cl-1-i) as I goes to co. Besides,it is easy to see that 
Q is completely continuous. The spectrum of Q is 
discrete and it is possible to use the Fredholm 
method for inverting (1- Q),provided that one is not 
an eigenvalue of Q. Q depends continuously on the 
phase shifts 0 and on the function j E (r, r') chosen 
above. When that function is equal to zero or bounded 
in such a way that the Bl are all very small, and when, 
in the same problem, all the phase shifts are small, 
it is possible to construct (1 _Q)-l by iteration. This 
can be proved readily. It follows that one can be an 
eigenvalue of Q only for "rare" sets of phase shifts 
and other parameters. The Fredholm method can 
therefore be used "in general." It yields 

(1-Q)-1=1 +N/D, 
where 

\Xl (- 1) .. 
D=1+E-- E 

1 n I 11,/2" ••• ,In' 

ill 
In 

(3.102) 

(3.103) 
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Q;' Q;1 Q;n 
00 (_ 1)n 

6 I' Qll Qln Nf == 6 QI 11 ZI 
On! 11' ••• ,In 

1 

(/ 
!I! 

Qln 
In 

(3.104) 

Let us now expand NI' with respect to the first column 
in each determinant. We obtain in this way, 

(3. 105) 

where a l is the cofactor of Q( in the determinant in 
p p 

(3.104). The application of N to a vector w with com­
ponents bounded by Cl-E-c yields 

00 (_ 1)n 
6Nl'W ==6--

l I' I 
6 [iO I a I + WI a I + ... ], 

I I o n. 
II' •. ,.In (3.106) 

where 

WI = L; Qj'w l ,· 
(3.107) 

On the other hand it is easy to see that the following 
bound holds for any positive E: 

(3.108) 

Using Hadamard's theorem, we obtain from (3,108), 

I Ci
l 

(l, l1' .. " In) I < Cn nn/2(1 + l)-l-E(1 + ll)-l-E , .. 
p --x (1 + l_ )-1-((1 + l + )-l-c, .. (1 + l )-1-(. 

pIP 1 n (3.109) 

Clearly, (3, 109) implies that the series in (3. 105) 
converge and yield a number Ni' absolutely bounded 
by C(l + i)-I-E. The formula (3.102) yields there­
fore the inverse of (1 - Q). It is easy to see that a 
modification of E does not modify D. The multipli­
cation of Q by /11 / 2 on the left and WI /2 on the right 
does not either, In other words, the use of Q was only 
a trick for showing the convergence of (3.103) and 
(3.104) by Hadamard's theorem and we could have 
done this by using only 5 if we had introduced more 
refined bounds. This proves that (1 + 5)-1 can be put 
in the form 

(1 + 5)-1 = 1 + N/D, 
where 

Nf = /1f12(1 + l)f. Nt /1/
112(1 + lftC. 

(3.110) 

(3.111) 

Clearly Nt is bounded uniformly. Besides, using 
(3. 106) and (3.11), we can write 

00 (- 1? 
6 Nj'wu=6 

o 11 ! 
where 

(3.112) 

(3.113) 

ffi = /1 1 / 2(1 + l)E /1-1/2(1 + l )-c a
l

• (3.114) 
Ip I lp P p 

This proves that (1 + 5)-1 can be applied to any vector 
to which 5 can be applied and yields, through (3.113), 

a bounded number. This is the case with the left-hand 
side of (3.93), according to the assumptions done on 
the phase shifts and the bounds of the B I' We there-
fore obtain 

a = (1 + 5)-1[av + M-1 (7/ + tan6)e]. (3.115) 

It is clear from the discussion above that al is bound­
ed as l goes to ct:J. The coefficients c zA I are there­
fore bounded and it follows from (3.50) that the A z 
go to one as I goes to ct:J. The c I are therefore bounded 
as 1 goes to ct:J. We can even go further by expanding 
the ffi I (or the a l' with respect to the first line), so as 
to put in evidence 5!i (or Q!i). By this way it is not 
difficult to show that 

a ~ 
I 

\ Co + O{l-E) 

I C 1 + O(l-C) 

for 1 even ~ OCJ 

for l odd ~ ct:J 
(3.116) 

where E = Inf(Eo, E1 ). Inserting this result in (3.40), 
so as to take apart the contribution of the constants, 
which can be obtained47 exactly, in (3.40), and roughly 
bounding the contribution of the remainder, it is easy 
to see that condition (3.20) holds, so that the model is 
se If - consistent. 

Unfortunately, (3.116) (or the cleverness of the author) 
is not sufficient to guarantee that all the potentials 
constructed in this way have a physical meaning. This, 
however, would be possible if the °1 and the Bl were 
bounded by CZ-3-c, since we could use a method we 
have already introduced. 47 

H. Conclusion 

We have to check that our solution satisfies the five 
requirements of Sec. 21. 

(1) Let 6 be the space of sequences s = {sz} such 
that Itans II < C(1 + Z)-cl -1, the method ~ described 
above enables one to construct all the solution f (r, r') 
of (1.10) belonging to the class 8' 1 defined below and 
such that (1. 21) ana (2.49) hold. 

(2) The class 8'1 contains all the functions f(r, r') 
whose external projection, as defined in Sec.2,fulfills 
Assumptions a <-> f described in Sec. 3, and whose 
internal projection is characterized by coefficients ci 
behaving asymptotically like (3.116). This class con­
tains 8'0 ac cording to (3. 30) and to the choice of As­
sumptions a ~ f. To obtain the solution, the external 
projection is chosen arbitrarily, and then the c1 are 
determined from the ° I and from parameters related 
to the external projection. 

(3) We have to check that, for a potential of class 
S, the set I tano l I be longs to 6, Now, according to a 
result Martin,48 

Isinoz l<{1- r17/2l + 1)]1I2j
o
OOpIV(p)ldp}-1 

X 1000 [u /p»)21 V (p)dp. (3.117) 

For a potential of class 0, this bound goes to zero like 
l- 2-( as l goes to ct:J. Therefore the set I tano11 be­
longs to 6 if (and only if) no phase shifts is equal to 
~ 17, viz. provided there is no resonance. 

(4) If we mean by method ~ the set of all solutions 
of the fundamental system, the fourth requirement is 
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certainly fulfilled. If we mean the set obtained by 
Fredholm method, it may be, after all, that the poten­
tial Vo corresponds to the spectrum. The solution 
must then be obtained by methods available to solve 
inhomogeneous equations in the case of an eigenvalue 
(for special free terms). 

(5) The fifth requirement is therefore fulfilled for 
almost every element of '0 0 ' 

We can now give a definite answer to questions (l)-(v). 
The answer to (i) and (iii) is positive and the answer 
to (ii) is negative. The method ~ is a positive answer 
to (iv). The way by which the method ~ is under­
taken enables an easy answer to question (v) , since 
an appraisal of the deviations between functions 
whose Fourier spectrum is different outside a finite 
interval is a classical problem. Practical answers 
are given in a previous paper. 23 More general theo­
retical answers will be given in a forthcoming 
paper. 32 
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APPENDIX A 

We derive the asymptotic behavior ofj(r, r') -
K(r,r'), j(r,r) -K(r,r),and their derivatives. All 
our results are given for potentials of &,Le.,&r3' 

Improvement of Certain Bounds 

80 as to obtain certain results, we need to improve 
the bounds previously29 obtained for the remainders 
whenK(r,r') and (a/ar)K(r,r') are replaced by their 
asymptotic behavior. We are interested in the case 

r' ~ t r 2: 1. 

It follows from (2.17), (2.27), and (2.29) that 

ReCRo(r, r') = f; {cosw - cos[r + r' (2u 2 - 1)]} 

(A1) 

x cJl(u)du, (A2) 
where for u ~ 1 

<I>'1(U) = <I>3(u) = - (41T)-1U-2 I; [u-1 sin(2us) - 2s] 

x d~ s-1 :is (s3V(s)}ds (A3) 

and, for u > 1, 

<I>'(u) = <I>4(u) = - (41T)-1u-2 I: u-1 sin(2us) 

x d~ s-1 d~(S3V(S)}dS. (A4) 

Let us now study the contribution to (A2) coming 
from the values of u smaller than one. Let us intro­
duce Q' (0 < a < 1) and integrate by parts from a to 
one. We obtain 

]a{cosw - cos[r + r'(2u 2 - O]} <I>'(u)du 
o 

+ (4r)-1 sin(r + r')<I>(l) - [r-1w(Q') - 1](4r'a)-1 

x sin(w (a» <I> (a) - (4r' a )-1 [sinw (a) 
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- sin(r -r' + 2r'( 2)] <I>(a) 

1 
+ 1 [sin(r - r' + 2r'u 2) - sinw] 

a 

d 
X du [(4r'u)-1q,(u)]du 

j
,1 d 

+ a sinw(l - r-1w) du [(4r'u)-1<I>(U)]du 

1 - I w-1 sinw<I>(u)du. 
a 

From (2.31), it is easy to see that, for u < 1, 

11-r-1wl < Cr'/r 

and according to [I, (5. 6)] 

Ir -r' + 2r'u 2 -wi < Cr-1r'2u 2 . 

(A5) 

(A6) 

(A7) 

From (A3) it is easy to show that I <I> 3 (u) I is bounded 
by CUE -1, and I (d/du}u-1<I> 3(u) 1 by CUE -3, for a poten­
tial in &. Using these bounds in (A5), with 

Q' = Inf(l, r'-1/2), (AS) 

we see that the contribution of <I> 3 (u) is absolutely 
bounded by Cr-1 (1 + r'), whereas the one of (21T)-1 
Vou-2 is absolutely bounded by Cr-1(1 + r'3/2). 

Let us now study the values of u larger than one and 
introduce for this A > 1. Integrating by parts (A2) 
from one to A, we get 

- (4r)-1 sin(r + r') <I> (1) + [r-1w(A) - 1] (4r'A)-1 

x sin[w(A)] <I> (A) + (4r'A)-1 [sinw(A) 

- sin(r -r' + 2r'A2)] <I> (A) + 1 [sin(r-r' + 2r'u 2) 
d 1 

- sinw] du [(4r'u)-1<I>(u)]du 

+ .( sinw(wr-1 - 0 d~ [(4r'u)-1<I> (u)]du 

A - J w-1 sinw <I>(u)du 
1 

+ f'[cosw - cos(r -r' + 2r'u 2)] <I> (u)du. (A9) 

From (M), it is easy to show that I <I> 4(u) 1 is bounded 
by Cu-3- E and I (d/du)u- 1<I>4(u) I by Cu- 5 , whereas 
11 - r-1w 1 is bounded by Cu 2r' /r, and, according to 
[I, (5. 24)], 

\ sinw - sin(r - r' + 2r'u 2) I 
~ Cu2[(r'2/r) + r'2u 2(r + 2r'u 2)-1]. (A10) 

Using these bound in (A9), with 

(AU) 

we are led for the contribution of <I>(u) to the bound 

Cr-1[1 + r'(l + logr)]. 

Collecting these results and using notations referring 
to the parts of K o(r, r') which are concerned, we 
obtain, in the conditions (A1), 

1ReCR8(r,r')1 ~ Cr-1(1 + r'3/2), 

I ReCRMr, r') I ~ Cr-1[1 + r'(l + Logr)]. 

(A12) 

(A13) 
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We can study in the same way 

Imffio(r, r') = L {sin[r + r'(2u 2 - 1)1 
o 

- sinww/(2w)}<I>'(u)du. (A14) 

Since 11-w/(2w)1 is smaller thanCr'u 2/r either 
for u smaller than one or for u larger than one, the 
replacement of w /(2w) by one affords only a bound 
Cr' /r, and the remaining term can be studied exacted 
like (A2). The bounds (A12) and (A13) therefore hold 
for Imffio(r, r'). Replacing r by r' and r' by r lead in 
the same way to the bounds of ffio(r, r'). Besides, it 
is easy to derive from (2.8) and (2.9) the values of 
ffi l (r, r') and ffi~ (r, r'): 

ffil (r, r') = i .r exp[i(r - p )1S(p, r') p-2dp(r -7 00), 
r (A15) 

<R1(r,r') = i I: exp[i(r' - p)]Q(r,p)p-2dp(r'-7 00), 
r (A16) 

from which the bounds of I Q I and I s I yield49 (2.20). 
Let us now study the asymptotic behavior of (2.23). 
The asymptotic form is given by (2.42). For getting 
the bounds, we first need bounds for 1K8(r, r') I, 
IKMr,r')I,and IK1(r,r')I. From [1,(3.1)] and 
[I, (3.4)], we know that 

f C(rr')1/2(rr')1/2+€/2[1 + (rr')1/2+€/2]-1 
IKO(r, r') I < \ 

o (C(rr')1/2[1 + Ir -r'IJ-I/2. (A17) 

Besides, a careful analysis of (2.30), with <I>(u) = u-1, 
shows that 

I I { 
Cr 10g(1 + r) 

KO(r r') < 
o , Cr' log(l + r') 

(A18) 

Now, inserting <I>3(u) and <I> ~(u) into (2.30), we easily 
show that [compare I, (3. 39>] 

IKI(r r') I < . Ic 
o , Crr'[l + I r- r'l)-1 

(A19) 

From [1. (4. 72)], [I, (4. 85)-(4. 87)], we get 

~ ~(rr')1/2(rr')1/2+d2[1 + (rr')(1+d/2]-1 

IK1(r,r')1 < ~ 
Cr 

Cr' (A20) 

It is interesting to combine these bounds so as to 
obtain more convenient ones for example, combining 
the three first bounds of IK 1 (r, r') I, we can obtain 

(A21) 

and, from the ones of Kg(r,r'), 

I ( , I f {CrT17[l + log(1 + r)]} 
Kg r, r) < '\ , 

tCrl/2+~r'1/2-E[1 + Ilog(l + r)I]1/2 

(A22) 

where 71 is an arbitrary number of [0,1). 

On the other hand, we know from I that 

1X8(p)1 < C(l + p)-1/2, 

I X 2 (P) I < CO + p)-l. 

(A23) 

(A24) 

From [I, (5. 39)] and from the combination of (A18) 
and (A23)i we know the following bounds for 
1<R8(r,r') : 

jCr'lr _r'I-1/2 
I ffi8(r,r')1 :5 lc(rr')1/2 . 

From [I, (5.18)] and [1, (5.28)], we get 

I ffib(r, r'} I 

(A25) 

<: j C (A26) 
- I C(r'/r + r'2/r + r'(r'/r)d2]for r' :5 ~ 

and from (A15) and [1, (4. 82)] 

Iffi1(r,r')1 :5 Cr'(l + (rr')l/21-1. (A27) 

Similar bounds hold for the "primed" terms corres­
ponding to the asymptotic behaviors when, for fixed 
r, r' goes to infinity. From the symmetry of Ko(r ,r'), 
it follows that 

ffi~(r,r') == ffio(r',r) (A28) 

(either with the subindex zero or the subindex one). 
From (2.9), we have 

Iffi~(r,r')1 :5 Cr(l + (rr')1/2]-1. (A29) 

Asymptotic Behavior of (2.40) 

So as to study the asymptotic behavior of (2.40), we 
replace K(r, r) by (2.39), and use its asymptotic be­
havior (2.17). The structural terms (2.42) are ob­
tained in this way as candidates for the asymptotic 
form off(r,r'). Differentiating (2.23) with respect 
to r leads one to 

a a lY a -a f(r,r') = -a K(r,r') + -a K(r,r) K(r,r')r-2dr r r 0 r 

+ r-2K(r, r)K(r, r'). (A30) 

To show that the extra term r-2K(r, r)K(r, r') is a 
negligible function is trivial. Inserting the asympto­
tic form of (a /ar)K(r, r) into (A30) leads one to a 
candidate for the asymptotic form of f(r, r') which 
is consistent with the one obtained above, and written 
in (2.42). So as to prove that these "candidates" are 
really the asymptotic form, we have only to prove 
that both the contributions of the "remainders" and 
the contributions of the path (r, 00) in the integrations 
are negligible functions. This is easy to do with the 
help of the bounds (A19)-(A28). We give the details 
only for one of the cross products (actually the most 
difficult to handle): 

I(r,r') = lY Kg(T,r)K8(r,r'jr-2dr, 
o 

- lr a ) I(r,r') == 0 ar K8(T,r)K8(T,r' T-2dT. 
(A31) 

A candidate for the asymptotic form of I(r, r'), whose 
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derivative is a candidate of the asymptotic form of 
l(r, r'), is 

gJ(r,r') = cosr lk8(T)K8(T,r'h-2dT 
o 

+ sinr r k8{T )K8(T, r')T-2dT (A32) 

Using (A23) and (A22a) we see that I gJ(r, r') I is 
bounded by Cr'. Using (A23) and (A17b), we obtain 
for r' >1 

[
r'-l u-1/2du 

IgJ(r,r')1 < Cr1/2 '0 Il-ul l12 

Joo du ) 
+C r'-l u I 1 _ u I I /2 (A33 

so that, for large r', IgJ (r, r') I is bounded by C logr'. 
Gathering the two bounds here obtained give the con­
tribution of IgJ (r, r') I. We have now to evaluate the 
remainders. Clearly we can limit our study to the 
following terms'!l (r, r') and I 2(r, r'), 

Il(r,r') = ~oo Ik 8(T)I IK8(T,r')1 y-2dT. (AM) 

Since I(r) converges,I1(r,r') g~es to zero as r goes 
to infinity. The evaluation off p-1(1 +p)-lIl(r,p)dp 
leads to the evaluation of 0 

~oo Ik o(T)IT-2dT for p-1(1 + p)-IIK8(T,p)ldT, (A35) 

which, using (A22b), is easily proved to behave like 
i 00 I k O(T) 1 T-(3/2 )-edy, and therefore goes to zero as 

; goes to c:t:;. II (r, r') is therefore a negligible func­
tion of r. 

On the other hand, we pick the term 

I 2(r,r') = for Iffi'8h,r')IK8(T,Y')\y-2dT. (A36) 

Using (A22b) and (A25a), together with (A28) we get 
for II I the bound Cr-(1/2)+€r'l'"E, which goes to zero 
as r g~es to oc. Using (A22b) and (A25a), we are able 
to obtain for I I; p-l(l + p)-1112(r,p)ldp the succes­
sive upper bounds I J; I CR8(r, T)I y- 3/ 2-€dy \ and Cr-c , 

which achieve to prove that II2 (r, r') I is a negligible 
function. It is clear that all the other terms encoun­
tered throughout the appraisal of the remainders for 
the asymptotic evaluation of (A31) can be studied 
either like Il(r,r') or like Iz(r,r'). The proofs for 
the other terms of Ie: K(T, r)K(T, r')y-2dr are similar 
and somewhat simpler. 

Further Improvements of Bounds 

The bounds we have obtained up to now are sufficient 
for deriving the asymptotic behavior ofw(r) andw'(r), 
but not to get a fine appraisal of the remainders. So 
as to be able to use the results of Appendix B, we 
need better bounds for (H~ (r, r') and we need to intro-

duce a special trick for the evaluation of (ajar) J; 
(K o(T,r})2T-2dT and similar quantities. Let us there­
fore study these tools by now. 

A Fine Bound for ffi~(r,r') 

We first derive a fine bound for M(r, r'), using the 
results of I. Using the first of the bounds [I, (3.6)] 
for 1M o(r, r') I, and using the bound [I, (4.33)] for 
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In(r,re,p,pu)l, we obtain for Imi(r,re)l, the follow­
ing inequalities, which we use in place of [I, (4. 57)] 
(for e 2: I): 

e (r 2 elu)lh 
Im-l(r,re)1 :::: 1 du 1 In(r,re,p,pu)1 

1 0 
x Imo(p,pulpdp (A37) 

e 
$ C ~ u-1 (e - u)-1/4[1 - (eu)-1]-1/4du 

(r 2 eluj/2 xl (r 2e _p2u)-1/4 Iv(p)lpdp (A38) o 

splitting the integration domain into two parts, and 
using for I V(p) I the bound Cp-2 on the upper interval, 
this yields for the p integral the bound 

(1 12)(,.2 eluy. f.2 
C(r2e)-1/4 1 I V(P) I pdp 

o 
(0'2 eluY.12 

+ C 1 L.. (r 2e - p2u)-1/4p-1dp (A39) (1/2 )(r2 elujl" 

and therefore, for 1m i (r, re) I , the bound 

C(r20)-1/4 t u-1(0 - u)-1/4[1 - (eu)-I]-1/4du. (A40) 

This yields the bound 

C(r2e)-1/4[1 - 0-1]-1/4(0 - 1)-1/4 

1 
X 1 (1 - s)-1/4(e - 1)[1 + s(e _1)]-lds (A41) o 

or 
Imi(r,re)1 < C(r' -r)-1/2[1-log(r'/r)] 

for r' 2: r. (A42) 

The same device yields for e :::: 1 

Imi(r,re)1 :::: C(r2e)-1/4 Ia1
(0-1 - u-1)-1/4 

X (1 - eu)-l/4u-l du. (A43) 

The mapping (e == 11-1 , U = t-1 ) yields an integral 
similar to the one in (A40), and we obtain for 
1m 1 (r, re) I the following bound, valid for any posi­
tive number 0: 

Imi{r,re)l::::c Ir l -rl-1/2[1 + Ilog(r'/r)lj. (A44) 

For 1111 1 (r, rO) I , using the first and the third bound 
[I, (3. 8}) in place of Imo(r, re) I, we obtain in the case 
8 :::: 1, 

1 
111Ii(r,re)1 :::: C ~ (e-1 -u-1)-1/4(1_ eu)-1/4u-1du 

(r 2e/u)1/2 
x [ (r28-p2u)-1/4pIV(p)lp2u 

'0 

x (1 + p3/2(1 - u)3/2)-ldp. (A45) 

Let us now use in the p integral the inequalities 

(A46) 

1 + X 2: XC>. for X 2: 0, 0 < (JI :::: 1. (A47) 

They enable us to bound the p integral by 

[ 1
(1/2 )(,.2 elujh 

C(r 28)-1/4u(1-u)-I+€ p2+E IV(p)ldp 
o 

1(r281ujh ] 
+ (1/2)(r 2 elujhP-1dp (A48) 
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or 
(A49) 

Inserting (A49) into (A45), we easily obtain, since 
(1 - e)€ < 1, 

IrIli(r,re)1 -s C[r(1- e)]-1/2, e < 1. (A50) 

For e larger than one, and provided that E be smaller 
than i, it is easy to use the same token and obtain, 
for any value of rand r' in R+ , 

IrIli(r,r') I -sClr-r'I-1/2. 

From (A44) and (A51) and, on the other hand, 
[I, (4.66)] and [I, (4.68)], we see that M 1 (r, r') is 
bounded as follows: 

(A51) 

\ C(rr')1/2 
iM1(r,r')i <. 

IClr-r'I-1I2[1 + I log(r/r') I Hrr')1/2. 
(A52) 

If now we refer to the analysis done in I, and especial­
ly expressed, for instance, by [I, (4. 50)J, for apprais­
ing I M(r, r') - M o(r, r') - Ml (r, r') i , we see that using 
the first bound (A52) leads one to a majoration like 
the second bound for this remainder. We can there­
fore write 

IM(r,r') -Mo(r,r')1 

1 
C(rr')1/2 

< . (A53) 
clr-r'I-1/2[1 + Ilog(r/r')IJ<rr')1/2 

and it is easy to see that the same bound (A53) holds 
for IQ(r,r')1 and IS(r,r')I. Now, since it follows 
from (2.8) that 

(A54) 

we get, for r' 2: r, 

1CRi(r,r')1 -s [1 + log(r'/r)jrl/2r'-1 (A55) 

Transformation of a~K o(r, r') 

We now derive a formula which enables us to trans­
form all the integrals containing a derivative of 
Ko(r,r'). Starting from (2. 27),applying [(alar) + 
(a /ar')J, and integrating by parts, we obtain 

( a a ) K ( ') I r + r' L ( ') or + a? 0 r, r ="2 ~ 0 r, r , 

where 

(A56) 

Lo(r,r') = ---'- f" [cosw - cos(r - r')] d~ (ucf>'(u))du. 
(A57) 

Comparing (A57) and (2.27), we see that L o(r, r') is 
a function similar with K o(r, r'). Clearly, 

- d: (ucf>'(u)) = (21T)-lVolr
2 - d: (u 4>3 (u)) for u .,; 1. 

d = - du (ucf>4(u)) for u =? I (A58) 

Referring ourselves to (A3) and (A4), we can easily 
prove that I (d /d71 )ucf> 3 (11) I is bounded by Cu € -1 and 
I (djdU)1Icf>4(U) I is bounded by Cu-3 • It is possible to 
go further by noticing that (d/du)(u 44>4(u» is the 

Fourier transform of a function belonging to L 1 +€ 

(0, co). From the well-known theory50 of the Fourier 
transform of Lp functions (1 < P -s 2), we therefore 
obtain the bound 

(A59) 

where L(u) is a function of L(l+£)/£ (0, co). With these 
bounds it is possible to obtain for L o(r, r') an asymp­
totic "structure" similar with that of K o(r, r'), with a 
slight modification concerning the remainder 
"I CR~(r, r') I," in which, now, Cr(r'/Y)E/2 has to be 
replaced by Cr'(r'/r)d2(1+E} which is obtained through 
Holder.'s inequality. 

The asymptotic form of (A56) strongly suggests the 
following equalities: 

-, ak~(p) 1 _ , 

ko(p) +---ap= zp ll o(p), (A60) 

ali' ( ) 
, () 0 p _1. -1 -, ( ) - k 0 p + -ap- - 2P lop· (A61) 

Both are easily proved, with the help of elementary 
algebra and integrations by parts, from the formulas 

k~(p) = 2 .Fa
oo 

sin(pu 2) sin[p(I-u 2)W (u)du, (A62) 

k~(p) = - 2 100 
sin(pu 2) cos[p(1 - u 2)Jcf>'(u)du, (A63) 

o 

l~(p) = - 2 100 

sin(pJ.12) sin[p(1 - J.12)] : (ucf>'(u»du, 
o u (A64) 

[~(p) = 2 ~oo sin(pu 2) cos[p(I - u 2)] d~ (ucf>'(u»du. 

(A65) 

It is interesting to notice that, for a potential of class 
0, just like Ko(r,r') behaves like (rr')l+€ as rr' goes 
to zero, the s.s. functions go to zero like p1+€/2 as p 
goes to zero. This is easy to prove. In relation to 
that, we clearly notice also that from (A3) and (A4) 
we have, for a potential of class 0, 

(00 u2cf>'(u)du = O. 
./0 

Asymptotic Behavior of w(r) 

From (2.23) and (2.26), we obtain 

(A66) 

w(r) =: VCr) + 2r-3 f [K(p,r»)2p-2dp - 2r-4[K(r,r»)2 

- 4r-2 .r K(p,r) (a~ K(p,r») p-2dp. (A67) 

We are interested in the behavior of w(r) for r much 
larger than one. From (AI7), (AI9), and (A20), it is 
easy to see that the second term of (A67) is abso­
lutely bounded by Cr-3 +€, a bound which obviously 
holds for the first and the third term. Let us now 
study the last term and, for this, the following integ­
rals: 

A = fKo(p,r)(o~Ko(p,r»)p-2dP' (A68) 

B = .r K1(p,r)(a~ K o(p,r»)p-2dP, (A69) 

C = .r K o(p, r) (o~ K 1 (p, r») p-2dp, (A70) 

D = .r K1(p,r)(a~ K 1(p,r»)p-2dP. (A71) 
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From (A56) we easily obtain 

The third and the fourth term in (A 72) are bounded by 
Cr-1"'€ as r goes to infinity. Inside the first and the 
second one, it is possible to replace K 0 and L 0 by 
their asymptotic behavior and increase the domain 
of integration up to co. Using (AI7), (AI9), and (A20), 
we see that the missing parts of the integrals (from r 
to co), together with the parts between }r and r, are 
bounded by 

C i
l

oo 
p-3dp + C Joo rp[1 + Ip - r I ]-lp-3dp (A73) 

... 2 rl2 

and therefore by Cr-1 logy or Cr-1+€. Besides, the 
contribution of the remainders I <R~(T, r) I or similar 
terms is bounded, using (AI2), by 

[ 
.. /2 

Cr-1 . (1 + pl/2)-lp2(r - p)-1/2(rp)1/2p-3dp 
o (A74) 

or Cr-1"'€. The replacement of K 0 and Loin (A 72) by 
their asymptotic behavior introduces therefore 
errors of the order of r-1+€. The leading term is 
easily seen to be 

A = (cos2r) (} Iaoo k~(p)l~(p)p-3dp - Iaoo[k~(p)]2p-3d0 
+ (sin2r) (} .~ooR~(p)[~(p)V3dP 
_ ~oo [R~(P)J2p-3dP) + sinr cosr (} ~oo[k~(p)[~(p) 
+ k~(p)l~(p)]p-3dp _ 2 .(X> k~(P)k~(P)p-3dP) 
+ 0 (r- 1+c ). (A75) 

Using (A60) and (A61), it is easy to reduce (A75) to: 

A = (cos2r - sin2r) fooo k~(p)k~(p)p-2dp 

+ sinr cosr «00 p-2{[k~(p)J2 - [k~(p)]2}dP) 
+ O(r- 1+E ), (A76) 

which is precisely the formula we could obtain by 
replacing readily K 0 by its asymptotic behavior (but 
we could not appraise the remainder in such a way). 
Furthermore, it is clear from (2. 16) that the integ­
rals in (A76) are only semiconvergent. 

Let us now study Band C, and, for this, recall that 

IK1(p,r) - [k(p,p)]2 sin(p -r) 

- l
oo 

sin(r -T)Q(p,T)T-2dTI 5: <R~(p,r), (A77) 
p 

I o~ K 1 (p, r) + [k(p, p)]2 cos(p - r) 

+ loocos(r-T)Q(p,T)T-2dTI s: <R~(p,r). (A78) 
p 

Using in (A69) and (A 70) the bounds (A19), (A23), 
(A25), and (A26) for the terms indexed 0, it is easy 
to see that replacing K1(p,r) and (il/or)K 1(p,r) by 
their asymptotic behavior introduces only errors of 
the order of Cr-1 +€. Let us now study 
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Bl = - Io"(o~ Ko(p,r») «00 sin(r-T)Q(p, Th-2dT) 

x p-2dp, (A79) 

The integrals containing Q can be absolutely bounded 
by Cp-1/2. Using this and again (AI9), (A23), (A25), 
and (A26), it is easy to prove that the terms indexed 
o in (A79) and (A80) can be replaced by their asymp­
totic behavior, and the (0, r) interval of integration 
by (0, co) with an error smaller than Cr-3+€. Hence 
we are led to study 

B2 = f [k(p,p)]2 sin(p -r)(J-Ko(p,r»)p-2dP, 
o vr (A81) 

C 2 = - f [k(p, p)]2 cos(p - r)K o(p, r) p-2dp. (A82) 
o 

Let us now use (A56) and integrate by parts. We 
obtain 

B2 + C 2 = 1" Ko(p,r) sin(p -r) dd [k(p,p)]2p-2dp o p 

+ (2r)-1 .r [k(p,p)]2L o(p,r) sin(p -r)p-2dp 

+} f [k(p,p)]2 sin(p -r)L o(p,r)p-3dp 
o 

- 2 .C K o(p,r)[k(p,p)]2 sin(p -r)p-3dp. (A83) 

In (A83) the remainders coming from the replace­
ment of the integration interval (0, r) by (0, co), and 
the various remainders coming from the replacement 
of K 0 and L 0 by their asymptotic behavior can easily 
be appraised using (A23) and (A25), together with the 
second term in (A83). All these are bounded by 
Cr-1 +€ for large r. The asymptotic form of (A83) can 
again be transformed using (A60) and (A61). As 
expected, the result is the one we could have obtained 
readily by substituting in Band C the asymptotic 
behavior of K 0 and K l' 

Such a direct substitution can be done in D, and the 
use of (A55) readily yields remainders of order 
Cr-1+E. From the above analysis we therefore con­
clude that 

(A + B + C + D) = (cos 2 r - sin2r) 100 

k'(p)k'(p)p-2dp 
o 

+ sinr cosr {'" ([7?'(p)]2- [k'(p)]2}p-2dp 

+ O(r- 1+ c) (A84) 

and therefore, as r ) co, 

w(r) = - 4r-2 [cos2r .boo 
k'(p)k'(p)p-2dp 

+ } sin2r Jooo 
{[ii'(p)]2 - [k'( p)]2} p-2dp] + 0 (r-3+E). 

(A85) 

Study of B (r) 

From (2.60) and (2.64) we want to prove that a and b 
can be chosen in such a way that B(r) is equal to zero 
for r < Inf(a,b). Let us prove this for a. We have to 
prove that a can be chosen in such a way that 
,faoo cosp p-1dp be equal to zero. Let a b~ smaller 
than 7T/2. 
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Integrating once by parts, it is easy to see that 

Now .1:/2 COSp p-1dp is obviously negative, and smaller 
than - 71-1 ('TI I COSp Idp or - 71-1 . Hence, 

,,,/2 

(A87) 

It is easy to see that for any positive a, .COO cosp p'ldp 

{
.n/2 

is a continuous function. But. l cosp p- 1dp is larger 

[

' TI 11 
than, ( cOS{J p' Idp, and therefore larger than 

~ vi log(: 71(). Choosing (. small enough, we see that we 

succeed to prove that {Xl cosp p'ldp can be made" O. 

Since it is a continuous function, it has therefore a 
zero between E and 71/2. We choose a equal to this 
zero. The proof for b is somewhat simpler. 

Further Bounds of [(8(1',1") and ci~·f( 0(1',1") 

So as to get a better bound for K8(r,r'), we start 
from the formula 

(A88) 

which follows from [I, (3.13)], and we successively 
study the cases (r s 2, r' s 10), (r s 2, r' > 10), 
(r 2': 2,r' s 10), (r 2': 2,r' 2': 10, Ir -r'l 2': O.lr'), 
(1' > 2,r' 2': 10,and Ir-r'l < O.lr'). 

We easily obtain 

IK8(r,r')1 -c: Cr 10g(1 + rl. (A89) 

From (A88), we derive the following bounds: 

I a~ K 8(r , r') I 

(.1 1·1 :c r' I w-1 sinwdu I + rr' 
'0 '0 

I cosw - w-1 sinlf l I 

x Ir - r' + 2r'u 2 1 u;-2du (A90) 

('1 
:c Cr' + Crr' ,. Ir - r' + 2r'u 2 1 (1 + w 2)-ldll 

o (A90 

s Cr' for r' < r. (A92) 

Besides, the first term in the rhs of (A90) is bounded 
by Cr'(r - r')-C1-E)/2 (rr')-(1+()/4. The second one 
(before taking the absolute value), can be integrated 
by parts, after having splitted the integration interval. 
We obtain in this way as an upper bound, 

Clrr' rU

IIJ-2 1r -r' + 2r'1l 2 1du +r' f 1
ur1du 

'0 u 

+1+0'- 1 1. (A93) 

UJ2 in the first term of (A93) can be replaced by 
(r - r')2'( (rr')t!2u<. 

Taking 0' = (rr')-Cl/2)+1/4c(r - r')+(1/2)-CE/2), we obtain 
by this way the bound 

I iJ~ K8(r, r') I -c: C[ 1 + (1'1") (1/2 )-1/1c(r - r')-Cl/2 )+E/2 

+ r'(r - r')-(1-c)/2(rr')-(1+E)/4. (A94) 

It is also useful to extend the domain of validity of 
the bounds obtained in I for I (%r)K~(r, r') I. This 
can be done easily if we notice on formulas [1, (3. 28)] 
and [I, (3.29)1 that 

I a~ C(r,r',u)1 < Clr -r' -w + 2r'u 2 1 

< Cr'u 2 Irr'(1 - u 2) I I (r + w)2 - r'21-1 

< Cr' 11 - u21 for 1" sr. 

(A95) 

(A96) 

(A97) 

Hence, following from the properties of <1>3 and <1>4 
recalled at the beginning of the present appendix, we 
get 

I o~ K~(r,r')1 s Cr' for r' :<'. r. 

Bounds of rw ~ (r) 

From (A67), we derive the value of w~(r): 

w~ (r) = 8r-5 [K(r, r)]2 - 2r-2V(r)K(r, r) 

- 6r-1 f [K(p,r)]2p-2dp 

f
·r 0 

+ 12r-3 '
0 

K(p,r) or K(p,r)p-2dp 

r 02 
- 4r-2 [ K(p,r) -K(p,r)p-2dp. 

'0 or2 

(A98) 

(A99) 

Using alternately for IK(r, r') I the bounds recalled 
in (A17), (A18), (A19), and (A20), for (a /or)K8(r, r') I 
the bounds (A92) and (A94), for 1(0 /ar)K(r, r') -
(0 /ar)K8(r, r') I the boundsCr' andC which both hold if 
r' s r {see (A98), [I, (3.40)1, and [I, (4. 90)]), we easily 
obtain 

r I w ~ (r) I s \ C . 
)Cr-1 +c 

APPENDIX B: "PROJECTED FUNCTIONS" 

Let us be given a function a(p) such that 

(A100) 

(1) pa(p) is a continuous function of p, which goes to 
zero faster than Cp-2+< as p goes to Cl); 

(2) Iaoo 
pa(p) = 0; (B1) 

(3) The function 6(r, r'), defined by 

,(rr'i!2 
6 (r r') = - ~(rr')1/2 [ 

, '0 

x Jo[(r - r') (1 - p2/rr')1I2]pa(p)dp (B2) 

can be expanded as 

6 (1', r') = cosr 6 (1") + sinr I5 (r') + 6 N(r, r') (B3) 

a~6(r,r') =- sinr6(r') + cosrf:(r') + f:N(r,r'), 

(B4) 

where 6 N and[;N are negligible functions. Using 
well-known formulas,51 we can write (B2) in the form 
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L.;(r,r') = - 21T-1rr' {"" P(J(p)dp ,~00 w-1 

x sinlU cos(2pu)du, (B5) 

where IV is defined by (2.31). The projected function 
!~p (r, r') is equal to 

(00 f.'1 .p (r, r') = - 21T-1rr' .10 p(J(p)dp '0 w-1 

x simI! cos(2pu)du. (BB) 

Now, let us set 
1 

P(r,r',p) = rr' ,b w-1 sinw cos(2pu)du 

1, ., 2 1 [1 G( , ) d = 2 smr smr cos p - 4 '0 r, r ,u du 

1 [1 
X [(1- coS2pu)u-1]du + 4 '0 G(r,r',u)u-2du. 

(B7) 

Inserting the left-hand side of (B7) into (BB), we 
notice that, due to (Bl), the contribution of the last 
term of (B7) vanishes. We therefore obtain 

?;(r,r') =-1T-1 sinr sinr' .f~oOp(J(p) cos(2p)dp 

1 
+ (21T)-1,~ G(r,r',u)u-1n(u)du, (BB) 

where 
neu) = u ~00 P(J(p) d~ (1 - ~OS2PU )dP. (B9) 

Clearly, 

n(u) = 2 ,Fa
oO 

p2(J(p) sin(2p1/)dp - .f~00 p2(J(p) 

x [(pu)-l(l - cos2pu)]du. (BlO) 

Since p2(J(p) is a function of L 2(0, (0), the first term 
in the right-hand side of (BlO) is a function of L 2 (0, (0). 
Noticing now that p5/2-E(J(p) is a function of L 2(0, (0), 
and with the help of Schwarz's inequality, we are able 
to get for the second term the bound Cu-.o. We there­
fore can write 

(311) 

We now intend to show that L.;p(r, r') can be expanded 
like L.; (r, r') is in (B3) and (B4). For this, we use a 
technique studied in Paper I, and available for integ­
ral expressions like (B8). According to [I, (5. 3)] and 
[I, (5.4)], the terms remaining when G(r, r', u) has 
been replaced by its asymptotic behavior in (B8) are 
bounded for r' ~ r by 

1 
C ,~ Il-w/(2w)lu-1 In(u)ldu 

+ C II u-1 In(u) ISup[C, Ir - r' - w + 2r'u 2 I1 d11 • 

o (B12) 

Using rI, (3.31)1 and [I, (5.6)], we readily obtain for 
the remainders the bound 

R ~ Cr'/r + Cr'2/r (B13) 

valid for r' ~ 4r. 

For r' between ~r and r, it follows from (B12) the 
bound 

1 
C .~ r'2u [(r - r')2 + 4rr'u 2 ]-1In(u) Idu 

+C I 1
u-1 In(u)ldu +C (i rr 'u[(r_r')2 

a '0 

+ 4 rr'u21-1/2In(u) Idu. (B14) 
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USing the Schwarz's inequality and taking QI = (rr')-1/3 
yields, after some elementary inequalities, the bound 

R ~ Cr'2(rr')-3/4(r _ r')-1/2 (lOg r + r' )1/2 
r -r' 

+ C(rr')1/6 + C(rr')51l2(r - r')-1I2 (B15) 

valid for r' ~ r. 

It is easy to see that the bounds (B13) and (B15) for 
the remainders prove that these are negligible func­
tion. Indeed, the fact the remainders go to zero as r 
goes to infinity is obvious in (B13). The fact that the 
integral 

[ r IR(r r') Ir'-I(l + r')-ldr' 
'0 ' 

(BIB) 

goes to zero as r goes to infinity is readily seen by 
using (B13) between 0 and r1/2, (B15) between r1/2 
and r. 

Inserting in (BB) the asymptotic behavior of G(r,r',u) 
as we did in I, we obtain for L:p (r, r') expansions 
(B3) and (B4), with the substitution 

L.; --7 L.;p, 
where 

j 'l L.;p(r') = 2 sin(r'u 2 ) sin[r'(l - u 2)]u-1n(u)du o 

~p(r') = - 1T-1 sinr' [00 P(J(p) cos(2p)dp 
'0 

1 
- 2.~ sin(r'u 2 ) cos[r'(1 - u 2)]u-1n(u)du. 

(B17) 

(B18) 

(B19) 

So as to obtain bounds for 6 p (r'), let us insert (B9) in 
(B18): 

L:p(r') = fro P(J(p)G(r',p)dp, 
o 

where. 1 d 
G (r', p) = 2.f

o 
sin(r'u 2) sin[r'(1 - u2)] du 

x [u-1(1 - cos2pu)]du 

f.
. 1 

= 4r' (1 - cos2pu) sin[r'(2u 2 - l)]du. 
'0 

(B20) 

(B2l) 

(B22) 

Clearly IG(r',p)1 is bounded by Cr'. Using now for 
lu-1 sin(2pu) I and lu-2(1 - cos2pu) I the bound u-1 

(pu)E,it is easy to show from (B21) that IG(r',p)1 is 
also bounded by Cp 1 +E. Inserting these bounds in 
(B20) we get for 6 p (r') the bounds 

ICr' 
I L.;p (r') I < I ,. 

Cr c 
(B23) 

Similar remarks lead to 

- ICr' 1:6 (r')1 < . 
p /Cr'c 

(B24) 

It must be noticed that, throughout the derivation of 
these properties of 6p (r, r'), we never have used 
Assumption (3) on L:(r, r'), as expressed by (B3) and 
(B4). Only, if we are interested in the function 

6
Q
(r,r') = - 21T-1rr' roO pV(p)dp foO w-1 

'0 '1 

x sinw cos(2pu)du, (B25) 

we can guarantee for this function the existence of 
an expansion like (B3) and (B4) if such an expansion 
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exists for ~ (r, r'), and bounds like (B23) and (B24) if 
they exist for.0 (r') and"t (r'). All these results are 
obvious since 

(B26) 

Let us notice also that the expansions (B3) and (B4) 
certainly hold if o( p) goes to zero faster than Cr-3 - o , 

according to a study done in the Sec. 7 of I. 

APPENDIXC 

We start from (3.65), and split the integration inter­
val by the bound two. Since IF'(u) I is integrable on 
(2, co), and behaves like C (u - 1)-1 as u goes to one, 
it is easy to check that the contribution of the upper 
interval is absolutely bounded by C, the other by 
C{1 + log[(r + r')/rr')}. From (3.65) we then obtain 

- af(~~r') = ~<X) ~inw :w - sin(r + r'»)F'(U)dU 

+ 6 cosr sinr'. (CI) 

Again, we split the integration interval. On (1,2), we 
are led to integrals of the form 

121 IV I 1 (2w) -1\ (u -l)-l du, (C2) 

which is bounded by C, and 
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2 1 Sup[lr +r'-wl,Cj(u -l)-ldu, 
1 

(C3) 

which is again bounded by C(l + log(r-1 + r'-l»). We 
are therefore led to study 

.r' sinw G (u) (2%) u -ldu, (C4) 

where G(u) E L 2 (2,CO). Let us now introduce the nota­
tions 

{3 = ~(rr')-1/2Ir - r' II 
x = (u 2 + (32)1/2 \ ' 

we can put (C4) into the form 

100 r sin[2(rr')1/2x ) [{3(x 2 - (32)-1 + (r'/r)1/2 J 
(4+13")1/2 

X G(1X 2 - (32)dx. 

Using the Parseval theorem, we therefore obtain 

i Bf(r,r') 11< C[1 + 10g(r-1 + r'-l») 
I Br 

+ Sup{C ,(rr')-1/4 Ir - r'11/2L 2 [(rr')1/2 J} 

+ C(r'/r)1/2L 2 [(rr')1/2]. 
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A computer has been used to determine the stability character of periodic orbits for the Hamiltonian oscillator 
system H "" ~ (PI + P~ + qt + q~) + qIq2 - ~q~. Using procedures developed by Greene p. Math. Phys. 9, 760 
(1968) 1. empirical evidence has been obtained indicating that this system has a dense or near dense set of un­
stable periodic orbits throughout its stochastic (unstable) regions of phase space. The extent to which such 
stochastic regions exhibit C-system behavior, i.e., ergodicity and mixing. is discussed. Finally. the above 
Hamiltonian system is shown to be intimately related to the Fermi-Pasta - Ulam system as well as to the Toda 
lattice. 

I. INTRODUCTION 

When the system energy is sufficiently large, Henan 
and Heiles1 have demonstrated by computer experi­
ment that sizeable regions of phase space for the 
classical, two-oscillator Hamiltonian system 

H = ~ (Pi + p~ + qr + d) + qyqz - ~q~ (1) 

are filled with unstable trajectories so wild and er­
ratic that the system motion can be regarded as 
stochastic, at least in the sense that the system tra­
jectories wander freely over part or most of the 
energy surface. Indeed in these stochastic regions, 
computer calculations show that two close initial 
states evolve in time such that the phase space dis­
tance between the states increases exponentially. 
Such computer experiments indicate (but do not 
prove) that the stochastic regions exhibit C-systemZ 

behavior, Le., ergodicity and mixing. Contopoulos3 

on the other hand has carried out computer experi­
ments on a system similar to Hamiltonian (1) and 
has determined that distinct trajectories lying in a 
stochastic region do not cover this region as uni­
formly as one would expect under the assumption of 
ergodicity. It appears that, unlike C-systems, Hamil­
tonian (1) may possess stable periodic orbits and 
small regions of stability lying inside its macro-
scopic stochastic regions. . 

It is therefore of interest to investigate the stability 
character of periodic orbits for Hamiltonian (1). In 
this paper using techniques previously described by 
Greene,4 we develop empirical evidence indicating 
that the stochastic regions for Hamiltonian (1) are 
characterized by a dense or near dense set of un-

P, 

FIG.1. The mapping generated by Hamiltonian (1) at energy 
E = -'. Central fixed points lie on the q2 and P2 axes at the center 
of e:ch region of ovals. Each oval in the stable regions was g·ener­
ated by a Single, quasi-periodic trajectory of Hamiltonian (1). The 
set of scattered dots shown in the unstable or stochastic region was 
also generated by a single trajectory. (Here 1 tick = 0.1.) 
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stable periodic orbits. Our results, like those of 
Greene, are empirical and do not constitute a mathe­
matical proof; moreover they do not preclude the 
existence of stable periodic orbits in the stochastic 
regions. However, they do make it clear that such 
periodic orbits, if they exist, are likely to affect only 
regions of very small measure in phase space. As a 
consequence in the macroscopic view of a physicist, 
the physical properties of stochastic regions like 
those of Hamiltonian (1) are likely to be indistingui­
shable from those of a C-system. 

n. MATHEMATICAL PRELIMINARIES 

In order to define our notation and concepts and in 
order to make this paper as self-contained as pos­
Sible, this section briefly reviews the highlights of 
relevant earlier work. Of necessity, much detail has 
been omitted; if confusion arises, the reader is urged 
to peruse the extremely clear Refs. 1 and 4 as well 
as Chap.4 of Ref. 2. 

Henan and HeHes survey the allowed motion for 
Hamiltonian (1) by, in effect, reducing the motion to 
a plane area-preserving mapping. For fixed energy 
E, it is possible to generate a plane area-preserving 
mapping in the (qZ,P2> plane using Hamiltonian (1). 
Starting with a given (q z' pz) point in the plane and 
setting ql = 0, we may solve Eq. (1) for Pl 2: O. This 
provides us with an initial mapping point (qz,P2 ) and 
with a set of initial conditions (q1>P1>qz,Pz) for in­
tegrating a trajectory of Hamiltonian (1). The initial 
(q z' pz) point then maps into the (q 2' P2) coordinates 
of the next point on this system trajectory for which 
ql = ° and P1 2: O. Clearly each trajectory generates 
a unique set of pOints in the (q z, pz) plane, and we may 
use Poincare's theorem on integral invariants to 
prove that the mapping is area-preserving. 

Figure 1 shows the mapping generated by Hamiltonian 
(1) at the energy E =~. On the qz or P2 axis at the 
center of each region of ovals is a fixed point of the 
mapping (hereafter called a central fixed point) gen­
erated by a periodic orbit of the differential equation 
system. If as usual we denote the mapping by the 
equation 

(2) 

then these central fixed points satisfy (q 2' pz) = 
T(qz, pz)· Each oval about a central fixed point is-to 
computer accuracy--a.n invariant curve generated by 
a quasi -periodic orbit of Hamiltonian (1), and sequen­
tial mapping iterates of an initial (Q2,P2) point lying 
on an oval rotate about the central fixed pOint. The 
average angle of rotation (divided by 211) is called 
the rotation number w, and the w associated with each 
invariant curve varies smoothly as one progresses 
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out from a central fixed point. Mosers has shown 
that mathematically exact invariant curves surround 
the central fixed pOints provided, among other things, 
that the associated rotation numbers are irrationals 
satisfying the inequality 

Iw - I/k I > 8/kS / 2 

for all integers I and k, where 8 is a constant inde­
pendent of k. 

(3) 

Between these exact Moser curves, one might expect 
to find a dense set of invariant curves with rational 
rotation numbers w == p/Q (P and Q relative prime) 
composed purely of fixed points of Q iterations of 
the mapping TQ. However a theorem due to Birkhoff6 

assures us that in general only remnants of such w­
rational invariant curves appear in the form of 2Q, 
interleaved fixed points, half being stable elliptic 
fixed points of TQ and half being unstable hyperbolic 
fixed points.7 Indeed according to Birkhoff, extremely 
accurate computer calculation of the Fig. 1 mapping in 
a neighborhood of the central elliptic fixed point on the 
positive q2 axis would be expected to reveal a picture 
similar to that sketched in Fig.2. An indication of 
this structure for the Henon-Heiles system at energy 
E == i appears in Fig. 3, which shows only a few of the 
hundreds of fixed points found for this system. Re­
turning to Fig. 2, we note that the Moser curves are 
very closely spaced near the central fixed point. 
Farther out, the interleaved Birkhoff fixed pOints 
become large enough to be seen on a macroscopic 
scale. Moreover at the edges of the figure, the inter­
secting "hash" of separatrices from the hyperbolic 
fixed points becomes apparent. Slightly beyond the 
outer curves in Fig. 2, the Moser curves vanish4 and 
the elliptic members of the Birkhoff fixed point fami­
lies themselves become hyperbolic. 4 Consequently 
as we shall show later, beyond the family of five 
elliptic fixed points in Fig. 1 belonging to T5, many if 
not all fixed points are hyperbolic, leading to the 
erratic splatter of points seen in Fig. 1 which were 
generated by a single trajectory of the Henon-·Heiles 
system. 

In order to demonstrate that the stochastic region of 
Fig. 1 contains a dense or near dense set of hyper­
bolic fixed points, corresponding to unstable periodic 
trajectories for the Henon-Heiles system, we apply 
the calculative techniques of Greene 4 to the Henon­
Heiles mapping. Suppose in the (q2' P2) plane we have 
found a fixed point (q, p) of T Q satisfying 

(q,p) = TQ (q,p); (4) 

let us then follow Greene and write Eq. (4) as a linea­
rized mapping, valid in a small neighborhood of this 
fixed point, in the vector-matrix form 

where the {Mij} denote the matrix elements of the 
linearized transformation. We may now use a com­
puter to calculate the matrix elements of M. First 
we choose a point (q(O),p(O) near the fixed point 
(q,p) such that (plO) - p) = 0 and (qlO) - q) '" D. We 

(5) 

then solve the Henon-Heiles differential equation 
system obtaining (q(1) - q) and (pU) - P). Thence 
we have 

Mll = (q(l) - q)/(q(O) - q) and 

M21 = (PU) - p)/(qlO) - q). (6) 

Similarly picking an initial point such that (q(O) - q) = 
o and (p(O) - p) ;.' 0 and then calculating the new 
(q (1) _ q) and (p(1) - p), we find 

M12 = (q(1) - 'l)/(p(O) - P) and 

M22 = (p(1) - P)/(p(O) - P). (7) 

The conditions that the determinant of M should equal 
unity and that (due to symmetry of Fig. 1 about the 
q2 axis) the diagonal elements of M should be equal 
can be used to insure accuracy in the calculations. 
Now introduce the quantity R, called the residue of the 
fixed point and defined as 

FIG.2. Using increased computer integration accuracy, the 
mapping in a neighborhood of the central fixed point on the q2 axis 
in Fig. 1 would be expected to appear as shown in this sketch. The 
circles represent the exact invariant curves predicted by the 
Moser theorem, and the alternating elliptic-hyperbolic fixed point 
families are of the type predicted by Birkhoff. 

P, 

t 

+ 
FIG. 3. Selected fixed points of the mapping generated by Hamil­
tonian (1) at energy E = l illustrating that some of the structure 
sketched in Fig. 2 can actually be observed. The innermost set of 
four fixed points located at the dots inside small circles are ellip­
tic members of the T4 family. The fixed points located at the 
asterisks are elliptic members of the same TS family which can 
be seen in Fig.!. Surrounding each member of this TS family is 
a set of eleven hyperbolic fixed points belonging to TS5. Finally, 
the eight fixed points located at the x symbols are hyperbolic mem­
bers of T8. With thE' exception of the T8 family, each family of 
fixed points shown represents half of an alternating elliptic-hyper­
bolic set. However, all 16 members of the two TB families, which 
lie in the stochastic region of Fig. 1, are hyperbolic. (Here 1 
tick = 0.2) 
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R= i-tTr(M), (8) 

from which we may determine the stability character 
of the fixed point. Greene4 shows that the fixed point 
is elliptic when 0 < R < 1 and hyperbolic when R < 0 
or R > 1. As mentioned earlier, the 2Q fixed paints 
of TQ form two families of Q members. Each member 
of one family has the same positive residue while 
each member of the other family has the same nega­
tive residue. Empirically it is found that the abso­
lute value of the two residues are approximately 
equal. Consequently when IR 1< 1, TQ has alternating 
elliptic-hyperbolic members; on the other hand when 
IRI> 1,all 2Q fixed points of TQ are hyperbolic, half 
being hyperbolic with R < 1 and half being hyperbolic 
with R > 1. 

Let us now briefly return to Fig. 2 which shows a few 
of the Moser invariant curves and a few of the inter­
leaved elliptic-hyperbolic fixed point families. All 
members of this set lie on approximate circles (or 
ellipses) about the central fixed point, and we shall 
refer to them as members of the first order hier­
archy. Since the Moser and Birkhoff theorems are also 
valid in some neighborhood of each first order, ellip­
tic fixed point, Fig. 2 is reproduced on a microscopic 
scale about each first order, elliptic fixed point 
yielding the second order of the hierarchy. One simi-
1arly proceeds to define higher orders in the hier­
archy ,boxes within boxes ad infinitum. The fixed points 
of first order have rotation numbers w = p/Q about 
the central fixed point with P and Q relative prime. 
The higher order fixed pOints yield w = p/Q with P 
and Q having a common integer factor. Here Q is the 
number of fixed points in the family corresponding to 
the integer exponent of TQ, and P is the integral 
number of 211 rotations around the central fixed point 
when following from a fixed point to its image through 
all Q members of the family. For example, each 
member of the first order, elliptic family of T5 in 
Fig.3 has w = i-, while each member of the second 
order, hyperbolic family of T55 has w = ~. Greene 
chooses to fix his attention on the dense or near dense 
set of first order fixed pOints in the hierarchy, and for 
these fixed points he observes that the residue of a 
fixed point of TQ may be related to Q by the equation 

IR 1= a[j(P/Q]Q/2, (9) 

where (p/Q) is the rotation number of the fixed point, 
where the absolute value sign on R permits use of 
negative residue fixed points, and where f(p/Q) is an 
empirically determined function. If we can now em­
pirically determine a smooth f(p/Q) function, then in 
those (q2,P2) plane regions where f(p/Q) > 1 we have 
that IR I> 1, which implies that all or almost all first 
order fixed pOints in that region are hyperbolic. In 
the following section, we present f curves for the 
Henon-Heiles system. 

m. RESULTS 

In seeking data from which to plot f curves for the 
Henon-Heiles system, we chose to search the positive 
q2 axis for first order fixed paints lying about the 
central fixed point on the q 2 axis. Due to the (q 2' P2) 
plane symmetry about the q2 axis, at least one fixed 
point of TQ for odd Q must lie on axis. This axis 
would thus be especially rich in fixed paints. As a 
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preliminary calculation, we located about 200 first 
order fixed paints lying on the q2 axis for Henon­
Heiles system energy E = A. These fixed points were 
quite well distributed over almost the complete inter­
val between the central fixed point on the q 2 axis and 
the maximum positive q2 value allowed by E =-&.. In­
verse rotation numbers began at about w-1 = 5.0 near 
the central fixed pOint and monotonically increased 
to about w-1 = 8.5 near the maximum allowed q2 
value. 

For each fixed point we computed R and thence f, 
using a preliminary value of unity for a. A plot of 
f = jRj2/Q versus inverse rotation number w-1 = 
Q/p provided us with a graph looking like a bad case 
of the measles. This somewhat random splatter of 
points however had, just as Greene predicts, a lower 
envelope representing a minimumf curve. We then 
found that this minimum f curve could be determined 
quite easily by plotting f values for sequences of fixed 
points having inverse rotation numbers given by w- 1 

= k ± (1/n),where k = 5,6, 7,or 8 andn > 1 is an 

1 21 

1.0 

0.8 .• 

0.4--1 . 

! 

02[ 
, 

OO~_ --- --+- --+ -----I --- ----- .-
5.0 55 6.0 6.5 7.0 7.5 8.0 8.5 

Q/P 

FIG.4. The minimum f curve for Henon-Heiles system energy 
E =iz. 

FIG. 5. The mapping generated by Hamiltonian (1) at energy E = l2 . 
As anticipated from Fig. 4, no macroscopic stochastic regions 
appear. Figure 4 nonetheless indicates that microscopic stochastic 
regions wOllld be observed with sufficient computer accllracy. 
(Here 1 tick = 0.1) 
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integer. The data for a typical sequence is presented 
in Table 1. The minimum f curve itself is presented 
in Fig.4. In this figure, a equals unity. We recom­
puted the graph first using a == 10 and then a = 0.1. 
The net result was a slight shift upward or downward 
of the Fig. 4 curve of no consequence for our pur­
poses; we thus used a == 1 in all our calculations. 

Although the minimum f curve in Fig. 4 has narrow 
spikes which rise above unity and although there is a 
general increase in f values with increasing w-1 == 
Q/p, the most significant feature of Fig. 4 is that the 
f curve does not rise and remain above unity. As a 
consequence, we would not expect to find any macro­
scopic stochastic regions in a (q2,P2) mapping for the 
Henon-Heiles system at energy E = 6, and this ex­
pectation is verified in Fig. 5. The spikes in Fig. 4 
which rise above unity (Greene points out that such 
spikes exist in every Q/p region) imply that there 
are many microscopic stochastic zones in Fig. 5, each 
containing a dense or near dense set of first order, 
hyperbolic fixed pOints. Despite the fact that these 
microscopic regions are much too narrow to be seen 
in Fig. 5, their existence is expected, though not proved, 
from heuristic arguments4 ,8 based on the Moser and 
Birkhoff theorems; moreover, their appearance can 
be empirically demonstrated by extremely accurate 
computer calculations. 

Finally in Fig. 6 we present the minimum f curve for 
the Henon-Heiles system at the energy E = i used in 
Figs. 1 and 3. This minimum curve is again based on 
data for sequences of fixed points having inverse 
rotation numbers given by w-1 == Ie ± (l/n) ,where here 
1?=3,4,or 5. In Fig. 1, w-1 =Q/Pvaries monoto­
nically from about 3.0 near the central fixed point on 
the q 2 axis to about 5.5 slightly beyond the ovals 
around the elliptic fixed point of T5. The f curve in 
Fig. 6, as opposed to its cousin in Fig. 4, rises quite 
rapidly with Q/P. Excepting the fixed points with Q/p 
== 5 which have an f value and residue slightly less 
than unity, the minimum f curve lies above unity for 
all Q/P? 4.7, implying that a dense or near dense set 
of hyperbolic first order fixed points exists in the 
stochastic region beyond the T5 elliptic points in 
Fig. 1. Indeed one would anticipate that this stochastic 
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FIG. 6. The minimum! curve for Henon-Heiles system energy 
E =~. 

TABLE I. The quantity f == IRI2/Q as a function of inverse rotation 
number w- 1 == Q/p for selected fixed points in the sequence having 
w-1 == 7 + (1/ n), where n is an integer, and for Henan - Heiles system 
energy E ==h. 
n Q P Q/P Residue f=IRI2/Q 

2 15 2 7.50 4.15 x 10-7 1. 41 X 10-1 

3 22 3 7.33 5.65 x 10-7 2.70 X 10-1 

4 29 4 7.25 3.22x10-6 4.18 x 10-1 

36 5 7.20 1. 56 x 10-6 4.76 X 10-1 

6 43 6 7.17 6.25 x 10-7 5.15 X 10-1 

7 50 7 7.14 - 5.20 X 10-7 5.61 X 10-1 

8 57 8 7.13 5.98 x 10-7 6.05 X 10-1 

9 64 9 7.11 8.47 x 10-7 6.46 X 10-1 

10 71 10 7.10 5.20 x 10-6 7.10 X 10-1 

15 106 15 7.07 - 3.07 x 10-7 7.54 X 10-1 

20 141 20 7.05 1. 30 x 10-6 8.25 X 10-1 

region completely surrounds the ovals shown in 
Fig. 1 which encircle the elliptic fixed paints of T5, a 
feature we shall return to later. 
The above argument for a dense or near dense set of 
hyperbolic fixed points throughout the stochastic 
region would be conSiderably strengthened had we 
been able to continue the f curve of Fig. 6 to larger 
values of w-1 = Q/P. Unfortunately, searching the 
q2 axis for fixed pOints lying in the highly unstable 
stochastic region required more computer time and 
accuracy than was available to us. Nonetheless, the 
following evidence supporting our central conclusion 
was obtained. We tracked a number of individual 
Q/p families as a function of energy from their first 
appearance near the central fixed point as alternating 
elliptic-hyperboliC families with IRI < 1, through their 
transition to hyperbolic-hyperbolic families with /R/ 
> 1, and through their motion well into the stochastic 
sea with IRI » 1. As the energy was increased, the 
residues for all the individual families studied first 
oscillated a bit between zero and unity and then rose 
monotonically to values greatly exceeding unity. 

IV. DISCU~ON 

Recently, Sinai9 rigorously proved that the hard 
sphere gas is ergodic and mixing by, in essence, 
showing it to be a C-system2 (strictly speaking, a 
K-system 2 .) One is thus led to inquire 10 whether or 
not systems with attractive as well as repulsive in­
teractions can exhibit C-system behavior. Since a 
definitive, mathematically rigorous answer to this 
question appears to lie far in the future, computer­
based, empirical studies of simple systems with 
attractive interactions such as Hamiltonian (1) can be 
particularly illuminating. Now an essential property 
of C-systems2 is that points on initially close orbits 
separate exponentially with time. Therefore, all perio­
dic orbits for C-systems are unstable. As a conse­
quence, the elliptic fixed points of Fig. 1, generated by 
the stable periodic orbits of the Henon-Heiles system, 
graphically demonstrate that Hamiltonian (1) is not 
a C-system. Nonetheless Fig. 1 reveals macroscopic 
unstable regions which are suggestive of emerging 
C-system behavior. In particular, Henan and Heiles 
have shown empirically that points on initially close 
orbits in such regions do exponentiate apart. More­
over, they show that the macroscopiC unstable region 
includes most of phase space for sufficiently large 
energy. 
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In this paper we have presented additional evidence 
indicating C-system behavior in the unstable regions 
of the Henon-Heiles system by showing that such 
regions contain a dense or near dense set of unstable 
periodic orbits. Unfortunately our empirical evidence 
does not preclude the appearance of microscopic 
stable regions embedded in the macroscopic unstable 
region. First, our calculations say nothing about the 
periodic orbits corresponding to higher order fixed 
pOints in the hierarchy; and, second, they say nothing 
about the maverick periodic orbits which apparently 
fit nowhere in the hierarchy scheme. Despite these 
drawbacks, one anticipates that at worst the dense set 
of first order, unstable periodic trajectories would 
allow the stable orbits, if present, to influence only 
microscopic regions of phase space. In support of 
this conjecture, one observes using a computer that 
distinct orbits started deep within the unstable region 
of Fig. 1 each generate an essentially indistinguish­
able, random -looking set of points. 

An exception to this behavior does occur however 
where, as in Fig. 1, the stochastic sea touches or en­
closes a macroscopic stable region. For example, 
the boundary between the stable regions associated 
with the r 5 elliptic fixed pOints in Fig. 1 and the sur­
rounding stochastic sea is not sharp. A narrow tran­
sition region exists, and orbits in this region may 
linger there for protracted time intervals before 
finally escaping into the stochastic sea. The present 
authors believe that this exceptional behavior is 
responsible for Contopoulos' results mentioned in 
Sec. 1. In Fig. 1 the boundary layer between the stable 
regions and the stochastic sea is sizeable and conse­
quently the measure of the trajectories influenced by 
it is not small. However as the energy in Hamiltonian 
(1) increases, these macroscopic stable regions and 
their troublesome boundaries shrink to negligible size. 
Thus for sufficiently large energy, Hamiltonian (1) 
would be expected to yield C-system behavior over 
most of its phase space. 

In conclusion, let us emphasize that the Henon-Heiles 
system does provide inSight into the generic behavior 
of systems with attractive forces. First it is worth 
noting, as shown in Appendix A, that any three-particle 
system with a Hamiltonian of the form 

H == (1/2m)(p~ + p~ + P~) + V(Q1 - Q3) 

+ V(Q2 - Q1) + V(Q3 - Q2) (10) 

can be reduced to Hamiltonian (1) in the cubic approxi­
mation' provided that V(r) has a nonzero cubic term 
in its power series expansion. Thus the three-particle 
Fermi-Pasta-Ulamll system and the three-particle 
Toda lattice12 are intimately related to Hamiltonian 
(1). In addition numerous computer studies 8 ,13 of 
various Hamiltonian oscillator systems reveal be­
havior differing little from that of the Henon-Heiles 
system. Finally although Hamiltonian (1) yields pre­
dominantly C-system behavior only for large energy, 
Ford and Lunsford14 demonstrate that the same type 
stochastic behavior can occur for arbitrarily small 
energy when the number of oscillators is three or 
greater. 

* This work supported in part by the National Science Foundation. 
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APPENDIX A 

Let us expand the potentials V in Hamiltonian (10) as 
a power series in their arguments, retaining terms 
only through cubic order. We may then write Hamil­
tonian (10) as 

H = Hpy + p~ + p~ + (Q1 - Q3)2 + (Q2 - Q1)2 

+ (Q3 - Q2)2] - (a/3)[(Q1 - Q3)3 + (Q2 - Q1)3 

+ (Q3 - Q2)3], (AI) 

where without loss of generality we have set the mass 
m and the" spring constant" k of the quadratic terms 
equal to unity. Into Hamiltonian (A1) let us introduce 
the canonical transformation 

3 3 

Q i == ~Aij Sj' Pi = ~ Aij'l]j, 
)=1 J=l 

(A2) 

where the matrix A is given by 

(

3-1/2 2-112 6-1/2) 

A = 3-1/2 0 - (2/3)1/2 • 

3-1/2 _. 2-1/2 6-1/ 2 

(A3) 

we find 

H = H'I]1 + 'I]~ + 'I]~ + 3~ ~ + 3~~] 
+ (3a/21/2)(~2~~ - t~~). (A4) 

Since S 1 does not appear in Hamiltonian (A4) , 'I] 1 is a 
constant of the motion. We may thus drop the term 
'1]1 from Hamiltonian (A4) , obtaining the reduced, two 
degrees of freedom Hamiltonian 

H = ~ (1'/~ + 1'/~ + 3~~ + 3~~) 
+ (3a/21/2)(~2~~ - H~). (A5) 

The equations of motion for Hamiltonian (A5) are 

~'2 =- 3~2- (3a/21!2)(~~_~~), 

~3 = - 3~3 - (3a/2 1/ 2)(2s 2S3)· 
(AB) 

Now change the time scale via t == T/3 1 / 2 , retaining 
the dot notation for (d/dT) , and let /;'2 == (2 1/2/a)q2 
and S3 = (2 1/2 /a)q1;then Eq. (A6) may be written 

(it = - ql - 2q1q2' ii2 = - q2 - qr + q~. (A7) 

The Hamiltonian for Eq. (A7) is 

H == ~ (Pr + P~ + qy + q~) + qrq2 - iq~, (AB) 

i.e., the Henon-Heiles Hamiltonian (1). Thus in the 
cubic approximation, Hamiltonian (10) is equivalent 
to Hamiltonian (1). 

2 V.!. Arnold and A. Avez, Ergodic Problems of Classical Mechanics 
(Benjamin, New York, 1968), Chaps. 3 and 4. 
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Solution of Faddeev Equations for a One-Dimensional System 
Chanchal K. Majumdar 
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(Received 27 January 1971) 

Exact solutions are deri ved for the Faddeev equations for a one-dimensional system of three distinguishable 
particles of identical mass, interacting pairwise through a delta function potential. The method here employed 
uses scattering boundary conditions directly on the system of equations. 

Dodd l has shown that solutions can be found to the 
Faddeev equations 2 for a one-dimensional system of 
three particles of identical mass interacting pairwise 
with a delta function potential. This system was dis­
cussed by McGuire 3 and Yang. 4 Dodd constructs the 
various scattering amplitudes by utilizing the known 
form of McGuire's configuration space solutions. He 
then demonstrates that these satisfy the Faddeev 
equations for the system. His method can therefore 
be characterized as indirect. Obviously a more direct 
method of solution, without using the knowledge of the 
configuration space solution,is of some interest,parti­
cularly, with a view to handling problems where the 
wavefunctions are not known a priori. 

We shall present such a direct solution of the problem. 
The main point is to incorporate the boundary condi­
tions in Faddeev equations. In some recent work on 
atomic problems, Chen, Chung, and Kramer 5 have 
shown how to do this; an explanation of their procedure 
is given by Shastry and Rajagopal. 6 We adopt this 
method to solve the equations. 

1. FADDEEV EQUATIONS 

The mass of each particle is taken to be unity. Let 
x I ,x2 ,x3 be their coordinates. The Hamiltonian of 
our problem is 

H = t(k ~ + k ~ + k~) - grJ..x 2 - x 3) 

-g6(x 3 -x l )-g6(x1 -x2 ). (1.1) 

We define the momenta 

K === (6)-l/2(k l + k2 + k3), 

q - '!(3)-1/2(2k - k - k ) 
1-2 1 2 3' 

q2 === ~ (3)-J/2 (2k2 - k3 - kl)' 

q3 == i(3)-1i2 (2k3 - kl - k2 ), 

PI = ~ (k2 - k3 ), 

P2= ~(k3-kl)' (1.2) 

P3 = ! (ki - k 2) . 

We can put K = O. Then the kinetic part of (1. 1) be­
comes 

(1. 3) 

The sets (PI,ql)' (P2,q2),and (P3,q3) are related;for 
instance, 

P2 ===t/3ql- iPl' (1.4) 

P3 === ~';3ql- ~Pl' 

We denote the state vector by 

The subscript denotes which particular set of (1. 2) we 
are using. The states (1. 5) are complete and normali­
zed by 

i(p'q'Ipq\ = 6(p' - p)6(q' - q). (1. 6) 

The Faddeev equations are written as 

Tl = Tl + T 1GO(T2 + T3), T2 = T2 + T 2GO(T3 + Tl), 

T3=T3+ T PO(TI+T2), Go=(E-Ho)-l. (1.7) 

The operators Ti are obtained from the off-energy­
shell extension of the I-matrices of the two particle 
SUbsystems: 

g 6(qj - q~)(E - q~)1/2 

/Pjqj I Tj(E)Ip;qj>j = - 21T' (E _ q~)1/2 - tig , 

i = 1,2,3. (1. 8) 

For any state I y), we take matrix elements of (1. 7) 
and write 

l(Plq l l Tlly) = l(Ptql ITl Iy) - (g/21T) ~I( ql;y), 

2(P2q21 T21y) = 2(P2q21 T 21y) - (g/21T) ~2(q2;Y)' 

3{P3q31 T31y) = 3{P3Q3i T31y) - (g/21T)~3(Q3;Y)' 

(1. 9) 

Then from (1.7), (1. 8), and (1.4), we get 

W1(ql;Y) = Xl(ql;Y) 

/ag (E - q~)1/2 "" ~2(qH ;y)dq* 

+ 4iT (E - q¥)1/2 - iig L"" q"2+ q"ql + q~ - tE 
(E - q 1)112 

Here X 1 is given by 

"" -V 3 ( q" ; y) dq H 

L"" q*2 + q*ql + q~ - ~E 
(1.10) 
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g 

- 211 Xl(ql jY) 

1(Plq1i TIl p"q,i) 2dP" dq" 2(P"q" IT 2iy) 
= .f:'oo E _ p"2 _ q,,2 

+ Jco 1(Plq1f T 1 Ip"q")3dp"dq" 3(P"q" i T3iY) 

-00 E- p"2 _ q"2 
(1. 11) 

The equations for \)i2(q2;Y) and W3(q3;Y) can be easily 
written down by looking at (1. 10) and (1. 11). 

2. SOLUTION 

The bound state solution is obtained by ignoring the 
inhomogeneous term X in (1. 10). The equations for 
\)il' \)i2' and W3 become identicaljhence W is indepen-

dent of the labels 1, 2, or 3. One has then to solve a 
single integral equation. It is easy to show that 
w(q) = (q2 + ~g2)-1 is a solution and the three-parti­
cle bound state has the binding energy EB = - g 2. 

Consider now the scattering solutions. Starting with 
the pair (23) bound and particle one incident on it, we 
have three possible processes below the break-up 
threshold: 

1 + (23) ~ 1 + (23), 

~ 2 + (31), 

~ 3 + (12). 

(2.1) 

The last two represent rearrangement collisions. 

According to Chen, Chung, and Kramer, we have to put 
the inhomogeneous term in (1. 10) on to the energy 
shell and factor out properly normalized bound state 
function, if present. It is seen from (1. 8) that the two 
particle bound state energy is - tg 2 , so that the ini­
tial energy is, on the energy shell, 

(2.2) 

where qQ is measured in set (q1P 1)J.' Asthe configur­
ation (23) is bound, T 1 must have a pole at the appro­
priate energy, but not T 2 and T 3' Also note that the 
twoparticleboundstatefunctionGoip) =(p2 + ig2 )-1 

I p) has the normalization 

(

00 dp )-1 g3 

N2 = Loo (P2 + ig 2 )2 = 4iT' 
(2.3) 

For the initial state I y), we let q~ approach E + i g2 j 
then divide out the normalization (2.3), that is 

Hm 
q~"'E'+ ig2 

Thus 

E - q~ + ig2 

(g3/41T) • 1(p1q1 1 T 11qO' - ig2\ 

= O(Ql - qo)' (2.4) 

J. Math. Phys., Vol. 13, No.5, May 1972 

Xl(ql;qO) = 0, 
ff (E - q ~)1/2 

X2(q2;qO) = -2' (E 2)1/2 1· -q2 -2;zg 

X 1 
(q 2 - x){ q2 - x) , 

ff (E - q~)l!2 

X3(q3 jQO)= -2 . (E - q~)1/2 - ~ ig (2.6) 

1 
x )' (q3 - X)(Q3 - X 

where 
1 ·1 )-

X=-2; qo+LiV 3 g, (2.7) 

It is also convenient to use only half-shell extensions, 
so that henceforth we put 

(2.8) 

Define 

t = (ig2 - q~ + q2)1/2. (2.9) 

(3 it 
If/ 2 (q) = - - ----

2 it - ~ig 
1 

(q - x)(q - x) 

(2.11) 

The equation for w 3 is obtained from (2. 11) by re­
placing two by three. As a result of the identity of 
mass, we have 

(2.12) 

and can restrict ourselves to only two unknown func­
tions. Write 

it 
w2 (Q) =·t 1· <f>2(q). 

t - 2;zg 
(2.13) 

The equations to be solved are [compare Ref. 1 ,Eq. (15)] 

..f3g 00 dq" 

lPl (q) = ~ roo (q" _ y)(q" _ y) 

x (q5 - ig 2 - q"2) 1/2 • In (") (2.14) 

( .-.2 1 2 "2)1/2 1· 'l'2Q, '10 - 4g - Q - 2; zg 
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/"3 1 ..[3g <lO dq" 

<P2(q) = - T (q _ x)(q - x) + ~ foe (q" - y)(q" - y) 

(q2 _ tg2 _ q"2)1/2 
X (2_°1 2_ 112)1/2_1" [<P1(q") + <P2(q")] , 

qo 4g q 2zg (2.15) 

where 
y =-1q + df3t, y = -1q- i 1>131. (2.16) 

As solution, we try the ansatz 

it - hg( A1 B1 C1 ) 
<P1{q) = 'f . + q-x +-- (2.17) 

1 q - q ° - ZE q - x ' 
it-hg( A2 B2 C2 ) 

<P2(q) =. . + -- + ---- . 
zl q - q ° - 1E q - x q - x 

(2.18) 

Al.Bl,C l andA 2,B2,C2 are independent of q,but 
depend on qo andg. The last two terms are suggested 
by the inhomogeneous term, while the existence of the 
pole at q = q 0 is required by the fact that on the energy 
shell we have finite scattering [see Eqs. (2. 21) and 
(2.22) below)]. 

We have to determine six unknowns-Al'B1,C1 and A 2 , 
B2 ,C 2 • Substituting (2.17) and (2.18) into (2.14) and 
(2.15),and carrying out the elementary complex inte­
grations, we get six linear equations for them, and two 
additional equations which can be shown to be identi­
cally satisfied. The solutions are 

A __ 2 
1 - .f3(qo - ~.f3 ig) , 

B 0 C _ -=_...;..2.....,.....-=-_ 
1 =, 1 - .f3(qo - ~.f3 ig) 

2icg 
1+-----

.f3(qo - tf3ig) 

(2.19) 

2icg 

and 
/3 qo + ~ig 

The pole at q 0 = 1,f3 ig corresponds to the three 
particle bound state of energy EB = qa - tg2 = - g2. 
Now to get the scattering amplitudes, we must put 
(1. 9) back on to the energy shell5; the physical colli­
sion amplitudes are then determined to within a con­
stant factor c. We have 

lim (E - q2 + tg 2) (- t lJ1 1 (q») 
q2->E+lg2 n 

4 

= lim (q2 - q2) L L lJ1 (q)\ 
2 2 0 \ 2n 1 'j 

q ->qo 

g 4qo 
- - 2n . ,J3(qo - i,J3ig) 

(2.21) 

(2.22) 

As the density of states is (dE/dq)q~q = ~q(/) the S­
o 

matrix for the bound state scattering, including the 
undermined constant c, is 

(2.23) S= 1 + ~ 1 M 
v3(qo - "2 v3ig) 

icg(J'Sqo + 1ig) 

Demanding that S be unitary, we find c = 1 (c = 0 is 
obviously an unphysical root). This completes the 
solution. 

3. CONCLUSION 

Dodd 1 has discussed general features of the scatter­
ing amplitudes. He remarks that this problem is 
soluble because of the cancellation of the two-body 
branch cut by a compensating factor in the exact 

1 L. R. Dodd, J. Math. Phys.ll, 207 (1970). Please note the printing 
mistake in Eq. (4); 6 should be 3. 

2icg 
1 + I 

/3(qo - Y3ig) 

amplitudes. In some recent work, it was shown7 that 
the energies of the three spin wave bound states of 
the linear Heisenberg chain of spin-t particles can 
be found by solving the corresponding Faddeev equa­
tions. An examination shows great mathematical 
similarity-especially in the feature of the cancella­
tion of the two-body branch cuts in the two problems. 
However, the spin problem has more complicated 
mathematical structure, and explicit analytical solu­
tions have not been obtained yet. 

2 L. D. Faddeev, Zh. Eksp. Teor. Fiz. 39,1459 (1960) [Sov. Phys. 
JEPT 12,1014 (1961)J. 
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3 J.B.McGuire,J.Math.Phys.5,622 (1964). 
4 C. N. Yang. Phys. Rev. 168, 1920 (1968). 
5 J.C. Y.Chen, K. T. Chung, and P. J. Kramer, Phys. Rev. 184, 64 

(1969). 

6 C. S. Shastry and A. K. Rajagopal, Phys. Rev. A 2, 781 (1970). 
7 C. K. Majumdar, Phys.Rev. B 1,287 (1970); C. K.Majumdar and G. 

Mukhopadhyay, Phys. Letters 31A, 321 (1970). 
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An approximate solution of the field equations of Brans-Dicke theory is obtained for a static, spherically 
symmetric metric due to a charged point mass which can be considered to be an analog of the Reissner­
Nordstrom metric in Einstein's theory. 

1. INTRODUCTION 

In a previous paper,1 we have obtained an approxi­
mate solution of the vacuum static case of spherical 
symmetry in Brans-Dicke theory, starting from the 
variational principle2 

I) f (I/IR-wl/l,itJ; .i/I/I)R d4x = 0, (1) 

where R is the scalar curvature, w the dimensionless 
constant, and 1/1 the scalar playing the role of C-l, 
following a technique used first by Weyi3 and then by 
Pauli.4 A similar solution for the static, spherically 
symmetric metric due to a point charged mass is 
well worth consideration. 

In this paper we obtain an approximate solution of 
the field equations of Brans-Dicke theory for a static, 
spherically symmetric metric due to a point charged 
mass following the same technique. The solution is 
then compared with the Reissner-Nordstrom solu­
tion in Einstein's theory. 

2. FIELD EQUATIONS 

We consider the line element for the static, spheri­
cally.symmetric metric case in the form 

ds 2 :::: (dx1)2 + (dx 2)2 + (dx 3)2 

+ l(x1dx 1 + x 2dx 2 + x 3dx 3 )2 + g44(dx 4)2. (2) 

The scalar curvature R has been calculated to be1,4 

atx 1 =r, x 2 ==x 3 == 0, (3) 

where dashes denote differentiation with respect to r 
and 

gll = h 2 = 1 + lr2, I::. = R = h.,)-g44' (4) 

A charged point mass besides giving rise to a radial­
ly symmetrical gravitational (tensor-scalar field) 
also gives rise to a similar electrostatic field. Since 
both fields influence one another mutually, they may 
be determined cojointly and simultaneously. 

For the electromagnetic case, the variational prin­
ciple (1) can be written as5 

I) J I/IR + -F .. Fij - .i R d4x = 0, (: 
81T wl/l 1/1.1) 

c 4 
IJ ""' 

(1 ,) 
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where 

F 14F41 = gllg44F 14F 14 = - <p'2/~2 (for the elec­
trostatic field) and hence in the region devoid of 
masses and charges, Eg. (1') can be written, using 
CGS units, as3 

f( 817 <p'2 1/I'2r 2) 
I) I/IR --r2 - + wg44 -- dr = 0 

c4 ~ I/I~ , (5) 

where 

d4x = d4x4 dQ dr r2 (dQ is an element of solid angle 
at the origin),R is given by (3), and If? denotes the 
electrostatic potential. 

Now variation with respect to 1/I,I::.,g44,and If? in (5), 
respectively, leads to the following field equations: 

_!...(r2g44)+ 2rg44~_ u(rg44)_ ~ 
dr I::. 1::. 2 dr I::. 

= 44 + 2w - ~_, (6) wr2g ,,",'2 d (r20" 1/1') 

~1/I2 dr I::. 1/1 

2rg44 2g44 wr2g44 1/1'2 kr 2 1f?'2 
- ----- 2 == ----, (7) 

1::. 2 1::. 2 1::.2 1/1 2 1/1 1::. 2 

2r~' wr 21/1' 2 
--=-

1::. 2 1::.1/12 

d ~r21f?')_ ~--O 
dr I::. ' 

where k = 817/c4. 

3. SOLUTION OF THE FIELD EQUATIONS 

We try the following solution: 

!...(r
2g44 1/1')_ 

dr I::. tJ; - O. 

And so from Eq. (6), 

_ !...(r2g44) + 2rg441::.' _ 2d (rg44)_ ~ 
dr I::. 1::. 2 dr I::. 

wr 2g 44 1/.,'2 
= 

I::. ,,",2 

Also we have from (7) and (8), 

2rg44 2g44 wr2g44 1/1'2 kr 2q,'2 
-------2= -----, 

I::. 2 ~ 2 I::. 2 1/12 1/11::. 2 

(8) 

(9) 

(10) 

(6') 

(7') 
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An approximate solution of the field equations of Brans-Dicke theory is obtained for a static, spherically 
symmetric metric due to a charged point mass which can be considered to be an analog of the Reissner­
Nordstrom metric in Einstein's theory. 

1. INTRODUCTION 

In a previous paper,1 we have obtained an approxi­
mate solution of the vacuum static case of spherical 
symmetry in Brans-Dicke theory, starting from the 
variational principle2 

I) f (I/IR-wl/l,itJ; .i/I/I)R d4x = 0, (1) 

where R is the scalar curvature, w the dimensionless 
constant, and 1/1 the scalar playing the role of C-l, 
following a technique used first by Weyi3 and then by 
Pauli.4 A similar solution for the static, spherically 
symmetric metric due to a point charged mass is 
well worth consideration. 

In this paper we obtain an approximate solution of 
the field equations of Brans-Dicke theory for a static, 
spherically symmetric metric due to a point charged 
mass following the same technique. The solution is 
then compared with the Reissner-Nordstrom solu­
tion in Einstein's theory. 

2. FIELD EQUATIONS 

We consider the line element for the static, spheri­
cally.symmetric metric case in the form 

ds 2 :::: (dx1)2 + (dx 2)2 + (dx 3)2 

+ l(x1dx 1 + x 2dx 2 + x 3dx 3 )2 + g44(dx 4)2. (2) 

The scalar curvature R has been calculated to be1,4 

atx 1 =r, x 2 ==x 3 == 0, (3) 

where dashes denote differentiation with respect to r 
and 

gll = h 2 = 1 + lr2, I::. = R = h.,)-g44' (4) 

A charged point mass besides giving rise to a radial­
ly symmetrical gravitational (tensor-scalar field) 
also gives rise to a similar electrostatic field. Since 
both fields influence one another mutually, they may 
be determined cojointly and simultaneously. 

For the electromagnetic case, the variational prin­
ciple (1) can be written as5 

I) J I/IR + -F .. Fij - .i R d4x = 0, (: 
81T wl/l 1/1.1) 

c 4 
IJ ""' 

(1 ,) 
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where 

F 14F41 = gllg44F 14F 14 = - <p'2/~2 (for the elec­
trostatic field) and hence in the region devoid of 
masses and charges, Eg. (1') can be written, using 
CGS units, as3 

f( 817 <p'2 1/I'2r 2) 
I) I/IR --r2 - + wg44 -- dr = 0 

c4 ~ I/I~ , (5) 

where 

d4x = d4x4 dQ dr r2 (dQ is an element of solid angle 
at the origin),R is given by (3), and If? denotes the 
electrostatic potential. 

Now variation with respect to 1/I,I::.,g44,and If? in (5), 
respectively, leads to the following field equations: 

_!...(r2g44)+ 2rg44~_ u(rg44)_ ~ 
dr I::. 1::. 2 dr I::. 

= 44 + 2w - ~_, (6) wr2g ,,",'2 d (r20" 1/1') 

~1/I2 dr I::. 1/1 

2rg44 2g44 wr2g44 1/1'2 kr 2 1f?'2 
- ----- 2 == ----, (7) 

1::. 2 1::. 2 1::.2 1/1 2 1/1 1::. 2 

2r~' wr 21/1' 2 
--=-

1::. 2 1::.1/12 

d ~r21f?')_ ~--O 
dr I::. ' 

where k = 817/c4. 

3. SOLUTION OF THE FIELD EQUATIONS 

We try the following solution: 

!...(r
2g44 1/1')_ 

dr I::. tJ; - O. 

And so from Eq. (6), 

_ !...(r2g44) + 2rg441::.' _ 2d (rg44)_ ~ 
dr I::. 1::. 2 dr I::. 

wr 2g 44 1/.,'2 
= 

I::. ,,",2 

Also we have from (7) and (8), 

2rg44 2g44 wr2g44 1/1'2 kr 2q,'2 
-------2= -----, 

I::. 2 ~ 2 I::. 2 1/12 1/11::. 2 

(8) 

(9) 

(10) 

(6') 
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~' g44l/1'2 
2rg -= -wr2----. 

44 ~2 ~ l/I2 
(8') 

Equations (6'), (7'), and (B') constitute only two inde­
pendent equations which can be taken as 

( 
~(r2g44) = ~ r4rg44~' _ kr2~'2J. \ 
dr ~ L ~3 l/I~2 ' 

Also from (9) we get 

r 2 cp' --x- = const = e 

(11) 

(12) 

(which is identified with the charge e of the point 
mass). In view of the difficulty in finding an exact 
solution of the Eqs. (11) and (12), we find an approxi­
mate solution correct up to the second order in l/r by 
using the method of successive approximation. 

Let us consider the field equations (6), (7), (8), and 
(9). When l/I = const = ~ 0 (which is to be calculated 
to the second order in tVal ), we get the Reissner­
Nordstrom solution 

~ == 1, t 
g44 = - 1 + 2nl/r - ke 2/r 2. 

~=e/r. \ 

(13) 

Now substituting the values from (12) and (13) in the 
right-hand side of Eqs. (11) and integrating with res­
pect to r, we get 

g44/~ = - (1 + C/2r2 -A/r) 
and 

g44/~ = ll/r2 + C/r3, 

where A, 11, C are constants. Here C is given by 

(14) 

(15) 

(16) 

Eliminating ~ between (14) and (15), integrating with 
respect to r, and keeping the terms up to the second 
order in l/r in the expansion of the resulting expres­
sion for g 44' we get 

g 44 ~- [1 + /J/r + (C + i\).L}/2r 2]. (17) 

In (17) and hereafter in the calculation of g 11' ~, tV 
and~, we neglect the terms yielding tVij2 or Ga 
which are very small, after identifying the constants 
later with the Brans-Dicke's weak-field approxi­
mations. So (17) becomes now 

g44 ~- (1 + /J/r + C/2r2). 

Now using (18) in (14), we get 

1 M. N. Mahanta and D. R. K. Reddy J. Math Phys.12, 929 (1971). 
2 C. Brans and R. H. Dicke, Phys. Rev. 124, 925 (1961). 
3 H. Weyl, Space- Tim" Malley (Dover, New York, 1922). 

{lS} 

~ ~ [1 + (A + Il)/r]. 

Now in view of Eqs. (4), (18), and (19) we get 

h2 =gll ~[1 + (2A + /A)/r - C/2r2). 

Again using (14) in (10) and integrating, we get the 
value of 1J, as 

(19) 

(20) 

tV ~ P[1 + A/r + (1/2r2) (AA + A2)], P = const, 

A == const. (21) 

Now equating the coefficients of l/r in (18), (20), and 
(21) to Brans-Dicke's2 weak-field approximations, 
we get (since to the first order these values should 
be the same) 

-).L == 2MG O/C2, I 
2A + 11 = (2MG o/c2) [(1 + u.)/(2 + w)), 

so that 
A = (2MG O/c 2)/(3 + 2w)/(4 + 2w), \ 

P = G(jI (4 + 2w) (3 + 2W)-1, 

A == 2MG o/(4 + 2w)c 2r, 

(22) 

where 
Go = l/Io1 (4 + 2w) (3 + 2w)-l. (23) 

Also from (12) and (19), using (22), we get 

~ = e[(MG o/r2(4 + 2w)c 2) + l/r]. (24) 

Now conSidering (16), (18), (20), (22), and (24), we can 
write down the approximate solution for the metric 
(2) due to a point charged mass in Brans-Dicke's 
theory as 

(f ~ _ 1 + 2MG o _ 41/e
2
Go (3 + 2W) 

044 c2r c4r2 4 + 2w ' 

a ~ 1 + 2MG o(l + w)_ 41/e
2
Go (3 + 2W) 

oll c2r 2+w c 4r2 4+2w' 

~ ~ e ( MG o +:.), 
\~2r2(4 + 2w) r 

(25) 

l/I~~ + + 0 • 
2M 4M2tV-1 ~ 2 + w ) 

o (3 + 2w)c 2r r2c4 (3 + 2w)2 

Thus, we see that the solution (25) is an analog of the 
Reissner-Nordstrom solution in Einstein's theory. 
It is interesting to note that the coefficient of 1/r2 in 
g44 andgll are multiplied by the factor (3 + 2w)/ 
(4 + 2w). Also an additional term occurs in the elec­
trostatic potential ~. 
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Dirac's equations are completely solved for four entirely new configurations of the external magnetic field. 
The use of the quaternionic formalism simplifies the problem of separation of variables. For three of those 
new magnetic fields the radial equations just obtained are not classical. Section II studies them and gives their 
solutions in term of usual transcendental functions. When energy is quantized, energy levels are given. 

The problem of finding all electrical or magnetical 
fields which allow a complete integration of Dirac's 
equations has always interested phYSicists. Lam 1 and 
Stanciu2 have established a quasicomplete biblio­
graphy about that problem. However they omitted an 
important contribution of Harish-Chandra. 3 We bring 
our contribution by solving Dirac's equation for four 
entirely new configurations of the external magnetic 
field. The mathematical problem involved is rather 
complicated, and may easily be solved only if we use 
the following two-step procedure: 

(I) separation of variables by a quaternionic method 
we have previously indicated, 4 

(II) resolution of the separated differential equations 
which, as we shall see, are not classical. 

I. SEPARATION OF VARIABLES 

(A) Let us first consider Dirac's equations in cylin­
drical coordinates: 

au 1 au au 
ie-kif ar + r je- kcp acp + k az 

(
tn.o c r-::---1 E \ €..r=t. 

== - U -li- j + (;fliJ - -li- (vectP)u, (1) 

where i, j, k are the symbols of quaternions, ~ the 
symbol of complex number, vectP = i Ax + jAy + kA. 
the magnetic potential, €. the charge of the electron. 

The solution of (1) may be found under the separated 
form (m = "',- 2,- 1,0,1,2, ... ) 

U == e kcp/2 e<,{Tf1i)pzz e M(m+l/2)1" 

X (R 1 + iR2 + jR3 + kR 4 ) (2) 

if and only if 

vectP = ek l"/2 (jS3 + kS 4 )e- k l"/2, 

where S3 and S4 are arbitrary functions of r. 

The corresponding magnetiC field may be deduced; in 
vectorial familiar notation it is written (r2 = x2 + y2). 

(
y dS4 X dS4 dS 3 S3\ 

B == curIA = r dr ,-r dr' dr + rJ . (3) 

IntrodUCing (2) into (1), we deduce the radial equation 
for the quaternion R = Rl + iR z + .1R 3 + kR 4 : 

dR ~ k ir dr + ~ iR + jr-l (m + ~)R + --yr-- pzr R 

(
moC .../=1E \ 

+ rR T j + --;:n-iJ 

E~ • + -1[- r (J S3 + kS4 )R = O. (4) 

This quaternionic equation is equivalent to a system 
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of four coupled differential equations. The extreme 
complexity of that system can be avoided by using the 
quaternionic notation. Multiplying (4) at both sides by 
the constant quaternion Q = (moc/n) j + (0E/dl)i, 
we see that the equation remains unchanged if we con­
sider the new unknown function RQ. Therefore, we 
have 

RQ = AR, A = scalar. 

That equation is equivalent to an algebraic homogen­
ous system of four equations; it is compatible only if 

i\2 = a2 - b2 where a = E/ cn and b = moc/it • 

Equation (4) is then equivalent to a coupled system of 
two differential equations plus two algebraic relations 
which give Rl and R 4 , for example, when R z and R3 
are known. Eliminating Rl and R4 and putting 

there only remains the following differential system: 

dT Pz + Alf + €. S4 
r dr

2 + (m + 1) T2 + (a + b) Ali rT3 

E 
+ fl S3rT2 = 0, 

dT3 Pz - 'A. Ii + €.S4 
r dr - mT3 + (a - b) xli rT2 

(5) 

t; 
- fl S3rT3 = O. 

That system is exactly soluble in four cases. Let us 
study them. We first point out that 54 = const and 
S3 = air are to be rejected because they lead to 

710 

B = O. 

1. S3 = {B/2)r, 84 = O. 

Thus B = (0, 0, B) = constant magnetic field. This 
problem is classical. 5 The following are new. 

2. S3 = a (= const), 54 = O. 

Thus B = (a/";x2 + yZ)(O, 0, 1). 

Decoupling system (5), we obtain second-order dif­
ferential equations for T 2 and T 3 which are confluent 
hypergeometric equations (we deal with the case 
m ~ 0; analogous calculations hold when m < 0): 

fT2 = constrm+le- mrF(1 - n; 2m + 3; 2INr), 

!T3 = constrm e- ..mr F(- n; 2m + 1; 2 .[Rr), 

where 

N :=: AD + (-~) 2 and 

p - Aft 
D=(a-b) \Jf ' 

Pz + An 
A = (a + b) IIh ' 
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n = 0,1,2,3, ... , when n = 0, F(1; 2m + 3; 2 fflr) is 
not a polynomial, but in this case T 2 = ° because the 
constant it contains is zero on account of (5). 

The energy levels are given by the polynomial condi­
tion: 

E2 = 2 4 + c2p2; + (wc)2 4n(n + 2m + 1) 
mo c z (2n + 2m + 1)2 

3. 53 = 0, 54 = y/r. 

Thus B = [y/(x2 + y2)3/2](_ y, x, 0). 

Decoupling system (5), we obtain nonclassical second­
order differential equations for T 2 and T 3: 

d2T2 
r2[d(a + b) - Ar]--

dr2 
dT 

+ {Ar2 + 2[d(a + b) -Ar]r}_2 
dr 

+ {(m + 1)Ar-m(m + 1)[d(a + b)-Ar] 

- [d(a - b) - Dr][d(a + b) -Ar)2} T2 = ° (6) 

(with d = - €oy/AIi) (idem for T 3)' 

Problem 4 leads to the same conclusion. 

4. 53 = a, 54 = y/r. 

B= 1 (~ yx ~ 
..J x2 + Y 2 x2 + Y 2' x2 + Y 2 ' aJ 

is in fact the superposition of the two former fields. 
The theorems contained in Sec. II are necessary to 
solve completely problems 3 and 4. 

(B) Before enunciating these theorems, we shall solve 
the same problem in spherical coordinates. We start 
with Dirac's equations in the quaternionic formalism: 

ke k<P/2 e-je e-k<P/2 au + ie-k<P/2 e-jfJ e-k<P/2 ~ au 
ar r ae 

~2@1 = T1 + ~1T4 
1- 2@4 = T4 + ~1T1 

is generally insoluble except in the two following 
cases. 

1. g = /.L cote. 

We deduce B = /.Lr/r3• 

Harish-Chandra3 has solved that problem when there 
is no electrical field. Yet equations are also soluble 
when Coulomb field is simultaneously considered: It 
might be shown that the @ equations remains un­
changed while the radial equation is analogous to the 
hydrogen radial equation except that (j + ~)2 must 
be replaced by (j + ~)2 - (E /.L/n)2. The energy levels 
are therefore given by 

E2 = m2c4 (1 + Z2 a 2 )-1 
o [n + "U + !)2 - (E/.L/n)2 _ Z2 a 2]2 

2. g = II tan e 
We deduce B = 11(1 + r 2 /z 2 )r/r3 • 

If nz ~ 0, the @ equation when decoupled leads to 
[u = cos2 (e/2); Tl = u m12 (1 - u) (m+1)/2(1 - 2U)W/h Vd 

u(1 - u)(1 - 2u)V:i' + [(1 - 2u)(m + 1 - 2mu - 3u) 

- (4EII/n)u(1 - u)]V1 + -(A + Bu)V1 = 0, (8) 

where A and B are constants. The theorems of Sec. II 
(idem for V 4) are absolutely necessary to solve com­
pletely that problem. 

IT. THREE NEW DIFFERENTIAL EQUATIONS 

We have studied the three following second-order 
differential equations: 

DP" + (az 2 + bz + c)P' + (d + ez + j z2)P = 0, 

je- k<p au E.J=1 where D == z, z(z - 1) or z(1 - z)(a - z). 
+ r sine acp = - uQ - -/i- (vect P)u (7) 

The solution of (7) may be found under the separated 
form (m = .. " - 2, - 1,0,1,2, ... ) 

u = ek<P/2 ejO/2 e Fi(m+l/2)<P@ (e)R(r), 

where @ =@1 + k @4 and R = (R 1 + iR 2)(1 - j) if 

vectP = (1/r)e k'l'/2 e je/2 jg (e)e-je / 2 e- k<p/2. 

The corresponding magnetic field is 

B = (g cote + g')r/r3 • 

g is an arbitrary scalar function of e (except l/sine 
because B = ° in that case). Both @ and R satisfy a 
quaternionic equation. The R equation is analogous to 
the radial equation when there is no magnetic field. 
The @ equation is identical to the corresponding @ 
equation in the relativistic hydrogen problem apart 
from a factor depending upon g: 

d@ ..J=1(m +i) €oJ=! 
j dB- sine i@+ijcote@--/i--gi@ 

= a@i. 
That equation which becomes real if we put 

They give rise to the following theorems. 

Theorem 1: zP: + (az2 + bz + c)P~ + (d + ez + 
j z2 )Pn = 0 admits polynomial solutions if 

e = - an~ necessary conditions 
j= ° 
c = - j (= 0,-1,- 2,'" fixed) 

where 

\ R k = a(k - 1 - n), 

J 5k = d + bk, 

( Tk = (k + l)(k + c). 

(n = 0,1,2, ... ) 

= 0, 
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The polynomials are written as a linear combination 
of j + 1 Hermite polynomials: 

Ho = 1, Hi = 2x, etc. 

The Ak are solutions of the recurrent system 

~ <Rk = - .J- 2a(n - k + 1)(k - j - 1), 

with, Sk = (d + bk), 

t'l'k = - i .J - 2a (k + 1). 

Theorem 2: z(z - 1)p;' + (az2 + bz + e)P: + 
(d + ez + j z2 )Pn = 0 admits polynomial solutions if 

e = - ant 
j= 0 

necessary conditions 

e = j (= 0,1,2, ... fixed) 

, Rk = a(k - 1 - n), 

where ) 5k = d + k(b + k - 1), 

( Tk = (k + 1)(e - k). 

(n = 0,1,2, ... ) 

= 0, 

The polynomials are written as a linear combination 
of j + 1 Laguerre polynomials: 

j 

Pn = ~ A k F [ k - n, a + b + e; a( 1 - z)) 
k=O 

F(a by) = 1 + E.. 1'. + ... , , b 1! 

The A k are solutions of the recurrent system 

ffi kA k-l + SkAk + 'l'kAk+l = 0 

~ ffi k = (k - 1 - e)(k - 1 - n), 

with. S k = d - en + k(b + 2e - 2k + 2n), 

I 'l'k = (k + 1)(k + 1 - n - a - b - e). 

Remark 1: Another solution deduces from the 
former if we simultaneously replace 

z by 1 - z, e by - (a + b + e), 

a by - a, d by d - an, 

b by 2a + b, n by n. 

Theorem 3: z(1 - z)(a- z)P:' + (az2 + bz + r.) P; 
+ (d + ez + Jz2)pn = 0 admits polynomial solutions if 

e = - n(n + a - 1) I necessary conditions 
j=O \ (n=0,1,2,··.) 

e = - aj (= 0,- a,- 2a,··· fixed) 

where 

50 To 

Rl 51 Tl 

= 0, 

R j -l Sj-l 1j-l 

R j Sj 

, Rk = (k - 1)(a + k - 2) - n(n + a - 1) 

. 5k = d + bk - (a + 1)k(k - 1), 

I Tk = (k + 1)(e + ak). 

The polynomials are written as a linear combination of j + 1 Jacobi polynomials: 

~ ( . a + b + e 1 - z) Pn = L.J Ak F k - n, n - k + a + J - 1; 1 _ a ; r=:ci 
koO 

The Ak are solutions of the recurrent system 

ffi kA k-l + SkAk + 2"'kAk+l = 0 

with 
(a - 1)(k - 1 - n)[ (a + b + e)/(1 - a) - n + k - a - j)(2n - k + a + j)(k - j - 1) 

<Rk = , 
(2n - 2k + a + j + 1)(2n - 2k + a + j) 

. 1- a SII = d - aBk - an(k - J) - --------
(B - A - 1)(B - A + 1) 

x {jAB(2C - B -A - 1)- [Bk + n(k - j)](1- B2 - A2 - C + CB + CA)}, 

(a-1)(n- k + a + j- 2)[(a + b + e)/(1- a)- k-1 + n)(k + 1)(2n + a- k- 2) 
2"' = , 

k (2n - 2k + a + j - 3)(2n - 2k + a + j - 2) 
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with A = k - n, B = n - k + a + j -1, 
and C = (a T b + e)/(1 - a). 

Remark 2: As in Theorem 2, other solutions 
occur when we replace in the starting equation 

(a) z by 1 - z, 
(b) z by a(1 - z), 

(c) z by (a -1)z + 1, 

(d) z by (1 - a)z + a, 

(e) z by az. 

The demonstrations are similiar for the three theo­
rems. Here we prove only Theorem 3. We start from 
the equation 

z(1 - z)(a - z)P;' + (az2 + bz + e)P: 

+ (d + ez + f z2)Pn = O. (9) 

Let us introduce into (9) the polynomial form P = 
n k n 

E k=O AkZ ; it follows that f = 0 and e = - n(n + a-I) 
are necessary and that 

[(k 1)(a+lz-2)-n(n+a-1)]Ak _l 

+ ld + b/? - (a + l)k(k -·I)]Ak 

+ (k + 1)(e + ak)A k+1 

= Rk Ak- 1 + SkAk + T kAk+1 = O. 

That condition is satisfied if 

= o. (10) 

R n -1 Sn-I Tn -1 

Rn Sn 

It seems very difficult to deduce the general poly­
nomial solution because the order of the determinant 
increases with the order n of the polynomial. How­
ever, if we suppose e = - aj (j fixed integer) Tj = 0 
and condition (10) may be replaced by 

R j-I Sj-1 1)-1 

R j Sj 

= 0 whose order 
does not 
depend upon n. 

Now let us introduce P,. = E k~O Ak F(k - n, n - k + 
a + j -1; (a + b + c)/(1 - a); (1 - z)/(1 - a» into 
equation (9) taking into account the differential equa­
tion satisfied by the F functions, the following remains 
to be proved: 

j \ dF(k - n) 
~O Ak)j(1 - z)(a- z) dz 

+ [(2kn - k2 + ak - k + jk - nj)z - dJ 

x F(k - n)~ = O. 

Remembering the recurrence relations existing be­
tween (1 - z)(a - z)dF(k - n)/dz and zF(k - n) on 
one side, F(k - 1 - n) and F(k + 1 - n} and F(k - n) 
on another side, it follows that 

j \ I E F(k - n) ,ffi kAk-l + S kAk + 'l'kAk+l ( = 0, 
k=O I 1 

where ffi k' Sk' and 'l'k are given above. Therefore, our 
theorem is proved and the Ak are solutions of 
ffikAk- 1 + S kAk + 'l'kAk+l = O. Moreover, for our three 
theorems the reader will verify the curious equality 
correct for all j -values: 

R j -1 5j -1 1j-1 ffi j -1 

R j Sj 

Remarks: 

(a) Those theorems remain entirely valid when n is 
not an integer. In that case of course the solutions 
are not polynomial. 
(b) In the third theorem we deduce from Remark 2 
that condition e = - aj can be replaced by a + b + e 
= - j(1 - a) or by 

(11) 

following the case. 

Ill. APPLICATION TO THE PROBLEMS OF SEC. I 

A. Dirac's Equations in the Magnetic Field, 

B = 1 ( - yy ,yx a) 
../ x2 + y2 x2 + y2 x2 + y2 ' 

The radial equations for T 2 and T 3 may be solved by 
using Theorem 2 of Sec. II. It is easily seen that 
j = 1. T 2 and T 3 appear as linear combinations of 
two confluent hypergeometric functions while energy 
levels are given by the polynomial condition 

Jt2 = miic 4 + e2 ~ + (€ll'e)2 

( 

€ll'c(2m + 1) + 2cpz €y/1i )2 
- 2n + ../(2m + 1)2 + 4(€y/1i)2 • 

We pass over the explicit writing of T 2 and T 3 for the 
sal{e of brevity. 

B. Dirac's Equations in the Magnetic Field, 

B == v(l + r 2/z 2 ) r/r3 
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The e functions T 1 and T 4 may be found by Theorem 
3 of Sec. II only if one among the three relations (11) 
may be satisfied. Only the third may be, provided that 

v = - jli/2E (remember j is an integer). (12) 

Remembering that IJ has the dimensions of a magnetic 
pole, we see that relation (12) is absolutely identical 
with Dirac's rule of quantization concerning magnetic 

1 L. Lam. Phys. Letters 31A, 406 (1970). 
2 G. N. Stanciu, Phys. Letters 23A, 232 (1966). 
3 Harish-Chandra, Phys. Rev. 74,883 (1948). 

poles,6 rule he has established in a very different 
way. Therefore, we may conclude with this very curi­
ous remark: Dirac's equation are exactly soluble onl~ 
when the parameter v is quantized following the rules 
of quantum mechanics. 

We omit again the explicit writing of the functions 
T 1 and T 4' They appear as linear combinations of 
j + 1 hypergeometric functions. Energy would be 
quantized if we added Coulomb electrical field. 

4 Andr~ Hautot, Physica 48,609 (1970). 
5 1. 1. Rabi, Z. Phys. 49,507 (1928). 
6 P.A.M.Dirac, Phys.Rev. 74,817 (1948). 

Two-Time Spin-Pair Correlation Function of the Heisenberg Magnet at Infinite Temperature. II 
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The two-time spin-pair correlation function u(R, t) is expressed as a product of a Gaussian distribution func­
tion and a power series with respect to time. The width of the Gaussian distribution function is determined by 
the second derivative with respect to time of the autocorrelation function u(O, t). The coefficients of the power 
series are determined up to terms of order f8 for the square and s.c. isotropic Heisenberg and XY magnets 
of spin ~ at infinite temperature, and up to terms of flO for the linear magnets. The expressions obtained by 
truncating the power series to the exactly known terms give a very good fit at short times to the exact expres­
sion for the linear XY model, and to the results of the computer simulation due to Windsor for the s.c. Heisen­
berg ferromagnet. The Fourier-time transforms of the expressions thus obtained are shown to be the Gram­
Charlier expansions. Thus we conclude that the Gram-Charlier expansion of the Fourier-time transform of 
u(R, f), a (R, w), and that of its Fourier-space transform / (k, I), S(k, w), is especially useful in the cases when 
the short-time behavior of u(R, f) or /(k, t) is considered important; generally speaking, this is the case at 
large k or at w which is not very small. When the width of the Gaussian distribution function is determihed 
by the second derivative of /(k, I), a convergent result is not obtained for small values of k. For larger k, the 
convergence is as good as for the case when the width is determined by the autocorrelation function. 

1. INTRODUCTION H = - ~ ~ [J,L(f,g)SiS; + J 11 (f,g)Sjs;], 
j g 

(1. 1) 

The two-time spin-pair correlation function is the 
quantity of primary importance in the theory of neut­
ron scattering from magnetic materials. 1 ,2 In a 
num,ber of papers,3-8 calculations are focused on the 
function at infinite temperature, for simplicity of the 
treatment. For example, Windsor4 performed a com­
puter simulation calculation for the Heisenberg mag­
net of classical spins at infinite temperature. Car­
boni and Richards 5 gave an exact calculation, for a 
finite chain, of the Heisenberg magnet of spin ~ at 
infinite temperature. 

where JJ. (f,g) and J II (f,g) are equal to J,L and J 11 , res­
pectively, when f and g are nearest neighbors of each 
other and zero otherwise. For the Heisenberg magnet, 
JJ. =J

11 
=.J. If J 11 = 0 and the system is one-dimensional, 

the system is the XY model. We shall call the case of 
J II = 0 the XY magnet in general. The two-time spin­
pair correlation function a(Rij, t) is defined by 

In the preceding paper, 9 the author gave the numeri­
cal values of the coefficients of the expansion in 
powers of time of the two-time spin-pair correlation 
function (s ~(t)s j(O) of spin ~ at infinite temperature. 
In the pre;ent paper, we express (Sf (t)s j(O) and its 
Fourier-space transform (S;(t)S':k(O) as a product of 
a Gaussian distribution function and a power series. 

It is noted that the Fourier-time transform of this 
expression gives the Gram-Charlier expansion, which 
was proposed by Collins and MarshalF for the analy­
sis of the Fourier-time transform of (S;(t)S':k(O). The 
convergence of those expansions is discussed for the 
Heisenberg magnet and the XY magnet. For the one­
dimensional XY magnet, the results are compared 
with the exact solution. 

In the remaining part of this introduction, definitions 
adopted in this paper are given. The Hamiltonian of 
the system is 

J. Math. Phys., Vol. 13, No.5, May 1972 

a(Rij, t) == (Sf (t) sj (0) -- (s :)(Sj), 

where 

sf(t) = eiHtste'·iHt. 

(1. 2) 

We shall introduce the Fourier-space transform of 
stet) by 

(1. 3) 

The Fourier-space transform of <J(Ri!' t) is the so­
called "intermediate scattering function." It will be 
denoted by J(k, t): 

'" ( ) ik'R' j J(k,t)=uuRij,te '. 
j 

(1.4) 

It is the correlation function of S,,(t): 

k '" 0, (1. 5) 

where N is the total number of spins in the system. 
We shall focus our attention mainly on a(Rij,t) in 
Secs.2 and 3, and on J(k, t) in Sec. 4. 



                                                                                                                                    

714 ANDRE HAUTOT 

The e functions T 1 and T 4 may be found by Theorem 
3 of Sec. II only if one among the three relations (11) 
may be satisfied. Only the third may be, provided that 

v = - jli/2E (remember j is an integer). (12) 

Remembering that IJ has the dimensions of a magnetic 
pole, we see that relation (12) is absolutely identical 
with Dirac's rule of quantization concerning magnetic 

1 L. Lam. Phys. Letters 31A, 406 (1970). 
2 G. N. Stanciu, Phys. Letters 23A, 232 (1966). 
3 Harish-Chandra, Phys. Rev. 74,883 (1948). 

poles,6 rule he has established in a very different 
way. Therefore, we may conclude with this very curi­
ous remark: Dirac's equation are exactly soluble onl~ 
when the parameter v is quantized following the rules 
of quantum mechanics. 

We omit again the explicit writing of the functions 
T 1 and T 4' They appear as linear combinations of 
j + 1 hypergeometric functions. Energy would be 
quantized if we added Coulomb electrical field. 

4 Andr~ Hautot, Physica 48,609 (1970). 
5 1. 1. Rabi, Z. Phys. 49,507 (1928). 
6 P.A.M.Dirac, Phys.Rev. 74,817 (1948). 

Two-Time Spin-Pair Correlation Function of the Heisenberg Magnet at Infinite Temperature. II 

Tohru Morita* 
Department of Physics, Ohio University, Athens. Ohio 45701 

(Received 22 November 1971) 

The two-time spin-pair correlation function u(R, t) is expressed as a product of a Gaussian distribution func­
tion and a power series with respect to time. The width of the Gaussian distribution function is determined by 
the second derivative with respect to time of the autocorrelation function u(O, t). The coefficients of the power 
series are determined up to terms of order f8 for the square and s.c. isotropic Heisenberg and XY magnets 
of spin ~ at infinite temperature, and up to terms of flO for the linear magnets. The expressions obtained by 
truncating the power series to the exactly known terms give a very good fit at short times to the exact expres­
sion for the linear XY model, and to the results of the computer simulation due to Windsor for the s.c. Heisen­
berg ferromagnet. The Fourier-time transforms of the expressions thus obtained are shown to be the Gram­
Charlier expansions. Thus we conclude that the Gram-Charlier expansion of the Fourier-time transform of 
u(R, f), a (R, w), and that of its Fourier-space transform / (k, I), S(k, w), is especially useful in the cases when 
the short-time behavior of u(R, f) or /(k, t) is considered important; generally speaking, this is the case at 
large k or at w which is not very small. When the width of the Gaussian distribution function is determihed 
by the second derivative of /(k, I), a convergent result is not obtained for small values of k. For larger k, the 
convergence is as good as for the case when the width is determined by the autocorrelation function. 

1. INTRODUCTION H = - ~ ~ [J,L(f,g)SiS; + J 11 (f,g)Sjs;], 
j g 

(1. 1) 

The two-time spin-pair correlation function is the 
quantity of primary importance in the theory of neut­
ron scattering from magnetic materials. 1 ,2 In a 
num,ber of papers,3-8 calculations are focused on the 
function at infinite temperature, for simplicity of the 
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puter simulation calculation for the Heisenberg mag­
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2. SHORT-TIME EXPANSION OF a(Rif' t) 

The short-time expansion of the two-time spin-pair 
correlation function a(Rif' t) has been given in the 
following form: 

a(Rif,t) == a~O)(Rif) + I; (- l)n aJ2n) (R if )(Jt)2n, 
n1 (2n)! (2.1) 

where aJ2n)(R if ) is apn) (Rif) or a~2n)(Rij) according 
as the system is the isotropic Heisenberg magnet or 
the XY magnet. For the case of the XY magnet, J 
must be replaced by J.L' The numerical values of 
apn)(R if ) and a~2n)(Rif) are listed in Tables IV-VI 
of Ref. 9. 

When Rif == 0, a(O, t) is equal to a~O) (0) at t == 0 and 
decays with finite second derivative - aJ2)(0) J 2. It 
is natural to approximate this behavior by the Gaus­
sian distribution function 

a(O, t) ~ aJO)(0)e-T2/2 , 

where 

T2 == (Jt)2 a~2) (O)/a~O) (0) . 

(2.2) 

(2.3) 

For spin i at infinite temperature, a~O)(O) == t and 
a~2)(0) == ~ z, and hence 

T2 == 202 (JtJ2, (2.4) 

where z is the coordination number of the lattice. 

Assuming this general decay of a(R if , t), we express 
a(R if' t) as a product of exp(- T 2 /2) and a power 
series in t: 

( 

00 1) (2n)(R) ) 
a(R. t) == t e-T2/ 2 /7 (0) (R. ) + 6 a 'f T2n . 

'f' a 'f no1 (2n)!(2z)n 
(2.5) 

The factor t on the right-hand side is for a ~O) (0). By 
comparing (2.1) and (2.5), we can determine the 
exact coefficients 1)~2n)(Rif) for O:s n :S N when 
a ~ 2n) (R if) are known for 0 :S n :S N. The coefficients 
1)~2n)(Rij) for the Heisenberg magnet (a == t) and the 
XY magnet (a == 0), respectively, are given in Table I 
for O:s 2n :S 10 for the linear chain. The correspond­
ing tables for 0 :S 2 n :S 8 for the square and simple 
cubic lattices are Tables II and III. 

The a(R if' L) are calculated as a function of t by trun­
cating the sum on the right-hand side of (2.5) at the 

(0) 
(1) 
(2) 
(3) 
(4) 
(5) 

Rij 

(0) 
(1) 
(2) 
(3) 
(4) 
(5) 

TABLE I. Coefficients 1)~2')(Rij) for the Linear Chain 

I. a. Isotropic Heisenberg Magnet of Spin ~ . 

1 0 - 4 68 5812 
o 2 20 216 2288 
o 0 6 210 6664 
o 0 0 20 1512 
o 0 0 0 70 
00000 

I. b. XY Model. 

1]IP) 1]J2) 1)0(4) 1)J6) 1]o(S) 

1 0 - 12 - 160 420 
0 2 24 300 2800 
0 0 6 240 8680 
0 0 0 20 1680 
0 0 0 0 70 
0 0 0 0 0 

279184 
24784 

219120 
90852 

9240 
252 

1)0(10) 

173376 
- 47880 

322560 
112140 

10080 
252 

TABLE II. Coefficients 1)!rn)(R ij ) for the Square Lattice 

II. a. Isotropic Heisenberg Magnet. 

Rij 1)[0) 1)P) 1] [4) 1) [6) 1)/8) 

(0,0) 1 0 8 440 44120 
(1,0) 0 2 28 680 22080 
(2,0) 0 0 0 310 17192 
(3,0) 0 0 0 20 2296 
(4,0) 0 0 0 0 70 

(1, 1) 0 0 12 680 39424 
(2,1) 0 0 0 60 7224 
(3,1) 0 0 0 0 280 

(2,2) 0 0 0 0 420 

II. b. XY Magnet. 

Rij 1]0(0) 1) oCZ) 1)J4) 1)J6) 1)o(S) 

(0,0) 1 0 - 40 - 1472 - 46536 
(1,0) 0 2 40 948 21168 
(2,0) 0 0 6 400 25928 
(3,0) 0 0 0 20 2800 
(4,0) 0 0 0 0 70 

(1, 1) 0 0 12 800 51408 
(2,1) 0 0 0 60 8400 
(3,1) 0 0 0 0 280 

(2,2) 0 0 0 0 420 

TABLE III. Coefficients 1) ~n)(Rij) for the s.c. Lattice 

III.a. Isotropic Heisenberg Magnet. 

Rij 1);0) 1) )2) 1);4) 1) [6) 1)lS) 

(0,0,0) 1 0 36 444 206892 
(1,0,0) 0 2 36 1656 63952 
(2,0,0) 0 0 6 410 36232 
(3,0,0) 0 0 0 20 3080 
(4,0,0) 0 0 0 0 70 

(1,1,0) 0 0 12 880 77728 
(2,1,0) 0 0 0 60 9576 
(3,1,0) 0 0 0 0 280 

(2,2,0) 0 0 0 0 420 

(1, 1, 1) 0 0 0 120 19488 
(2, 1, 1) 0 0 0 0 840 

III.b. XY Magnet. 

Rij 1]0(0) 1]0(2) 1)0(4) 1)0(6) 1)0(8) 

(0,0,0) 1 0 - 84 - 5472 - 324996 
(1,0,0) 0 2 56 2012 62832 
(2,0,0) 0 0 6 560 53480 
(3,0,0) 0 0 0 20 3920 
(4,0,0) 0 0 0 0 70 

(1,1,0) 0 0 12 1120 106512 
(2,1,0) 0 0 0 60 11760 
(3,1,0) 0 0 0 0 280 

(2,2,0) 0 0 0 0 420 

(1, 1, 1) 0 0 0 120 23520 
(2,1,1) 0 0 0 0 840 

2nd, 3rd, ... terms. When one needs rn steps along 
the axis to go from the ith site to the f th site, the first 
nonzero coefficient 1) ~2n) (Rif) occurs for n == rn. The 
approximation where n coefficients lj Ifm} (Rif) through 
1) ;;m+2,1-21(Rij) are used and the higher terms are 
ignored in the sum of (2.5) will be called the "n-term 
approximation." Typical curves are shown in Figs. 
1-5. For the origin, the Gaussian approximation (2.2) 
is the two-term approximation. For convenience of 
comparison with previous work, 4a(Rij' t) is plotted 
as a function of T == (2z )1/2 Jt. The curves are labeled 
as n term or simply as n (n == 1,2,3,4, or 5) for the 
n - term approximations. 

When we are interested in neutron diffraction, the 
quantity of interest is the space-time Fourier trans-
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form of a(R il • t). The Fourier transform with respect 
to time is taken with the aid of the following formula l1: 
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FIG.1. Time dependence of the autocorrelation function for the 
one-dimensional XY model. The two-term approximation is the 
Gaussian distribution function. The six-term approximation is 
given by Eq. (2.5) and Table 1. b. The exact curve is due to Katsura 
et al.1 0 
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FIG. 2. Time dependence of the autocorrelation function for the 
s.c. Heisenberg magnet. The two-term approximation is the Gaus­
sian distribution function. The five-term approximation is given 
by Eq. (2.5) and Table m. a. Circles with center dot are due to 
Windsor.4 Dashed curve (B-H) is the result of Blume and Hub­
bard. 6 
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FIG. 3. Time dependence of the correlation function of near­
est neighbor spins for the s.c. Heisenberg magnet. The one­
through four-term approximations are given. The circles with 
a center dot are due to Windsor and the dashed curve (B-H) to 
Blume and Hubbard. 
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where Hen (x) is the Hermite polynomial defined by 

ln/2l 
Hen(x)=n! L; 

m=O 
(2.7) 

Parameter a is included in (2.6) for later use. 

We define the Fourier-time transform of a(Rif. t) by 

- Joo a{ftif' w) = 0 a(Rif. t) coswt dt. (2.8) 

Then we have 

- Cf/2 1 
aR w - -

( if· ) - 2 4(2z)1/2J 
e-u2

/ 2 ( 1J~O) (R if) 

00 (-1)n T/~2n)(Rif) 
He 2n (u) ). + L; (2.9) 

n=l (2n)! (2z)n 

where 

u2 = w2/2zJ2. (2.10) 

The curves of u(R if • w) are shown in Figs. 6-8. 
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FIG.4. Time dependence of the autocorrelation function for the 
linear Heisenberg magnet. The two- and six-term approximations 
are shown. 
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The inverse relation to (2.8) is 

1 Joo - ) a(R if' t) = 7f -00 a(Rif' w coswt dw. (2.11) 

Expanding both sides in powers of t, we confirm that 
the moments of w calculated by (2.9) are the same 
as the ones given by the coefficients of (2.1). Hence 
the expansion (2.9) represents the Gram-Charlier 
expansion introduced by Collins and MarshalF for the 
neutron scattering problem. Thus Tables 1- III give the 
coefficients for the Gram-Charlier expansion. 
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FIG. 6. Fourier-time transform of the autocorrelation function 
for the linear Heisenberg magnet; cf. Fig. 4. The six-term approxi­
mation and Carboni and Richards' result (C-R) are compared. 
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for the ·s.c. Heisenberg magnet. The .five-term approximation is 
compared with the two-term (Gaussian) approximation, Windsor's 
result (black circles), and Blume and Hubhard's result (dashed 
curve); cf. Fig. 2. 
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FIG. 8. Fourier-time transform of the autocorrelation function 
of the one-dimensional XY model. The six-term approximation is 
compared with the two-term (Gaussian) approximation and the 
exact curve; cf. Fig. 1. 

3. DISCUSSION OF THE RESULTS FOR 
a(Rif ,I) and a(R if , w) 

Figure 1 shows the autocorrelation function for the 
one-dimensional XY model. The six-term approxima­
tion represents the curve which Eq. (2.5) gives when 
1)<;n)(R ij ), given for Rif = 0 in Table I. b, are used up 
to 2n = 10 and higher terms are ignored. It is com­
pared with the exact result obtained by Katsura et 
al. 1o We notice that the six-term approximation is a 
great improvement over the two-term approximation 
(Gaussian distribution function) for O:s T:S 2. O. But 
the approximation is not good for T> 2.0, 

Figures 2 and 3 show the autocorrelation function 
and the correlation function of spins on the nearest 
neighbors, for the s,c.lattice. The curves are obtained 
by Eq. (2. 5) with Table ilia. The curves in the five­
term and four-term approximations, respectively, 
show very good agreement with Windsor's results 
(scaled properly) for O:s T::; 2. O. The agreement 
with Blume and Hubbard's6 results is not so com­
plete in this range. For 2.0 < T, the present result 
deviates from Windsor's result. This deviation is 
due to the inaccuracy of the present result. This 
situation is clear in Fig. 3, where the curves obtained 
in the two- and three-term approximations are also 
given. The convergence is good for O:s T :s 2.0 at 
the four-term approximation. But, the values for 
2 < T are still changing towards the curve due to 
Windsor as the higher terms are included. 

From these observations, we conclude that Eq. (2. 5) 
with Tables I-ill gives a very good estimate of 
a(Rij, t) for O:s T:5 2.0, if more than two nonzero 
values of 1) i2n ) (fl ij) are- available. All these figures 
show that the curves decay to zero too fast at T > 2. O. 
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Figure 4 shows the time dependence of the auto­
correlation function of the one-dimensional Heisen­
berg magnet. In the six-term approximation, we have 
a tail extending up to T ~ 4. O. But in Windsor's re­
sult, we see that the tail is extended to still larger 
values of T. This situation can be seen more clearly 
in Fig. 6, where the Fourier-time transform is com­
pared. At w = 0, a(R, w) in the six-term approxima­
tion is a little higher than that of the Gaussian curve. 
This is due to the tail around T ~ 3 of Fig. 4. But the 
result of Carboni and Richards 5 suggests a diver­
gence of a (Rif' w) at w = 0, which is connected with a 
very long tail in a(R if' t). Except for the divergence 
of a(R, w) at w = 0, the curve obtained by the six-term 
approximation fits well to the Carboni and Richards 
result. 

Figure 5 shows the autocorrelation function for the 
square lattice. Compared with Windsor's result, the 
tail is again too short-ranged. 

Figure 7 shows the Fourier-time transform of the 
curves given in Fig. 2 for the autocorrelation function 
of the Heisenberg magnet for the s.c. lattice. The 
five-term approximation is slightly nearer to Wind­
sor's curve, compared with the two-term approxi­
mation. 

Figure 8 shows the Fourier-time transforms of the. 
curves shown in Fig. 1 of the autocorrelation function 
for the one-dimensional XY model. The good fit of 
the six-term approximation at short time in Fig. 1 is 
now indicated only by a tendency toward improving 
from the two-term approximation to the exact one. 
At the end of the last section. we noticed that the pre­
sent approximations used in evalua.ting u(Rif. t) gives 
the Gram-Charlier expansion for a(Rif' w). ]he 
above analysis shows that improvements in a (R if' w) 
are attained by including more terms if the values of 
a(Rif' t) for 0 < T::; 2.0 playa main role in its calcu­
lation for the given value of w. Thus we cannot expect 
very good results for a(Ri r, w) at small w which is 
most affected by the tail of a(R if' n. 
4. J(k, t) and S(k, w) 

In this section, we investigate the Fourier-space 
transforms of the quantities discussed in the pre­
ceding section. On the one hand, we simply take the 
Fourier-space transforms of the results (2.5) and 
(2.9) obtained in the preceding section: 

( 

00 ~(2n)(k) ) 
J(k, t) = i e-r2/ 2 (~O)(k) + 6 ex T2n , (4.1) 

n~1 (2 n ) ! (2z)n 

and 

(
11)1/2 

S(k, w) = 2" __ 1-:-_ c· u ?/2 (~(O) (k) 
4(2z)1/2J ex 

00 (_1)n~(2n) (k) ) 
+ 6 ex He (u), 

n-l (2 n) ! (2z)n 2n 
(4.2) 

where 

~~2n) (k) = 6 T/~2n) (fti/)eik·j'if. (4.3) 
/ 

Examples of curves of J(k, I) and S(k, w) obtained by 
(4.1) and (4.2) are shown by dashed lines in Figs. 
9-12 and 13-15, respectively. Fig. 9 shows the com­
parison of J(k, t) for the one-dimensional XY model 
with the exact result. 10 Agreement is good at 
0< T;;; 2. O. J(k, L) obtained by truncating the expan-

J. Math. Phys., Vol. 13, No.5, May 1972 

sion (4.1) decays too fast and cannot reproduce the 
oscillatory behavior of the exact J O(2T). The Fourier­
time transform S(k, w) is compared in Fig. 13. We 
notice now that the approximate expression cannot 
reproduce the singular behavior of S(k, w). The 
curves for J(k, t) obtained by (4.1) are considered to 
be very good for 0 < T;$ 2. O. 

In another approach, we substitute (2.1) into (1.4) and 
obtain the short time expansion of J(k, t) as 

00 ( l)·tJ(2n) (k) 
J(k, t) = JJO)(k) + 6----"----- T2n (4.4) 

n=1 (2n ) ! (2z ) n ' 
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FIG. 9. Time dependence of J (ll, t) for the one-dimensional XY 
model, where k = (11). The six-term approximations are compared 
with the exact result. 1.2,-'-
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(4.5) 

In analogy with the case of afftif,t) forR ij =:: 0 in Sec. 
2, we introduce the Gaussian distribution function by 
using the first two terms of (4.4): 

J~O)(;?) e-r2/2a2 , 

where 

(4.6) 

(4.7) 

J(k, t) is expressed as a product of (4.6) and a power 
series of T2: 

J(k t) =:: J(O)(k)e-r2/2a2 (1 + 13 ~i& T2n). (4.8) 
, a n=l (2n) ! (2z )n 

With the aid of formula (2.7), its Fourier-time trans­
form is 
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FIG.11. Time dependence of I(k, t) for the s.c. Heisenberg magnet, 
where k = (tr, 0, 0). Convergence is good for both values of a2 = 1. 5 
and a2 = 1. O. The curves are compared with Blume and Hubbard's 
result (B-H). 
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x (1 + ~ (-l)n ~ (2n)(k) a
2n 

He 2n (au)). 
no l (2 n) ! (2z)n 

(4.9) 

This is the Gram -Char lier expansion of S(k, w) pro­
posed by Collins and Marshall. 7 

Curves obtained for J (k, t) and S(k, w) by (4.8) and 
(4.9) are shown by solid lines in Figs. 9-12 and 
13-15, respectively. For small values of k, para­
meter a2 is larger than unity and expansion (4.8) for 
J(k, t) does not converge; such an example is shown 
in Fig. 10. This feature is stronger for larger dimen-
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sion. For large values of k, a2 is smaller than unity 
and J (k, t) and S(k, w) converge fairly well. We notice 
that the curves obtained by (4.1) and (4.8) agree well 
with each other at 0 ~ T:; 2. O. From a comparison 
of Fig. 10 with Figs. 11 and 12, we see thatJ(k, t) for 
small k decays slower than for larger k. This means 
that the present result gives a better fit for larger k. 
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Discrepancy of the curves in the five-term approxi­
mation from Blume and Hubbard's curve near T~ 2. 0 
in Fig. 12 will be due to a similar discrepancy of 
afl?, if' t) for nearest neighbors shown in Fig. 3. 

5. CONCLUSION 

The short-time expansions of the two-time spin-pair 
correlation function a(R if , t) and its Fourier trans­
form J(k, t) are expressed as a product of a Gaussian 
distribution function and a power series. When the 
Gaussian distribution function is chosen to fit the 
first two terms of the expansion of the autocorrela­
tion function, the results for a(R if' t) and J(k, t) are 
found very good for 0 < T:; 2. O. At T> 2.0, the 
quantities damps too fast. In case when the values at 
T< 2.0 of a(Rij,t) orJ(k,t) play an important role, 
these expansions must be useful. Generally speaking, 
this is the case for J (k , t) and S (k, w) at large k and 
for a(Rif' w) at w which is not very small. 

In the Gram-Charlier expansion proposed by Collins 
and Marshall,7 the Gaussian distribution function is 
determined by the first two terms of the expansion of 
J(k, t). It is found that it gives a divergent result for 
small values of k. 
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The gyroscopic Lagrangian system ~ + A ~ + 1I~(t) = 0 on the finite-dimensional complex Hilbert space E is 
shown to be stable if and only if there exist Hermitian operators ia and P > 0 such that A = Pa + aP and 
H = P(~ + a 2 )p. Structural stability is shown to be equivalent to the uniqueness of P and a, and to the existence 
of a Liapunov operator on E x E of the form Lp(T), where L = (i'A ill, l' = (?/i j~), and p(x) is a real polynomial 
of degree not exceeding the least of the quantities 2 dim E - 1 and 4 N + 1, wilere N denotes the number of 
nega ti ve e igenval ues of H. 

I. INTRODUCTION 

This paper continues the discussion presented 
earlierl - 5 of the linear gyroscopiC Lagrangian sys­
tem 

t? O. (1) 

Here the operators H and iA are assumed to be time­
independent linear Hermitian operators on and into 
the complex n-dimensional Hilbert space E, with 
Ht) E E for each t? O. We obtain some necessary and 
sufficient conditions for stability (Sec. II); in particular, 
it is shown that the system (1) is stable if and only if 
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there exist Hermitian operators ia and P > 0 such 
that A = Pa + aP and H = P( t + a 2)P. This result 
provides a Simple means of generating stable sys­
tems. In Sec. III we consider the problem of the con­
struction of Liapunov functionals. It was shown in 
Ref. 1 that for any real polynomial p(x), the operator 
Lp(T) is Hermitian and (~, Lp(T)~) is a constant of 
the motion of the equivalent system ~ = W~ in E x E, 
where 

w=(_~ -i), L=(-fA -~), and T=-iW. 

Thus if LP(T) > 0, <~, LP(T)O is a Liapunov functional 
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sion. For large values of k, a2 is smaller than unity 
and J (k, t) and S(k, w) converge fairly well. We notice 
that the curves obtained by (4.1) and (4.8) agree well 
with each other at 0 ~ T:; 2. O. From a comparison 
of Fig. 10 with Figs. 11 and 12, we see thatJ(k, t) for 
small k decays slower than for larger k. This means 
that the present result gives a better fit for larger k. 
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afl?, if' t) for nearest neighbors shown in Fig. 3. 

5. CONCLUSION 

The short-time expansions of the two-time spin-pair 
correlation function a(R if , t) and its Fourier trans­
form J(k, t) are expressed as a product of a Gaussian 
distribution function and a power series. When the 
Gaussian distribution function is chosen to fit the 
first two terms of the expansion of the autocorrela­
tion function, the results for a(R if' t) and J(k, t) are 
found very good for 0 < T:; 2. O. At T> 2.0, the 
quantities damps too fast. In case when the values at 
T< 2.0 of a(Rij,t) orJ(k,t) play an important role, 
these expansions must be useful. Generally speaking, 
this is the case for J (k , t) and S (k, w) at large k and 
for a(Rif' w) at w which is not very small. 

In the Gram-Charlier expansion proposed by Collins 
and Marshall,7 the Gaussian distribution function is 
determined by the first two terms of the expansion of 
J(k, t). It is found that it gives a divergent result for 
small values of k. 
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The gyroscopic Lagrangian system ~ + A ~ + 1I~(t) = 0 on the finite-dimensional complex Hilbert space E is 
shown to be stable if and only if there exist Hermitian operators ia and P > 0 such that A = Pa + aP and 
H = P(~ + a 2 )p. Structural stability is shown to be equivalent to the uniqueness of P and a, and to the existence 
of a Liapunov operator on E x E of the form Lp(T), where L = (i'A ill, l' = (?/i j~), and p(x) is a real polynomial 
of degree not exceeding the least of the quantities 2 dim E - 1 and 4 N + 1, wilere N denotes the number of 
nega ti ve e igenval ues of H. 

I. INTRODUCTION 

This paper continues the discussion presented 
earlierl - 5 of the linear gyroscopiC Lagrangian sys­
tem 

t? O. (1) 

Here the operators H and iA are assumed to be time­
independent linear Hermitian operators on and into 
the complex n-dimensional Hilbert space E, with 
Ht) E E for each t? O. We obtain some necessary and 
sufficient conditions for stability (Sec. II); in particular, 
it is shown that the system (1) is stable if and only if 

J. Math. Phys., Vol. 13, No.5, May 1972 

there exist Hermitian operators ia and P > 0 such 
that A = Pa + aP and H = P( t + a 2)P. This result 
provides a Simple means of generating stable sys­
tems. In Sec. III we consider the problem of the con­
struction of Liapunov functionals. It was shown in 
Ref. 1 that for any real polynomial p(x), the operator 
Lp(T) is Hermitian and (~, Lp(T)~) is a constant of 
the motion of the equivalent system ~ = W~ in E x E, 
where 

w=(_~ -i), L=(-fA -~), and T=-iW. 

Thus if LP(T) > 0, <~, LP(T)O is a Liapunov functional 
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for the system ~ = W~. Furthermore, Lp(T) then 
symmetrizes T and hence reduces (1) to self-adjoint 
form. Thus the construction of such operators (called 
Liapunov operators) is of some interest. We show 
that an operator Lp(T) > 0 exists if and only if the 
system (1) is structurally stable (Le., if and only if 
the system is stable and remains stable for all suf­
fiCiently small Hermitian perturbations of H and 
anti-Hermitian perturbations of A), and that if an 
operator Lp (T) > 0 exists at all, then one exists for 
a polynomial p (x) of degree not exceeding the least 
of the numbers 2 dimE - 1 and 4N + 1, where N de­
notes the number of negative eigenvalues of H count­
ed according to their multiplicity. 

In the sequel, we make extensive use of the results 
and notation of Ref. 1; in particular, the latter is used 
freely without further explanation. The reader should 
consult Ref. 1 for definitions. 

ll. SOME NECESSARY AND SUFFICIENT CONDI­
TIONS FOR STABILITY 

Theorem 1: The system (1) is stable if and only 
if there exists a linear operator Dl from E into E 
such that 

H = (D l - iA)Dl 
and 

P == Dl + Dr - iA > O. 

(2) 

(3) 

The existence of Dl implies the existence of a com­
plete L-canonical set of eigenvectors 

~k = (¥k t), k;::: 1,2, ... , 2n, 
IWkC,k 

such that Eqs. (28)-(36) of Ref. 1 hold. 

Proof: Suppose the system (1) is stable. The ex­
istence of an operator Dl satisfying Eqs. (2) and (3) 
is an immediate consequence of Theorems 2(C), 5(B), 
and 7 of Ref. 1. 

Conversely, assume that Eqs. (2) and (3) hold. Then 

Since P > 0 and H + DIDl is Hermitian, there exist 
n linearly independent vectors ~k and real numbers 
wk ,k ;::: 1, 2, ... , n, satisfying the equations 

k = 1,2, "', n. 

Thus by Eq. (4), WkP~k =:: PDl ~k' k =:: 1,2, ... , n, so 
that Dl ~k = Wk~k' k = 1, .. " n. Now 

Hw '= w Z - wiA -H;::: w Z - wiA - (D l - iA)D 1 

(5) 

(6) 

= (w + Dl - iA)(w - D 1 ), (7) 

so thatHwk~k;::: O,k= 1, ... ,n. LetD z == iA -Dr. 

Then P = Dl - D z = - (D z + D~ - iA), so that PD z = 
- (D z - iA)D2 - D;Dz =:: - H - D~Dz' Since P> 0 
and H + D~D2 is Hermitian, there exist n linearly 
independent vectors ~k and n real numbers wk ' k = 
n + 1, ... , 2n, satisfying the equations 

(9) 

Then PD z ~k =::WkP~k' k = n + 1, ... , 2n, so that DZ~k = 
Wk~k' k = n + 1, ... ,2n. For real w, the adjoint of Eq. 
(7) gives Hw = (w -D{)(w + Dr - iA) = (w -DI) x 
(w - D z), so that Hw ~k = 0, k =n + 1, ... , 2n, There-

k 

fore the ~k are, for all k = 1, ... , 2n, eigenvectors of 

Eq. (1) with eigenvalues wk' and therefore the vectors 

~k==(' ~kt), k =1, ... ,2n, 
lWkC,k. 

are eigenvectors of the operator T with correspond­
ing real eigenvalues Wk' Now 

<~k' L~l) = (wk + Wl)(~k' ~zl- Uk' iA~I) 

=:: (wk~k' ~l) + (~k' wA) - (~k' iA~I)' 
so that 

<~k' L~l) = (~k' [DI + Dl - iA HI) ;::: (~k' P~l) = 0kZ' 
1 ::s k, 1 ::s n, 

(~k,L~I)= (~k,[D~ + Dz -iAHzl;::: - (~k,P~I) = - 0kZ' 

n + 1 ::s k, l::s 2n, 

<~k' L~z) = (~k' [DI + D z - iAHzl ;::: 0, 1 ::s k::s n, 

n + 1 ::s I ::s 2n, 
and therefore 

(~k' L~l> ;::: 'Yk 0kZ ' 

where (10) 

_ f 1, k = 1, ... ,n, 
'Yk - l- 1 k = n + 1, ... , 2n. 

This completes the verification of Eqs. (28)-(36) of 
Ref. 1. It follows at once from Eq. (10) that the vec­
tors ~k' k = 1, ... , 2n, form a basis for EZ and thus 
constitute a complete L-canonical set of eigenvectors 
with real eigenvalues wk; the stability of the system 
(1) now follows from Theorem 5 of Ref. 1. 

Corollary 1: The system (1) is stable if and only 
if there exists a positive definite Hermitian operator 
P and an anti-Hermitian operator a such that 

H ;::: [i(p - iA) + a][ i(p + iA) + a]. (11) 

If Eq. (11) holds for some P > 0 and an anti-Hermi­
tian operator a, then a is the unique solution of the 
equation Pa + aP ;::: ii(AP - PA). 

Proof: Assume that the system is stable. Then 
by Theorem 1, there exists Dl satisfying Eqs. (2) 
and (3). Let a '= Dl - i(p + iA), where P == Dl + 
D~ - iA > O. Then a t = Dr - i(p + iA) anda + a t = 
Dl + Di - (P + iA) ;::: 0, so that a is anti-Hermitian. 
Therefore D 1;::: i(p + iA) + a and H = (D l - iA)D l = 
[i(p - iA) + a][i(P + iA) + aJ. ConverselY,suppose 
there exists P> 0 and an anti-Hermitian operator a 
such that Eq. (11) holds. Define Dl '= i(p + iA) + a. 
Then by Eq. (ll),H;::: (D l - iA)D l and Dl + DI -iA ;::: 
i(p + iA) + a + i(p + iA) - a - iA ;::: P > 0; thus 
Theorem 1 implies that the system is stable. Since 
H is Hermitian, we infer from Eq. (11) that [~(P - fA) 
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+ a][~(P + iA) + a] = [t(P + iA) - a][t(P - iA) - a], 
which holds if and only if Pa + aP = Y.(AP - PA). 
Since P > 0, this equation has a unique solution for a. 

Corollary 2: The system (1) is stable if and only 
if there exists a positive-definite Hermitian operator 
P and an anti-Hermitian operator a such that 

A = PO' + aP 
and 

H = P(t + ( 2 )p. 

(12) 

(13) 

Proof: Suppose the system is stable. Then by 
Corollary 1, Eq. (11) holds for P> 0 and a anti­
Hermitian, with a the unique solution of Pa + aP = 
~ i(AP - P A). We define a to be the unique (since 
P> 0) solution of the equation PO' + aP = A, which 
implies that a is anti-Hermitian. Now P[~i (aP -
Pa)] + [~i(aP - Pa)]p = ~i(AP - PA), so that a = 
t i (aP - Pa). The substitution of PO' + aP for A and 
ti(aP -Pa) for a into Eq. (11) yields Eq. (13). Con­
versely, let Eqs. (12) and (13) hold with P > O. Equa­
tion (12) implies that a is anti-Hermitian, so that 
a == ti(aP - Pa) is anti -Hermitian. We have 

[t(p - iA) + a][~(P + iA) + a] 

= t(p -iPa -iaP + iap -iPa) 

x (p + iPa + iaP + iaP - iPa) 

= P( t + a 2)p = H, 

and the system is stable by Corollary 1. 

Given a stable system (1) and operators a (anti­
Hermitian) and P (> 0) satisfying Eqs. (12) and (13), 
it is not difficult to construct from a and P a positive­
definite operator II E V (a positive II E V must exist 
by Theorem 5 of Ref. 1). Indeed, 

= (tP -Pap-laP -pap-I) 
II - p-IaP p-l 

= (PI/2 0 ) (t + f3f3t - (3) (PI/2 0 ) 
o p-I/2 - {3t 1 0 p-1/2' (14) 

where {3 == pl/2ap-1I2, is clearly positive definite, 
and 

(
P(ta + ( 3 )P p(t + 0'2)) 

IIW = _(~ + (2)p - a 

is anti -Hermitian, so that II E V by Theorem 2(B) of 
Ref. 1. Note that if r is any invertible operator from 
E2 into E2 that commutes with W, then rtIIr is also 
a positive -definite operator in V. This follows from 
Theorem 2(B) of Ref. 1, since r1"ITr is Hermitian and 
a == II W is anti-Hermitian, so that rtIIrW = rtIIWr = 
rtar is anti-Hermitian. 

The following theorem gives necessary and sufficient 
conditions guaranteeing the uniqueness of the opera­
tors Dl of Eqs. (2) and (3) and P and a of Eqs. (12) 
and (13). 

Theorem 2: Suppose the system (1) is stable. 
Then the operator D~ satisfying Eqs. (2) and (3) and 
the operators P (> 0) and a (anti-Hermitian) satis­
fying Eqs. (12) and (13) are uniquely determined if 
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and only if, for each eigenspace Sw' <~, L~) is of one 
sign for all nonzero ~ E Sw. 

Proof: Since the system is stable, all the eigen­
values ware real and 6 w dimSw = 2n (Theorem 5 of 
Ref. 1). Choose a basis for each eigenspace Sw accord­
ing to Theorem 3(E) of Ref. 1, with G = L; the union 
of all these basis sets, enumerated as {~1' ... , ~ 2n}, 
forms a complete L-canonical set of eigenvectors 
satisfying 

(15) 

where 'Yk = ± 1, k = 1, ... , 2n. By Theorem 7 of Ref. 
1, we may assume, without loss of generality, that 

k = 1, ... ,n, 
k = n + 1, .• . ,2n. 

(16) 

Each 

~k = Cw~~). 
where ~ k E E and wk is the eigenvalue corresponding to 
the eigenvector ~ k' Suppose that for some eigenvalue 
Q, (~, L~) is not of one sign on So. The nonempty set 
{~k I ~k E So, 1 :::: k :::: 2n} is a basis for So, so that if the 
'Yk in the set {Ykl ~k E SQ} were either all positive or 
all negative, then by Eq. (15), <~, L~) would be strictly 
positive or negative, respectively, for all nonzero 
~ E 50" Therefore {Ykl ~k E So} contains 'Yk'S of both 
signs, and m == dimSo 2: 2. Without loss of generality, 
we may assume that ~k E So for 1 :::: k :::: rand n + 1 :::: 
k :::: n + m - r, where 1 :::: r < tn, i.e., {~k 11 :::: k :::: r, 
n + 1 :::: k :::: n + m - r} is the basis of eigenvectors 
for SO' Then the set {~k I ~k E S,J is linearly indepen­
dent. Let Z be any complex number. We define 

,( lz I2 + 1)1/2~1 + z~n+1' k = 1, 

fk(z)== JZ~1 + (lzl2 + 1)1/2~n+I' k = n + 1, 

'~k' 2::::k::::n,n+2::::k::::2n. 

Then<~k(z),L~l(Z) = 'Yk15kllk, 1 = 11.. ... ,2n,where 
the'Yk are given by Eq. (16), and the ~k(z), k = 1, ... , 
2n, form a complete L -canonical set of eigenvectors. 
Let fk(z) denote the first component of ~k(Z), so that 

- (fk(z)) 
~k(Z) = iwlk(Z) ' k == 1, ••• , 2n. 

By Theorem 6 of Ref. 1, {fl (z), ••• , fn(z)} is a basis 
for E. For each complex number z, we define the 
operator D1(Z) fr<2.m E into E by DI (z)~ = ~~ akwkfk(z) 
where ~ = 6~ak~k(z). Since the set {~kll :::: k:::: r, 
k = n + I} is linearly independent, it follows that 
D1(Zl)7D1(z2)if Zl 7 Z2' But DI(z) satisfies Eqs. 
(2) and (3) for every complex z, as demonstrated in 
the proof of Theorem 7 of Ref. 1; thus we conclude 
that if (~ ,L~) is not of one sign on each Sw' then there 
are infinitely many operators D1 satisfying Eqs. (2) 
and (3). Suppose now that for each Sw' (~, L~) is of 
one sign for all nonzero ~ E Sw. Let Ql' Q2' •.• , Q q 
denote the distinct elements of the set of eigenvalues 
{w I<~, L~> > 0 on Sw for ~ 7 O}. By Theorem 7 of 
Ref. 1, every complete L-canonical set of eigenvec­
tors has n positive 'Yk and n negative 'Yk; hence 
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6 f dim So = n, so that E is the direct sum of the 
k 

subspaces 

k = 1, ... ,q. 

Then for every TJ E E, TJ admits the unique represen­
tation TJ = 6i f3 kTJ k ,where TJ k E So , k = 1, ... , q, 

k 

and we define the operator D from E into E by DTJ '= 
6{f3krtkTJk. Let Dl satisfy Eqs. (2) and (3). Then by 
the construction of Theorem 1, there exist n vectors 
~k E E satisfying Eqs. (5) and (6};{~kh is a basis for 
E;D1~k =Wk~k' k=I, ... ,n;and 

k = 1, ... ,n, 

are eigenvectors of T with eigenvalues W k satisfying 
(~k' L~z) = 0kZ' k,l = 1, ... , n. Then for each k, 
1 ~ k ~ n, wk = rtz for some 1, 1 ~ 1 ~ q, and ~k E 

sQ.z; hence D~k = Wk~k' k = 1, ... , n. Since {~kk is 
a basis for E, we conclude that D1 = D, which proves 
that D1 is unique. We have now demonstrated the 
theorem for the operator D 1 • We complete the proof 
by showing that D 1 is unique if and only if P and 0' 

are unique. Suppose then that D 1 is unique, and let 
A = PzO'z + O'zFl, H = Fl (t + O'r}Fl, I = 1,2, where 
Fl > 0 and O'z is anti-Hermitian. Define D 1z '= 

~(Pz + iA) + az' az '= ~i(O'zPz -PzO'z}, 1= 1,2. Then 
Du satisfies H = (D1Z - iA}D1Zand Pz = D1z + Dlz -
iA> 0 for 1 = 1,2, so that Dl1 = D12 • Therefore 
PI + iA = Dl1 + Dh = D12 + D12 = P 2 + iA, so that 
P 1 = P 2 and hence 0' 1 = 0' 2' Finally, suppose that P 
and 0' are unique. Let D11 and D12 satisfy Eqs. (2) 
and (3), i.e., 

= 1,2, 

Dlt + Dlz - iA > 0, 1 = 1,2. 

(2') 

(3') 

Then as shown in the proofs of Corollaries 1 and 2, 
Pz '= Du + Diz - iA and 0'1' defined as the unique 
solution of Pz 0'1 + 0'/:; = A, satisfy A = Pz O'z + 0'1 Pz and 

H = Pz(t + O'z2}P". By the uniqueness of P, we must 
haveP1 =P2 =P,Le.,D 11 +Diz -iA =Pfor I =: 

1,2. Hence Dlt = ~ (P + iA) + az' I = 1,2, where az is 

anti-Hermitian. Thus by Eq. {2'),H = [~(P - iA) + all 
[~(P + iA) + aJ, 1 = 1,2, and we conclude from 
Corollary 1 that al must be the unique solution a of 
the equation Pa + aP =: ~ i.{AP - PA}, Le., a1 = a2, 
and therefore D 11 =: D 12' This completes the proof 
of the theorem. 

Corollary 2 provides a simple characterization of the 
class of stable systems, and is particularly useful 
for synthesizing operator pairs A and H for which 
the system (1) will be stable-one merely chooses a 
positive definite operator P and an anti-Hermitian 
operator 0' and computes A and H from Eqs. (12) and 
(13). Given a particular operator A, the entire class 
of operators H for which the system (I) will be stable 
can be constructed by letting P range through the set 
of positive operators; for each such P the unique 
solution 0' of Eq. (12) is computed, and then the cor­
responding H (now a function of P) is obtained from 
Eq. (13). The problem of determining an operator A, 

given the operator H, so that (1) will be stable, is also 
readily solved: The operator P> 0 is chosen so that 
P-lHP-l - t:::: 0 (Le .• so that H - tp2 is negative 
definite or negative semi-definite) and 0' is taken to 
by anyone of the anti -Hermitian square roots of 
P-lHP-l - tA is then computed from Eq. (12). Ob­
serve that if the operators P (> O) and 0' {anti-Hermi­
tian} satisfying Eqs. {12} and (13) are known, then 
Dl = {~ + i O')P satisfies Eqs. (2) and (3), so that by 
Eqs. (5), (6), (8), and (9), the 2n eigenvectors ~k of 
Eq. (1) with eigenvalues wk satisfy the self-adjoint 
(with weight operator P) eigenvalue problems 

WkP~k =P(iO' +~}P~k' k=I, .•• ,n, 

WkP~k =P(iO' -~}P~k' k =n + 1, ..• ,2n, 

where (~k'P~Z) = 0kZ for k, 1 = 1, ... ,n and k, I = 
n + 1, ... , 2n, so that all the usual variational princi­
pIes apply. 

If H and A commute, then it is easy to see that the 
system (1) is stable if and only if 4H - A2 > 0; in 
this case, we can take P = (4H - A2)1/2 and 0' = 
~ P-lA, and P, O',H, and A all commute. Indeed, if H 
and A commute and 4H _A2 > 0, set P '= (4H­
A2)1/2> 0 and 0' '= ~ P-lA. Then P commutes with 
H,A, and 0', and it is readily verified that Eqs. (12) 
and (13) hold, so that the system is stable. Converse­
ly, suppose that H and A commute and the system is 
stable. Then there exists an orthonormal basis of 
simultaneous eigenvectors {TJJi of A and H such that 
HTJk = AkTJk , iATJk = IlkTJk' where Ak and Ilk are real, 
k = 1, ... ,n. Then Hw T)k = 0 provided W = ~ [Ilk ± 
(Il~ + 4Ak)I/2]. Clearly we must have III + 4Ak 2: 0, 
k = 1, ... , n, or the system would be exponentially un­
stable. In fact we must have Il~ + 4Ak > 0 for every 
k =: 1, ... , n, for if p,; + 4Ak = 0 for some k, then 
~(t) == tTJk exp(~illkt) satisfies Eq. (1) and the system 
would be unstable. Thus Jl~ + 4Ak > 0 for all k = 1, 
2, ... , n, which implies that 4H _A2 > O. 

m. STRUCTURAL STABILITY AND THE CONSTRUC-
TION OF LIAPUNOV OPERATORS 

It was shown in Theorem 5 of Ref. 1 that the system 
(1) is stable if and only if there exists a positive­
definite operator II E V. We call such an operator a 
Liapunov operator. Given the real polynomial p(x), 
the operator LP(T) is in V by Theorem 2 of Ref. 1; we 
now proceed to determine the subclass of stable sys­
tems possessing Liapunov operators of the form LP(T). 
Suppose that the system (I) is stable. Then there 
exists a complete L -canonical set of eigenvectors 
{~k Hn with real eigenvalues W k satisfying 

k = 1, ... , 2n 

and Eqs. (15) and (16). Let ~ E E2. Then ~ = 
~ in (3 k~k , so that 

2n 

(~, LP(T)~) = 6 ~k{31 (~ko LP(T)~I) 
k.l =1 

2n 

6 ~k{31P(WI}(~k,L~) 
k.I=1 
2n 

= 6 I 13k 12p(Wk )Yk. 
1 

(17) 

(18) 
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Clearly LP(T) can be positive if and only if 

P(wkhk > 0, k = 1, •.. , 2n. (19) 

Suppose wk = wl for k ¢ l. Then if Eq. (19) holds, 
P(Wk)'Yk> 0 and p(wkh1 = p(wlhl > 0, so that 'Yk and 'Yz 
must be of the same sign; thus for each eigenspace 
Sw' (T/, LTj) must be of one sign for all nonzero 11 E Sw' 
Conversely, suppose that (11, LlI) (11 ;o! 0) is of one sign 
on each Sw' and let (21' ••• , (2 m denote the distinct 
eigenvalues of T. Then m ::; 2n, and we can construct 
a real polynomial P(x) of degree not exceeding m - 1 
such that for each k = 1, ... , m, 

if (11, LlI) > 0 on Sn , 11 ;o! 0, 
k 

if (11, LlI) < 0 on Snk' 11 ;o! O. 
(20) 

Then Eq. (19) holds, and LP(T) is a Liapunov operator. 
Hence a Liapunov operator of the form LP(T) with P(x) 
a real polynomial of degree ::; 2n - 1 exists if and 
only if the system (1) is stable and (11, LTJ) is of one 
sign on each Sw (TJ ;o! 0). 

The existence of a Liapunov operator of the form 
Lp(T) implies that the system (1) remains stable for 
all sufficently small perturbations of the operators A 
and H which keep these operators anti-Hermitian and 
Hermitian,respectively. A system having this 
property is said to be structurally stable; more pre­
cisely, we say that the system (1) is structurally 
stable if and only if there exists e: > 0 such that for 
all Hermitian operators iA and ff satisfying IIAII ::; e: 
and Ilffll ::; e:, the system 

~ + (A + A)~ + (H + ff)~(t) = 0 (21) 

is stable. The structural stability of a system pos­
sessing a Liapunov operator of the form LP(T) fol­
lows from the fact that L and T are continuous in A 
and H (indeed, if 

T' = (0 _ - i _ ) and L' = (- i (A + A) - t

o
'\ 

i(H +H) i(A +A) i ,; 

then III' -Til ::;-./2e: and ilL' -LII::; e: provided IIAII::; e: 
and IIHI! ::; e:) so that LP(T) is continuous in A and H. 
The application of Theorem 2 of Ref. 1 to the system 
(21) shows that L'P(T') is Hermitian and will be a 
Liapunov operator for the system (21) if L'P(T') > 0; 
but if Lp(T) > 0, the continuity of LP(T) in A and H 
and the fact that L'P(T') is Hermitian implies the 
existence of e: > ° such that L'P(T') > ° provided 
IIAII ::; e: and Ilffli ::; e:. 

Suppose, on the other hand, that the system (1) does 
not admit a Liapunov operator of the form Lp(T). 
Then either the system is unstable or the system is 
stable but (~ ,L~) is not of one sign on each eigen­
space Sw (~ ;o! 0). Suppose the latter is true; then for 
some eigenvalue W (real) there exist eigenvectors 
~1' ~2 E Sw such that (~k,L~1) = "YkOkl' k,l = 1,2, with 

'Y1 = 1 and 'Y2 = -1. Let ~ == ~l + ~2' Then ~ E Sw' 

~ "'" 0, so that 

~ = (iwlI) , 

with TJ "'" O,/{,TJ = 0, and 
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Let h be any Hermitian operator from E into E satis­
fying hTJ = - (2iw + A)lI; the necessary and sufficient 
condition for the existence of such an h is that (11, 
[2iw + A ]TJ) = 0, which is just Eq. (22). Then it is 
readily verified that for every e: > 0, ~(t) :: TJ exp(iw + 
e:)t satisfies the equation 

~ + A~ + (H + e:h - e: 21) ~(t) = 0, 

so that the system (1) is not structurally stable. 

We summarize these results together with the re­
sults of Theorem 2 in the next theorem. 

Theorem 3: The following statements are equiva­
lent: 

(A) The system (1) is structurally stable. 

(B) A Liapunov operator of the form LP(T) exists 
where P(x) is a real polynomial of degree not exceed­
ing 2n-1. 

(C) There exist unique operators P (> 0) and a 
(anti-Hermitian) satisfying Eqs. (12) and (13). 

(D) There exists a unique operator Dl satisfying 
Eqs. (2) and (3). 

(E) The system (1) is stable, and for each eigenspace 
Sw' (~, L~) is of one sign for all nonzero ~ E Sw' 

Now that we have seen that structural stability is 
equivalent to the existence of Liapunov operators of 
the form LP(T), we consider the problem of construct­
ing such operators. Although it is not necessary to 
consider polynomials P(x) of degree exceeding 2n - 1, 
this is not terribly comforting if n is not small. For­
tunately, however, the number N of negative eigen­
values (counted according to their multiplicities) of 
H is a primary factor in determining the maximum 
degree of the polynomial P(x) required, and can often 
be used to advantage. 

Theorem 4: Let H have J positive eigenvalues 
(counted according to their multiplicities) and let M 
be the dimension of the nullspace of H. Let the system 
(1) be stable, so that there exists a complete L-canon­
ical set of eigenvectors {~kHn satisfying Eqs. (15) 
and (16), with real eigenvalues wk enumerated so that 
wt ~ w2 ~ .•• ~ wn and wn+1 ~ wn+2 ~ ••. ~ w2n · 
Then wJ > O,wJ+M ~ 0,w2n -J+1 < O,and w2n-J-M+l::; 0, 
i.e., at least J of the wt, ... ,wn are positive and at 
least J + M are nonnegative, while at least J of the 
wn+1"" ,w2n are negative and at least J + Mare 
nonpositive. 

Proof: We write 

~k=(:;k~J, k=1, ... ,2n, 

and by Theorem 7 of Ref. 1, there exist linear opera­
tors D 1 ,D2 , and P > ° such that Eqs. (33), (35), and 
(36) of Ref. 1 hold, i.e., TJk :: p1/2~k and U\ are eigen­
vectors and eigenvalues, respectively, of the Hermi­
tian eigenvalue problems 

WkTJ k = p-1/2 (H + Di D1 )P-1/2TJk , k = 1, ... ,n, 
wkTJk = - p-1/2 (H + D~D2)P-1/2TJk' k = n + 1, ... , 2n. 

(23) 
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Since D{ Dl ~ 0, it follows immediately from the 
minimax principle for the eigenvalues of a Hermi­
tian operator that H + D{ Dl has at least as many 
positive eigenvalues as does H and at least as many 
nonnegative eigenvalues as Hj since p-l/2 is Hermi­
tian positive definite, the number of positive eigen­
values as well as the number of zero eigenvalues of 
the operators H + D{ Dl and p-l/2 (H + D{Dl)P-l/2 

are identical. Therefore p-l/2 (H + DiDl)P-l/2 has 
at least J positive eigenvalues and at least J + M 
nonnegative eigenvalues. Similarly, since D~D2 ~ 0, 
- p-l/2 (H + D~D2)P-l/2 has at least J negative 
eigenvalues and at least J + M nonpositive eigen­
values. 

Theorem 5: Let N « n:= dimE) be the number 
of negative eigenvalues of H counted according to 
their multiplicity. Suppose the system (1) admits a 
Liapunov operator of the form LP(T), where P(x) is a 
real polynomial in x (Le., suppose the system is 
structurally stable). Then the degree of P(x) need 
not exceed 4N + 1, Le., there exists a real poly­
nomial f(x) of degree less than or equal to 4N + 1 
such that Lf(T) is a Liapunov operator. 

Proof: Let N « n) be the number of negative 
eigenvalues of H and let {~kHn be a complete L­
canonical set of eigenvectors satisfying Eqs. (15) and 
(16) with real eigenvalues wk enumerated so that 
w1 ~ w2 ~ ••• ~ wn and wn+l ~ wn+2 ~ ••• ~ ~n' If 
o is not an eigenvalue of H, we conclude from 
Theorem 4, with J = n -N, that w n+N +1 < 0 < wn-N" 
If 0 is an eigenvalue of H, then 0 is an eigenvalue of 
T [H1j = 0 implies T(a) = 0]. By assumption, the 
system is structurally stable, so that the sets Q+ := 
{u;., ... , w n} and Q_ := {wn+l1 ••• , w 2n } are disjoint, 

E. M. Barston, J. Math. Phys.12, 1116 (1971). 
E. M. Barston, J. Math. Phys. 8,523 (1967). 

3 E. M. Barston, J. Math. Phys. 8,1886 (1967). 

and therefore either 0 E Q+ or 0 E Q_, but 0 cannot be 
in both. If 0 E Q+ ,then we conclude from Theorem 4 
(with J + M = n - N) that wn +N +1 < 0:::: wn -N , while 
if 0 E Q_, Theorem 4 implies that wn+N+l :::: 0 < w n -N • 

Thus, in any case, wn+N+l < w n -N • Let r be the 
greatest integer:::: n such that wr > wn+N+l' and let u 
be the least integer ~ n + 1 such that Wu < wr • Then 
n - N:::: r:::: n, n + 1 :::: u :::: n + N + 1, wk < Wu for 
r + 1 :::: k :::: n, and wk > wr for n + 1 :::: k :::: u - 1. Let 
Wu < p < wr ' and define P1 (x):= x - p. Then P1 (WJYk > 
o for 1:::: k:::: rand u:::: k:::: 2n. Let Qi,." ,Q~ de­
note the distinct elements of the set {wkl r + 1 :::: k:::: n} 
and let Qi, ... , Qy denote the distinct elements of the 
set{wk In + 1:f k:::: u -I}, so that q:::: n - r:::: Nand 
y :::: u -1 - n :::: N. Since Qi. E Q+ and Q+ n Q_ = cP, 
there exists E > 0 such that the q closed intervals 
Ii := [Qi. - E, Qi. + E] are all disjoint and satisfy 
Ii n Q_ = cp, k = 1, ... , q. Similarly, there exists 
6> 0 such that the y closed intervals Ii:= [Qi - 6, 
Qk + 6] are all disjoint and satisfy Ii n Q+ = cp, k = 
1, ... ,y. We define 

P(x) := P1 (X)l~ (x - Qi. + E)(X - Qi, - E)J 

X~(X-Qi +6)(x- Qi -6l (24) 

Then by construction, Eq. (19) holds, so that LP(T) > 0 
and is therefore a Liapunov operator. The degree of 
P(x) is given by 1 + 2q + 2y :::: 1 + 2N + 2N = 1 + 4N, 
and the proof is complete. 
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The Schrodinger exchange operator for arbitrary spin has been used to form an interaction Hamiltonian for a 
nearest-neighbor model of ferromagnetism. Through use of the cluster expansion method and new group theo­
retic results in conjunction with the diagrammatic method, eight terms in the high temperature series for the 
zero-field partition function and the low-field susceptibility are obtained for arbitrary spin and general crystal 
lattice. Critical parameters are estimated from these series by means of various ratio tests and Pad~ approxi­
mants. For the cubic lattices the Curie temperature Tc and the critical index yare given by 

and y = 0.48 + 2.16 y-l for S > ~ ; 
= 1. 41 ± 0.02 for S = L 

respectively, where Y = 2S + 1. Comparison of these results with those appropriate to the Heisenberg model 
as well as to experimental values is made. The concept of multipolar ordering is also discussed. It is shown 
that for the present model all of the 2S "independent" multipolar phase transitions are exactly degenerate with 
the usual dipolar transition. 

I. INTRODUCTION 

For the Heisenberg model of ferromagnetism, high 
temperature series for various thermodynamic quan-

tities have been extensively studied and used to in­
vestigate critical properties of ferromagnetic sys­
tems. If we consider a ferromagnetic system contain-
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Since D{ Dl ~ 0, it follows immediately from the 
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structurally stable). Then the degree of P(x) need 
not exceed 4N + 1, Le., there exists a real poly­
nomial f(x) of degree less than or equal to 4N + 1 
such that Lf(T) is a Liapunov operator. 

Proof: Let N « n) be the number of negative 
eigenvalues of H and let {~kHn be a complete L­
canonical set of eigenvectors satisfying Eqs. (15) and 
(16) with real eigenvalues wk enumerated so that 
w1 ~ w2 ~ ••• ~ wn and wn+l ~ wn+2 ~ ••• ~ ~n' If 
o is not an eigenvalue of H, we conclude from 
Theorem 4, with J = n -N, that w n+N +1 < 0 < wn-N" 
If 0 is an eigenvalue of H, then 0 is an eigenvalue of 
T [H1j = 0 implies T(a) = 0]. By assumption, the 
system is structurally stable, so that the sets Q+ := 
{u;., ... , w n} and Q_ := {wn+l1 ••• , w 2n } are disjoint, 

E. M. Barston, J. Math. Phys.12, 1116 (1971). 
E. M. Barston, J. Math. Phys. 8,523 (1967). 

3 E. M. Barston, J. Math. Phys. 8,1886 (1967). 

and therefore either 0 E Q+ or 0 E Q_, but 0 cannot be 
in both. If 0 E Q+ ,then we conclude from Theorem 4 
(with J + M = n - N) that wn +N +1 < 0:::: wn -N , while 
if 0 E Q_, Theorem 4 implies that wn+N+l :::: 0 < w n -N • 

Thus, in any case, wn+N+l < w n -N • Let r be the 
greatest integer:::: n such that wr > wn+N+l' and let u 
be the least integer ~ n + 1 such that Wu < wr • Then 
n - N:::: r:::: n, n + 1 :::: u :::: n + N + 1, wk < Wu for 
r + 1 :::: k :::: n, and wk > wr for n + 1 :::: k :::: u - 1. Let 
Wu < p < wr ' and define P1 (x):= x - p. Then P1 (WJYk > 
o for 1:::: k:::: rand u:::: k:::: 2n. Let Qi,." ,Q~ de­
note the distinct elements of the set {wkl r + 1 :::: k:::: n} 
and let Qi, ... , Qy denote the distinct elements of the 
set{wk In + 1:f k:::: u -I}, so that q:::: n - r:::: Nand 
y :::: u -1 - n :::: N. Since Qi. E Q+ and Q+ n Q_ = cP, 
there exists E > 0 such that the q closed intervals 
Ii := [Qi. - E, Qi. + E] are all disjoint and satisfy 
Ii n Q_ = cp, k = 1, ... , q. Similarly, there exists 
6> 0 such that the y closed intervals Ii:= [Qi - 6, 
Qk + 6] are all disjoint and satisfy Ii n Q+ = cp, k = 
1, ... ,y. We define 

P(x) := P1 (X)l~ (x - Qi. + E)(X - Qi, - E)J 

X~(X-Qi +6)(x- Qi -6l (24) 
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retic results in conjunction with the diagrammatic method, eight terms in the high temperature series for the 
zero-field partition function and the low-field susceptibility are obtained for arbitrary spin and general crystal 
lattice. Critical parameters are estimated from these series by means of various ratio tests and Pad~ approxi­
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and y = 0.48 + 2.16 y-l for S > ~ ; 
= 1. 41 ± 0.02 for S = L 

respectively, where Y = 2S + 1. Comparison of these results with those appropriate to the Heisenberg model 
as well as to experimental values is made. The concept of multipolar ordering is also discussed. It is shown 
that for the present model all of the 2S "independent" multipolar phase transitions are exactly degenerate with 
the usual dipolar transition. 

I. INTRODUCTION 

For the Heisenberg model of ferromagnetism, high 
temperature series for various thermodynamic quan-

tities have been extensively studied and used to in­
vestigate critical properties of ferromagnetic sys­
tems. If we consider a ferromagnetic system contain-
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ing N particles of spin 5 with isotropic nearest­
neighbor exchange interactions, the Heisenberg Hamil­
tonian is given by 

N 

JC = - 2J I; SiOSj - g/J.H"L:.5zi , 
<ij> i=l 

(1) 

where J is the nearest-neighbor exchange constant, 
Si is the spin operator of an atom located at the lat­
tice site labeled i, g is the gyro magnetic ratio, /J. the 
Bohr magneton, H the z-directed external magnetic 
field, and 5z; is the z component Df Si' The first term 
in the Hamiltonian represents the exchange energy 
and the summation is taken over all nearest-neighbor 
pairs of atoms, denoted (ij);the sum in the second 
term is over all atoms and is the Zeeman energy of 
the system. 

The Heisenberg Hamiltonian linear in S; 0 S. which 
arises from a consideration of the Coulomb interac­
tion together with the Pauli principle is in fact only 
the lowest-order significant term in a perturbation 
expansion which when carried further leads to terms 
nonlinear in Si 0 Sj' l 

In order to study the properties of systems containing 
nonlinear terms In(SiOSj)n, in the Hamiltonian, the 
Schrodinger exchange operator has been used to form 
an interaction Hamiltonian for a nearest-neighbor 
model of ferromagnetism,2,3 

N 

JC = - JI; ~j - g/J.HI;5 zi ' (2) 
<ij> i =1 

Here ~j is the Schrodinger exchange operator and is 
a polynomial of degree 25 in Si oSj: 

2S 

~j = I; A,,(5)(Si OSj)n, 
n=O 

i ~ j. (3) 

The coefficients An are determined from the property 
that Pi· exchanges, or permutes, the spin coordinates 
of two Jatoms labeled i and j: 

or 
Pij I m)i I m')j = I m'\ I m)j 

PiP(i, j) = O(j, i)Pij , 

(4) 

(5) 

where O(i,j) is any operator which contains the spin 
operators of atoms i and j and I m)i and I rt/:;j are 
eigenstates of S zi and S zj , respectively. SchrMinger4 
has explicitly shown that 

P .. = (- 1)2S(1 + ~ (- 1)P ;; [M - q(q - 1)]\. (6) 
'J 1>=1 (p!)2 qel / 

whereM :::: 2 [5(5 + 1) +SiOSj]' The coefficients An 
typically have the values 

s = ~: Ao = t, 
S = 1: Ao = - 1, 

S=t:Ao=-~' 
A3 =~, 

5 = 2: AO = - 1, 

etc. 

A1 = 2, 

A1 = 1, A2 = 1, 

A 1 = -~, A2 = ¥S, 

Inclusion of these special combinations of nonlinear 
terms in the Hamiltonian may not be realized in 
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(7) 

nature. However, a study of this model gives detailed 
information about what effect such nonlinear terms 
should have on the critical properties of the system. 

Due to the permutation property of the SchrMinger 
exchange operator (5), the high temperature series 
can be extended further with less effort for the 
present Hamiltonian than for the Heisenberg Hamil­
tonian. For the case S = ~,the present Hamiltonian 
is identical to that of the Heisenberg model; Baker 
et al.5 obtained terms through T-9 for the close­
packed lattices and T-IO for the loose-packed lattices 
for the zero-field partition function series and the 
low-field susceptibility series. For S = 1, Allan and 
Betts2 obtained eight terms in these series for the 
face-centered cubic lattice. Such a large number of 
terms was obtained through the use of the cluster ex­
pansion method in conjunction with a technique making 
use of "Branching diagrams"; this is practicable only 
for the case of S equal to ~ or 1. We have developed 
a new method which can be applied to the case of 
arbitrary spin directly and hence obtained eight terms 
in the high temperature series for general crystal 
lattices. 

High temperature series expansions and the cluster 
expansion method are discussed in Secs.II and III, 
respectively; these ideas can be applied to any of the 
spin Hamiltonians usually studied. Sections IV and V 
contain group theoretical considerations and the dia­
grammatic method required to calculate the series 
coefficients for the present model. Details of the cal­
culations are given in Sec. VI and the explicit series 
results are presented in Sec. VII. Several checking 
procedures on the results are considered in Sec. VIII. 
In Sec. IX these high temperature series are used to 
estimate various critical properties by means of ratio 
tests and the method of Pade approximants. The signi­
ficance of the results as well as the concept of multi­
polar ordering is found in Sec. X. 

II. HIGH TEMPERATURE SERIES EXPANSIONS 

A. Preliminary Remarks 

For any spin Hamiltonian JC the high temperature 
series expansion method introduced by Kramers6 and 
Opechowski 7 makes use of a result of the form 

z = tre- SX 

= trI[l - /3 (JC) + (/32/2!)(X2) 

- (/33/3!XJC3) + ... ], (8) 

where Z is the partition function, {3 = (kB T)-l, kB is 
Boltzmann's constant,(JCn) = trJCn/trI, and I is the 
unit matrix. Related thermodynamic functions can 
then be expressed as ascending series in powers of 
l/T by evaluating the leading coefficients in the 
series for various crystal lattices. The first few 
terms of these series provide a good approximation 
to each thermodynamic quantity at high temperatures. 
Furthermore, extrapolations from such truncated ex­
pansion series are considered to be the most power­
ful theoretical approach yet developed for obtaining 
estimates of the various critical parameters. 

B. Zero-Field Partition Function and Related 
Thermodynamic Functions 

Since the various thermodynamic functions are re-
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lated to the partition function by in Z ,it is convenient 
to express the partition function in the form InZ. 
Moreover, since InZ is an extensive quantity, con­
siderable simplification can be made in the derivation 
of high temperature series by means of the cluster 
expansion method, as will be discussed in the next sec­
tion. We introduce the following convenient notations: 
Y = 2S + 1, X=: S(S + 1), QI = gJlH/J, K= J/kBT, 
and 

(9) 

for the exchange interaction model, 
(10) 

= 2 Es.·s., 
<ij> Z J . 

for the Heisenberg model, 

= 2 E S zi S zj , for the Ising model. 
<ij> 

Then, 

Je =: -J(CP + QlQ) = Jeo -JaQ. (11) 

For a system which consists of N particles of spin S, 
trI =: yN. In zero external field, . 

(12) 

InZ = NlnY + In (1 + ~ ~~ (CPn») , (13) 

from which it follows on expanding the logarithm 

~ 00 Kn 
InZ =: NlnY + E en,' (14) 

n4 n. 
with 

a +a +· .. ·+a -1 
e = E (- 1) 1 2 P (a 1 + Ql 2 + ... + Qlp - 1)! 

n Ql1 !Ql2 ! ~ •• Qlp ! (a1 !)Cl1(a2 ! t'2 • •• (ap!)Clp 

X (CP a1)Cl1(cp a 2)" 2 ••• (cpap)Clp• (15) 

The summation is taken over all partitions of the in­
teger n, namely, all sets of positive integers (a11 a2' 
•• " ap; Qll, Ql2' ••• , ap) which satisfy the conditions 

a 1Q11 + a 2Q12 + ... + apQlp =: n 
and 

Each thermodynamic function series can now be 
directly obtained from Eq. (14): 

internal energy: E =: kBT2 OaT (lnZ) 

o 
== - J oK (lnZ), 

a entropy: S:::: kBoT (TlnZ) 

= _ k K2_a_ (InZ) 
11 oK K ' 

specific heat: C v = kB_o-(T2~ InZ) 
aT aT 

0 2 
== kBK2- (lnZ). 

aK2 

(16) 

(17) 

(18) 

(19) 

(20) 

C. Low-Field Susceptibility 

The low-field susceptibility is defined as 

X = limkBT ~ InZ:::: limkBT (gJJ.L)2 ~ InZ. 
H~O oH2 Cl~o \ a a 2 

Since Cp and Q commute, (%a){CP + QlQ)n = 
n(CP + aQ)n-1Q. It is then straightforward to show 
that 

X = [(g/l)2/kBT]6(Q), 

(21) 

(22) 

where 6(Q) :::: (Q2)e - (Q)l is the zero-field thermal 
fluctuation of Q, and, for any operator A, 

(A)e :::: trAe -/3X
o 

:::: f; Kn (cpnA) / f; Kn (cpn). (23) 
tre-I\Xo n~on! 1 n=on! 

As a consequence of the fact that InZ is an even 
function of the external field, tr (pnQ = 0 for all n; 
hence, (Q)e = 0, so that we can rewrite X in the form 

(g/l)2X ( 00 Kn) 
X == -3k T N + E an -, • (24) 

11 n=1 n. 

It is easy to show that the coefficients a n satisfy the 
recursion relation 

n-l 
a - 3 «pnQ2) '" n! (tn n- k) n-x - (;;0 k!{n-k)! akV' , 

(25) 

with ao = N. In order to obtain the terms e k and ak , 

we must calculate the quantities < (pn) and < (pnQ2) for 
n <:; k. Here the matrices (p and Q are of order 
(2S + 1)N. For real crystals, N --') (Q, and direct com­
putation of the required traces is impossible. How­
ever, there are two alternative methods of handling 
the calculation. In the next section we discuss the 
cluster expansion method, while the diagrammatic 
method is considered in Sec. V. 

m. CLUSTER EXPANSION METHOD 

A. Preliminary Remarks 

The use of the cluster expansion method in deriving 
series expansions for magnetic systems was first 
suggested by Domb.8 It was pointed out that high 
temperature series for extensive quantities for in­
finite lattices (N ~ (Q) can be obtained simply by cal­
culating the corresponding series for clusters of 
finite sites. One advantage of this method as com­
pared to the diagrammatic method is that the number 
of configurations that one has to consider are consid­
erably smaller than that required in the diagrammatic 
method. More important, however, is the fact that 
most of the calculations called for in the cluster expan­
sion method can easily be done on a fast computer. 

The general method of the cluster expansions has 
been developed by many authors and derived in a 
number of different ways. In this section we intro­
duce a new proof of an essential theorem of this 
method (Theorem 1), which can be applied directly to 
the calculation of the high temperature series for any 
spin Hamiltonian. 

B. General Concepts 

A (linear) graph is a collection of points with lines 
joining certain pairs of pOints. If a subset of pOints 
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are joined successively by lines, the assembly of 
these lines is called a path connecting the initial and 
the final pOints. A graph is said to be connected if 
any two points in the graph are connected by a path. 
Otherwise, the graph is said to be disconnected. 
Clearly, any graph consists of connected graphs, and 
each connected graph is called a component. If the 
initial point and the final point of a path coincide, we 
speak of a cycle. A set of different cycles is said to 
be independent if none of the cycles can be made up 
of parts of other cycles. The maximum number of 
independent cycles in a graph is called the cyclo­
matic number of the graph. It is well known that for 
a connected graph 

C:::: l-p + 1, (26) 

where c is the cyclomatic number, R. the number of 
lines, and p the number of points in a graph. In 
general, if we denote the number of connected com­
ponents in a graph by n, then 

C = 1- P + n. (27) 

A connected graph is said to be closed if any point in 
the graph has at least two lines connected to it. Other­
wise, it is said to be open. 

If g .. andgs are two graphs having no points in com.­
mon, the union of these two graphs, denoted g, U gs, IS 

the collection of all points and lines of g, and gs' A 
graph g is a sub graph of G if any point in g is a point 
in G and any line in g is a line in e. A graph e' is 
said to be isomorphic with G if there is a one-to-one 
correspondence between their points such that pairs 
of points are joined by lines in G' if and only if the 
corresponding pairs of points are joined in G. The 
lattice constant9 of a graph g on a graph G is the num­
ber of subgraphs of G isomorphic with g, denoted 
(gi G). (gi G) is sometimes abbreviated as fg] if G is 
not specified. Lattice constants of disconnected 
graphs can be expressed in terms of lattice constants 
of connected graphs. For example, consider the equa­
tion shown in Fig. 1. The first term on the right-hand 
side is of second order while the others are of first 
order in the lattice constants of connected graphs. In 
general, lattice constants of disconnected graphs 
having n connected components will consist of terms 
from the first order to the nth order in lattice con­
stants of connected graphs. 

C. New Derivation of the Cluster Expansions 

Let ¢( g) be any quantity associated with the graph g. 
¢ is said to be extensive if, for any graphs g .. and g;, 
having no points in common, 

(28) 

that is, the quantity ¢ of two graphs considered to­
gether is the sum of the quantities of the two graphs 
considered separately. The number of lines and the 
number of pOints in a graph are obviously extensive. 
(gi G) is also an extensive quantity of e, i.e., 

[LJ] = [L.] (I) - (N] 

- 3[L.) 

FIG. 1. Example of expressing 
the lattice constant of a diS­
connected graph in terms of 
lattice constants of connected 
graphs. 
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(29) 

Suppose that a graph C? consists of the number 1r; of 
connected graphs gi' Z = 1,2,3, ..•. Let ¢(G; t) be an 
extensive quantity of G and t be a set of parameters 
independent of graphs. By the extensive property of ¢, 

</>(G; t) = E </>(gi; t)1ri • 
; 

(30) 

U sing the extensive property of the lattice constant 
as expressed by Eq. (29), set g :::: Ih for j = 1,2,3,.··. 
We then have a set of linear equations 

If the graphs are labeled in the graph dictionary 
order such that 

(31) 

Ii ~ IJ' for i < j, (32) 

where li and lj are the numbers of lines of graphs gi 
and 1Jj, respectively, it is then obvious that 

{gj; gil == 0, for j > i, (33) 

== 1, for j == i. 

Define a matrix A with elements Amn :::: (gmig;J. Equa­
tion (33) then means that A is a triangular matrix 
with the lower triangular elements equal to zero. 
Furthermore, all the diagonal elements are unity. 
Therefore, A is nonsingular and its inverse exists. 
From Eq. (31), we get 

1ri :::: ~ (A-l )ij{gj; e), i == 1, 2, 3, ... , (34) 
j 

where (A -I) ij are elements of the inverse matrix of A • 

Substituting Eq. (34) into Eq. (30) yields 

¢(Gi t) :::: ~ ~ ¢(gii t)(A-l)ij(g;; G) 
, J 

:::: L; Fj (t)( 1Jj; e), (35) 
J 

where FP) :::: E/g;;;t)(A-I\j is independent of G. Since 
G may be any graph, let G :::: gi' Equation (35) yields 

¢(gi; t) :::: ~ FP)(gj; g;). (36) 
J 

On substituting Eq. (33) into Eq. (36) and rearranging 
terms, we obtain an important theorem formulated by 
Sykes et al. IO 

Theorem 1: If cp(Gj t) satisfies the extensive 
property, then </> can be expressed by Eq. (35) in which 
Fj(t) are given by the recursion formula 

j-I 

FP) :::: cp(~;t) - ~ (gi; ~)Fi(t) (37) 
FI 

and 
FI(t) :::: CP(gl; t). (38) 

D. Application to Magnetic Systems 

In a nearest-neighbor model of any of the spin Hamil­
tonians, if spin sites are represented by points and 
interactions between nearest-neighbor sites are repre-
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sented by lines joining the corresponding pairs of 
points, then systems represented by graphs isomorphic 
to each other will have the same physical properties 
and systems which consist of a number of independent 
subsystems will be represented by disconnected 
graphs. Let cp(C) be any quantity of a magnetic system 
represented by a graph C. It is clear then that InZ (C) 
and X (C) satisfy Eq. (28) since InZ and X are extensive 
thermodynamic quantities. We can then use Theorem 1 
to calculate InZ(C; t) and X(C; t) for any cluster or 
crystal lattice C and for a set of parameters t, such 
as temperature T, spin value S, external magnetic 
field H, exchange constant J, etc. In high temperature 
series expansions, we express F j [in Eq. (35)] in 
powers of K(== Jill B T) 

00 

F j == :0 in(!;j)Kn. 
n 0 

(39) 

Theorem 1 is useful because in most cases i)gj) == 0 
for n < l .• This will be explicitly shown in Sec. V for 
the pres~nt Hamiltonian when cp == InZ or X. There­
fore, if we want to obtain series up to the kth power in 
K for cp(C), we need only calculate cp(gj) and hence Fj 
for connected graphs having up to k lines. Thus, in­
stead of considering infinite lattices, we bave reduced 
the problem to clusters of finite size. 

IV. APPLICATION OF GROUP THEORY 

A. Symmetric Group 

A rearrangement of the order of N symbols is called 
a permutation. There are N! number of possible per­
mutations on N symbols. The set of all these permu­
tations form a group called the symmetric group of 
degree N, denoted SN' Each elements in SN can be 
written as a product of independent cycles. For ex­
ample, the permutation by which {a, b, c, d, e,j, g} is 
replaced by {b,j, c, e, d, a,g} can be written as (abi) 
(c)(de)(g). Each ( ) is called a cycle, and the number 
of symbols in ( ) is the order of the cycle. In writing 
a permutation as the product of cycles, cycles of 
order 1 need not be mentioned. Furthermore, the se­
quence of appearance of the cycles as well as the first 
symbol in each cycle is arbitrary. 

Cycles having no symbols in common are said to be 
independent. A cycle of order 2 is called an inter­
change. Any cycle of higher order can be expressed 
as a product of interchanges (having symbols in com­
mon). For example, 

(abc" 'de) == (ae)(ad)'" (ac)(ab). (40) 

Permutations which are products of an even number 
of interchanges are called even permutations. Other­
wise, they are called odd permutations. It is straight­
forward to show that 

(fg)(fa· .. bgc·" ·d) =: (fa .. ·b)(gc,,·d) (41) 
and 

Ug)Ua'" b)(gc' "d) = (fa .... bgc'" ,d). (42) 

Equations (41) and (42) imply that for any group ele­
ment, say P, when multiplied by an interchange (fg), 
(ig)P has one more cycle than P if i, g belong to the 
same cycle in P and has one less cycle than P if i, g 
belong to different independent cycles in P. 

Elements in SN are divided into classes. Elements 

which have the same cycle structure are transforms 
of one another by elements in SN and belong to the 
same class. Elements which belong to the class 
(a~l a~2 ••• a?,) have ()Il cycles of order a1' ()I2 cycles 
of order a2 , •• " and ()Ip cycles of order ap ' The num­
ber of classes in SN is equal to the number of parti­
tions of the integer N, and each class is labeled by a 
partition of N. The number of group elements in a 
class is called the order of the class. For the class 
k == (a~l a~2 ••• apCl.P), its order hk is 

h - N '/0' '''' , ... '" 'aCl. l aCl.2 ... aCl.p 
k - • 1' .... 2' .... p. 1 2 P • (43) 

Associated with SN there is a finite number of in­
equivalent representations, called irreducible repre­
sentations. Each irreducible representation is also 
labeled by a partition of N. Since elements of a class 
are transforms of one another, their matrices in any 
representation, say II, have the same trace. This value 
is referred to as the character of the class k in the 
representation II, denoted x~). 

Below we summarize some group theoretic results 
which will be useful in deriving high temperature 
series for the present Hamiltonian. 

For the irreducible representations II and II' , we have 
the orthogonality relations 

"hk (v) (v,) 
LJ n Xk Xk == °11/)1' 
k 

and" hk (II) (II) 

LI h X k Xk' = 0kk l ' 
V 

(44) 

(45) 

where hk is the order of the class k, h == N! is the 
order of SN' and the summations:0k and ~v are taken 
over all classes k and all irreducible representations 
v, respectively. 

Let per) be any matrix representation of an element 
P in SN' p(r> can be resolved into a direct sum of nv 
number of J) irreducible representations, i.e., the mat­
rix p(r> now takes the form of a series of blocks, the 
irreducible representations, placed along the principal 
diagonal, which can be written as 

p(r> == E flyP(~. 
II 

From Eq. (44), we get 

_ "hk (u) (r) 
n/l-LlllXkXk' 

k 

(46) 

(47) 

For two irreducible representations labeled by a pair 
of conjugate partitions J) and ii, we have 

(v) ± (ii) 
Xk == )(k' ( 48) 

with the plus sign applying for even classes and the 
minus Sign for odd classes of permutations. 

If we sum the matrices of an irreducible representa­
tion v for all elements of a class k, we obtain a mUl­
tiple of the unit matrix: 

(49) 

where xr~ is the matrix dimension of the irreducible 
representation J). 
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Using these equations, we now prove several useful 
new theorems. 

B. New Theorems 

Theorem 2: URis any matrix which commutes 
with all elements of SN in a matrix representation r, 
then 

h 
tr[(<l'(r)"R] = .E '6 tr(cp(v»n hk x'K)tr[p~r)R], (50) 

v k 

where (p(r) and (p(v) are sums of elements in S N in the 
r and the J) representations, respectively, P k is any 
element in the class k, and the summations are taken 
over all irreducible representations J) and all classes 
k. 

Proof: The condition that R commutes with all ele­
ments of SN in a matrix representation r and the fact 
that elements of a class are transforms of one another 
imply that trp(r)R have the same value for all ele­
ments P which belong to the same class. Since pro­
ducts of elements in SN are also elements in SN' (\In 
as well as Cp is a sum of elements in SN' It is then 
sufficient to show that for any element, say P, in SN 

h 
trp(r)R = '6 '6 trP(V)_,k x'K)trP(~)R. (51) 

v k ~ 

Let P belong to the class k'; trP(v) = x<J;). By Eq. (45) 

h E E xCv) 2. XCV) trp(rlR 
v k k' h k k 

= 6 ~,trP(1)R (52) 
k 

= trP<pR. 

Equation (51) and hence Eq. (50) then follow. 

Theorem 3: U J) and ii are two irreducible repre­
sentations labeled by a pair of conjugate partitions of 
Nand Cp is a sum of odd permutations in SN' then 

(53) 

Proof: Since a product of n odd permutations is an 
even permutation if n is an even number and is an odd 
permutation if n is odd, Eq. (53) follows from Eq. (48). 

C. The (2S + ON-Dimensional Representation of SN 

For a system containing N particles of spin S, it is 
clear that matrices of the SchrOdinger exchange opera­
tors P

ij 
and their products form a (2S + 1)N -dimen­

sional representation of SN' It is convenient to choose 
the basis of the (2S + 1)N -dimensional vector space 
as the eigenstates of the z component of the spins of 
the N particles, 11'11 1) 1m 2)" ·lmN ). In this section we 
restrict our attention to this representation. Unless 
otherwise specified, matrix representation of opera­
tors will be in this representation. We first prove the 
following results: 

tr(ijk" 'l) = 6 L; ... 6 6 (6 m .,m 0m.,m ••• ·Om.,m ) 
m i mj mk ml J} l k • I 

= L; (1) = Y. (54) 

All sums in this equation, and those following directly 
after, range from - S to + S. Similarly, 
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(55) 

where 
U~ = y-1E(mn), (56) 

'" and 

trSn.Sn. (ik·· ·J·l···) 
ZI ZJ 

= '6 '6' .. E E· .. (rn~ mjom.,m ••• 0m .. m .fJm.,1/t ••• ) 
7I'i 7/t

k 
mj ml I k • J • 1 

= '6 (rn~n) = YW2n · (57) 
mi 

Let us express any element in SN' say P, as a product 
of independent cycles: 

P = (abc'" d)(ijk···l)··· (xy •.. z). (58) 

P may be considered as a direct product of each cycle, 

P = (abc"'d) x (ijk'''Z) x ",x (xy",z). (59) 

By the trace property of the direct product, 

tr(A x B) = (trA)(trB), 

it follows from Eqs. (54), (55), and (57) that 

trS~iP = WntrP, 
and 

trS~iS~P = W2n trP, if i = j or i, j belong to 

the same cycle in P, 

= W~trP, if i,j belong to different 

(60) 

(61) 

independent cycles in P. (62) 

For the case n = 1, Wl = 0 and W2 = X/3. If the ele­
ment P belongs to the class k = (a~la~2 • •. a;P), then, 
from Eqs. (54), (60), and (62), 

where the summations are from 1 to N. 

It also follows from Eqs. (41), (42) and Eqs. (54), (60) 
that 

trPi? = YtrP, if i, j belong to the (65) 

same cycle in P, 

= y-1trP, if i, j belong to different 

independent cycles in P. 

V. DIAGRAMMATIC METHOD 

A. Preliminary Remarks 

The diagrammatic method has been extensively used 
in deriving high temperature series for various spin 
Hamiltonians. In this section, the procedure previous­
ly used for the Heisenberg Hamiltonian by Rushbrooke 
and Woodll will be modified for the exchange inter­
action Hamiltonian. The labor of evaluating series 
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coefficients by this method is much greater than the 
labor involved in the previously described cluster ex­
pansion method. However, there are a number of im­
portant results that can be directly proved by the 
diagrammatic technique which are not at all obvious 
from a consideration of the cluster expansion method. 

B. Zero-Field Partition Function 

For the exchange interaction model (pn in Eq. (12) is 
a sum of products IIPij and each product contains n 
factors l1j. There is a correspondence between pro­
ducts in (pn and diagrams of n lines on the lattice. For 
each of the n factors p. in the product, when we draw 

'J 
a straight line connecting lattice sites i and j, we 
obtain a diagram of n lines. The diagrams may be 
connected or disconnected, and may have more than 
one line joining a pair of points. 

Following Rushbrooke and Wood, 11 we can write 

where ~t~n sums over all diagrams Dj of n lines. 
[D.] is the number of times that the diagram Dj will 
oc~ur on the lattice. (D.) is the weighting factor, or 
the contribution of the diagram Di to «(pn). For. a dia­
gram D having n lines between P points, followmg 
Rushbrooke and Wood, 

(D) = Y-P ~ tr()()'" ( ), (67) 
perm 

where each bracket is a SchrCidinger exchange opera­
tor P .. which corresponds to the line joining pOints i 

'J 
and j in the diagram D and ~perrn sums over all dif-
ferent permutations in the order of appearence of the 
brackets. 

The occurrence factor of a diagram on a lattice has 
the same meaning as the lattice constant of a graph. 
The only difference is that for graphs we speak of 
diagrams which have at most one line connecting a 
pair of pOints. Some typical examples of the relation 
between the occurrence factors of diagrams and lat­
tice constants of graphs are shown in Fig.2. As men­
tioned in Sec. III, lattice constants of disconnected 
graphs can be expressed in terms of lattice constants 
of connected graphs. Let Ajl{> signify that part of q, 
which is of ith order in the lattice constants of con­
nected graphs. We can then write 

(68) 

As shown in the section on the cluster expansion 
method, Eq. (35), any extensive quantity, such as In 2; 

or X is of first order in lattice constants of connected 
graphs. Hence by Eq. (12), 

(69) 

Those parts of higher order in lattice constants of 
connected graphs will cancel exactly when trans­
formed from Z to In Z. Comparing Eqs. (14) and (69), 
we have 

(70) 

In the limit N -7 00, lattice constants of connected 
graphs will be directly proportional to N. Al then 
means nothing more than "the part proportional to N." 

C. Low-Field Susceptibility 

When a finite external magnetic field is applied, the 
partition function can be written in the form 

00 Kn 
InZ = NlnY + ~ ,A1«(P + aQ)n). (71) 

n=l n. 

Since (p and Q commute and «(jlnQ) = 0, it is easy to 
show that 

(72) 

For n = 0, (Q2) = NX/3. Comparing Eqs. (24) and (72) 
yields 

an = (3/X)A1«(pnQ2). (73) 

The situation in calculating «(pnQ2) is similar to that 
involved in «(pn). We again have a correspondence 
between terms lIP .. produced on expanding (pn and dia­
grams of n lines ori the lattice, but now, besides the n 
lines, a diagram will contain two crosses. These are 
denoted +, and are placed on those sites from which 
we have extracted terms like SZjSZj from Q2. When 
two crosses COincide, we speak of a double cross, 
denoted *. 
There are five kinds of ways in which two crosses 
may be added to a diagram D: 

(a) D*, a double cross superposed on D, 

(b) D++, two crosses superposed on different sites of 
D, 

(c) D+ +, one cross superposed on D, another not on 
D, 

(d) D *, a double cross not superposed on D, 

(e) D + +, two separated crosses not superposed on 
D. 

Since (Sz') :::: 0 and (S~) = X/3, by the trace property 
of the di~ect product, we immediately find that dia­
grams (c) and (e) have zero contributions to «(pnQ2) 
and that diagram (d) contributes an amount (X/3) (D) 
to «(pnQ2). Let P be the number of points contained in 
the diagram D. Then we have that the occurrence 
factor, for diagram (d), [D *] = [D]['] - P [D]. There­
fore, as far as terms of first order in lattice constants 
of connected graphs are concerned, it is equivalent to 
say that the diagram (d) has occurrence factor [n] 
associated with the weighting factor - (pX/3XD). 

For diagram (a) the double cross can be superposed 
on any of the p points. For diagram (b) there are 
P(p - 1) ways to superpose the two crosses on D. If 

FIG. 2. Examples of the relation between the 
occurrence factors of diagrams and lattice 
constants of graphs. 

[Q] = 3[L] 

(OJ = 2(0) 
[D.A] = [.6.;\) 

[7="J = [~J 
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we sum up these p2 diagrams, with occurrence factor 
[D], their contributions to (<pnQ2), denoted (DQ2),willbe 

- p 
(DQ2) = y-p ~ tr( )( ) .•• ( )(BSZi )2. (74) 

perm i=1 

Therefore, including all five kinds of diagrams, with 
occurrence factor [D], the weighting factor of the dia­
gram D to A1(<P nQ2),denoted (DQ2), will be 

(DQ2) = (DQ2) - (PX/3)(D). (75) 

Hence 

an = (3IX) B A1 [Di][(D8 2) - Pi(X/3)(Di )]. (76) 
li=n 

where Pi is the number of points in Di• By rewriting 
the products IlP .. as products of independent cycles, 
the traces in Eq~. (67) and (74) can be obtained from 
Eqs. (63) and (64). (vi) and (D8 2) are then determined. 
Note that for the present Hamiltonian these five kinds 
of diagrams can be considered together and the cal­
culation of the coefficients an is greatly simplified. 
For the Heisenberg Hamiltonian, weighting factors of 
these five kinds of diagrams have to be considered 
separately. 

D. Further Theorems 

If we express ~ [Dd in terms of lattice constants of 
connected graphs, denoted [g;), we can rewrite en and 
a,. as follows: 

(77) 

and 

(78) 

where ~i sums over all connected graphs gi' We then 
prove the following: 

Theorem 4: 

(79) 

Proof: This is obvious since those diagrams with 
occurrence factor containing [gi] must have ti lines 
or more, and they contribute to en and an for n ~ ti. 

Theorem 5: H we define cycles of diagrams simi­
lar to those for graphs presented in Sec. III, then 
for diagrams containing n lines and c independent 
cycles their contributions to en and an contain terms 
y-n+2k, where k ranges from 0 to c, but 2k ~n. 

Proof: As mentioned in Sec. IV, for any group ele­
ment P, (f g)P has one more cycle than P if f, g be 
long to the same cycle in P and has one less than P 
if f ,g belong to different independent cycles in P. 
Assume that the diagram contains P points. The iden­
tity element will have P different independent cycles, 
namely, (1) (2) ... (p). Consider one of the products 

<!>' OJ, NI. LA, 
Y!\, NI\, L.lf. Y/f. 
Nlf, i\i\j. /\//f, ffIff 

FIG. 3. Let the first graph be 
lli' All diagrams of five lines 
with occurrence factors con­
taining [gil are shown. This 
illustrates the fact that dia­
grams of li lines with occur­
rence factors containing [gil 
consist of subgraphs of gj. 
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of n factors (ij) occurring in Eqs. (67) and (74), and 
multiply successively to the identity element, first, 
the nth factor, then the (n - l)th factor, etc., and 
finally the first factor. Since each multiplication 
either decrease or increase the number of different 
independent cycles by I, the resultant product will 
contain P - n + 2k different independent cycles. Here 
k is the number of times that i,j happen to occur in 
the same cycle in the product which is to be multi­
plied by (ij). This can happen only when i,j are 
joined by paths other than the line ij, or ij must be a 
line of a cycle. Therefore, k .;; c. Also, the number 
of independent cycles may not be greater than p, 
2k .;; n. Equation (63) says that for any permutation 
containing t different independent cycles its trace in 
the (25 + l)P-dimensional matrix representation is 
yt. Theorem 5 then follows from a consideration of 
Eqs. (63) , (67), (70) and Eqs. (64), (74), and (76). 

A consequence of this theorem is that en (gi) and 
an (gj) contain terms y-n, y-n +2, ••• , which we can 
write as 

en(g) = e~n)(g;>y-n + e~n-2) (gi)y-n+2 + ... 
+ e~)(gi)Y-l [or e~O)(gi)] (80) 

and 
an(gi) = a~n)(gJy-n + a~n-2)(g.)y-n+2 + ... 

+ a~l)(gi)Y-l [or a~O)(gi)]' (81) 

Theorem 6: 

e~n+2k) (gi) = a~-n+ 2k) (gi) = 0, for k > ci + n - ip 

(82) 

where ci is the number of independent cycles and 4 is 
the number of lines in the connected graph gi' 

Proof: Consider first the case that n = ii' Dia­
grams of ii lines which have an occurrence factor 
containing [g J are those which consist of subgraphs 
of gj , and hence cannot have more cycles than gi' For 
example,letgi be the connected graph in Fig. 3. 
Other diagrams of five lines with occurrence factor 
containing [gj] are those disconnected graphs shown 
in the figure. Hence from Theorem 5, Theorem 6 is 
proved for the case n = ii' When n > ii' we can 
superpose the additional n - ii lines on gi' Each 
line superposed on gj is equivalent to forming an 
additional cycle in the resultant diagram, and the 
maximum number of independent cycles will be ci + 
n - ti in some of the n diagrams which have occur­
rence factors containing [g J. This then completes 
the proof of Theorem 6. 

Theorem 7: 

(83) 

Proof: Consider a diagram D of P points and n 
lines which has occurrence factor containing [gi]' 
Those products ITPij in Eqs. (67) and (74) which con­
tribute to a~O) must be equal to the identity operator. 
Since trIQ2 = pX/3, Eq. (83) follows from Eq. (75). 

Theorem 8: 

(84) 
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Proof: Those products in Eqs. (67) and (74) which 
contribute to e~l) and aSl ) must contain p - 1 cycles, 
or belong to the classl p-2 2. From Eqs. (63) and (64),for 
permutations P belonging to the class IP- 22, 

trP C~l Sz12 = -j(P + 2)YP-l (85) 

and 

trP = yp-I. (86) 

From Eqs. (67), (74), and (75), the contributions of 
these products to </J) and (3/X)(DQ2) will be y-I and 
2y-l, respectively, Theorem 8 then follows. 

VI. CALCULATIONS OF SERIES COEFFlCIENTS 

A. Clusters With Up to Seven Sites 

From the discussion in Sec. III we know that in order 
to obtain the high temperature series for general 
lattices up to the seventh power in K(= J/kBT), we 
must calculate the corresponding series for clusters 
having up to seven lines. For computational conve­
nience we group these clusters into two categories, 
those having up to seven points and those containing 
eight points. Consider first clusters with up to seven 
pOints and seven lines. They are labeled in the graph 
dictionary order such that Eq. (33) is satisfied.12 

To calculate the coefficients in the zero-field parti­
tion function and the low-field susceptibility series 
for finite clusters we make use of Eqs. (15) and (25), 
in which the quantities tr<pn and tr<pnQ2 for n .; 7 are 
obtained from Theorem 2 by setting R equal to the 
unit matrix and Q2, respectively. Now <p(r) in Eq. (50) 
is a sum of Schrooinger exchange operators which 
correspond to the lines in each cluster. hk and X<t:) are 
available in a number of texts which deal specifically 
with the symmetric group.1 3 The values of trPk and 
trPkQ2 can be calculated by Eqs. (63) and (64). Corre­
sponding to <p(r>,<p(v) is a sum of interchanges in the 
irreducible representation v. The explicit form of the 
permutation matrices in any irreducible representa­
tion can be obtained by the technique introduced by 
YamanouchL14 

For two conjugate representations tr<pn are related 
to each other by Eq. (53) and hence only one of the 
traces need by calculated. The quantities tr(<p{v»n 
were calculated on a computer for all required clus­
ters with up to seven points. The size of the greatest 
matrix involved in the calculation is of dimension 
35 x 35. 

B. Clusters Containing Eight Sites 

For clusters with seven lines and eight sites, we can 
still evaluate the high temperature series following 
the procedure just described. However, for the sym­
metriC group of degree eight some of the irreducible 
representations are of dimension 70 x 70 and the 
trace calculation on a computer would have been too 
expensive for us. From Eq. (26) we have that clusters 
with seven lines and eight points contain no cycles. 
It then follows immediately from Theorem 4 that for 
these clusters en (gi) = an (gi) = 0 for n .; 6 and from 
Theorem 6 that e7 (gj) and a7 (gi) can be written in the 
form 

(87) 

and 

a7(gi) = a¥)(g;ly-7. (88) 

For S = ~ the exchange interaction Hamiltonian is 
identical to the Heisenberg Hamiltonian, and the high 
temperature series for these two models are the 
same. It is known that for the Heisenberg model 
graphs with n lines containing no cycles will not 
contribute to en and the only graph with n lines con­
taining no cycles which contributes to an is the sim­
ple chain.15 Therefore, e7 (gJ = a7 (g) = 0 for all 
clusters of eight pOints with the exception that for the 
simple chain ~7(gi) = 10 080y-7. This value was ob­
tained from Eq. (88) together with the results of Domb 
and Wood I 5 ; for the case of spin ~ and for the simple 
chain of eight points they obtained a7 (g;) = 10080 X 

2-7 , 

VII. SERIES RESULTS 

The simplest way to represent the series coefficients 
en and an [see Eqs.(14) and (24)] for any finite clus­
ter or crystal lattice is in the form of Eqs. (77) and 
(78) together with Eqs. (80) and (81). The number of 
graphs which contribute to e 1 - e 7 are 1,1,2,4,7,15, 
and 29, respectively, while the numbers of graphs that 
contribute to a l - a7 are 1,2,4,8, 16, 35, 82, respec­
tively. The values of e~m)( gil and a~m) (gil for these 
graphs are given in Appendix D of Ref. 12. 

For regular lattices, e.g., body-centered cubic and 
face-centered cubic lattices with N -t co, the lattice 
constants of connected graphs are proportional to N, 
and lattice constants of open graphs can be expressed 
in terms of the lattice constants of closed graphs and 
the coordination number of the lattice, We rewrite 
Eqs. (14) and (24) in the form 

00 

lnZIN = InY + 6 enKn, 
n = 2 

(89) 

and 

x = fT (1 + ~ a x n) 
n~ 1 n , (90) 

where C = N(g/J.)2X/3kB • Note that the numbers n! do 
not appear in these expressions and that e 1 has been 
set equal to zero by adjusting the zero of energy such 
that the internal energy is equal to zero at infinite 
temperature, that is, the constant y-l is subtracted 
from P jj to make JC traceless. The coefficients en 
and an will be written in the form 

en = e~n)y-n + e~n-2)y-n+2 + ... 

+ e~)Y-l (or e~())), (91) 

an = a~n) y-n + a~n -2) y-n+2 + .. , 

+ a~)y-2 (or a~)y-l). (92) 

The various quantities e~m) and a~m) are then given 
below: 

e~O) = t(o + 1), e~) = - t(o + 1), 

e~1) = - H(o + 1) - 6P3]' 

e~) = H(o + 1) - 6P 3 ], e~) = - M(o + 1)2 - 12p3]' 

e~) = A[(o + 1)(0 + 4) - 84P 3 + 24p 4]' 
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e~4) = - i(a+ 1) - 24P 3 + 8P 4), 

e~) = to [(a + 1)(5a + 4) -15P3(2a + 7) + 40p 4 + 30P Sa], 

e~3) = - h [(a + 1)(0 + 2) - 3P 3(2a + 31) + 56P 4 - 12ps 

+ 30P sa )' 

e~) = to [(a + 1) - 60P3 + 40P4 - lOPs + 2OpSa]' 

e~) = 7;0 [(a + 1)(1102 + 200 + 8) - 36P 3(7a + 4) 

+ 72P 4 + 132P sa + 96P 6d ), 

e~) = - 7~O [(a + 1)(1102 + 1100 + 68) - 108P 3 

>< (190 + 23) + 24p 4 (200 + 93) - 600p S 

+ 3132P Sa - 360P 6a - 360P6b + 240P6e 

+ 1536P6d J, 

e~) = l4 [(a + 1)'(30 + 4) - 6P 3 (10a + 51) + 8P 4 
>< (2a + 39) - 140P5 + 364P sa + 24P 6 - 60P6a 
- 60P 6b + 8P 6e + 192P 6d ], 

e~) = - M(a + 1) - 114P3 + 120P4 - 60P 5 + 132P5a 

+ 12P6 - 24P 6a - 24P 6b + 72P 6d J, 

e~) = - 5;40[(0 + 1)(24502 + 3850 + 136) - 42P 3 
>< (37a2 + 2880 + 18) + 560P 4(5a + 6) - 910P s 
+ 28P sa (77a + 312) - 1260P6a - 1456P6b 
+ 2352P6c + 3864P 6d - 798P 7c - 84Op7g 

- 644pn 1. 

ely> = 7!0 [(a + 1)(3502 + 1750 + 88) - 6P3 

>< (3702 + 1128a + 348) + 80P 4 (41a + 78) 

- 10P5(60a + 343) + 52P sa (29a + 234) + 720P6 

- 3060P6a - 3808P6b + 2256P6c + 9192P 6d 

+ 360P7a + 360P7b - 1314P7e - 240P7e 

+ 360P7! - 3000P7g - 1532P7h]' 

e~) = - M2(a + 1)2 - 3P3(30a + 59) + 48P 4(0 + 7) 

- 5p5(2a + 47) + lOp5a(2a + 59) + 84P 6 

- 192P6a - 216P6b + 32P6c + 576P 6d - 12P7 

+ 30P7a + 3Op7b - 68P7e - 4he + 3Op7! 

- 120P7g - 96P 7h ], 

erp = f4[(a + 1) - 168P 3 + 280P 4 - 210P s + 476P 5a 

+ 84P6 - 168P6a - 182P6b + 504p6d - 14P7 

+ 28P7a + 28P7b - 56P 7c + 28P7f - 84P7g 

- 84P7h ], (93) 

and 

a<f> = (a + 1), a~l) = (a + 1)(0 - 1), 

a<j> = - H(a + 1) - 6P3 J, 

a~) = [(a + 1)(0 - 1)2 - 18P 3 ], a~) = - h 
>< [(a + 1)(30 - 8) - 48P 3(a - 5) - 56P4], 
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a~4) = [(a + l)(a ~- 1)3 - 18P3(2a - 5) - 32P4], 

a~) = }or(a + 1){50 + 4) - 15P 3(2a + 7) + 4Op4 

+ 30P 5a ], 

a~) = - H(a + 1){a2 - 40 + 6) - 6P 3(6a2 - 340 + 85) 

- 8P 4(70 - 36) - 50P s + 204P sa ], 

a~) = [(a + 1)(0 - 1)4 - 54P 3(a2 - 40 + 5) - 64p 4 

>< (a - 3) - 50p s + 132Psa], 

a~) = 3~O[(a + 1)(53a2 - 169a - 136) - 18P3 
x (4002 -1820- 347) - 48P 4(3a + 115) 

+ 138Op5 + 24P 5a (300 - 347) + 756P 6a 

+ 828P6b - 216P6e - 4944p6d]' 

a~) = - M(o + 1)(03 - 602 + 140 - 16) - 12P3 
>< (80 3 - 5202 + 1380 - 219) - 8P 4 
>< (21a2 - 1240 + 344) - 20P 5(10a - 57) 

+ 8P5a (1020 - 515) - 156P6 + 636P6a 

+ 636P6b + 64p6c - 2544P6d ], 

a~) = [(a + l)(a -- l)S - 18P3(4a3 - 2102 + 42a - 34) 

- 32P4(3a2 - 140 + 21) - 50P s(2a - 7) 

+ 24p5a(110 - 40) - 72P6 + 192P6a + 188P Gb 

+ 72P 6c - 624pGd]' 

a~) = - 25~O [(a + 1)(245a2 + 385a + 136) - 42P 3 

>< (3702 + 2280 + 18) + 56Op4(5a + 6) - 9l0P s 

+ 28P sa (77a + 312) - l260P6a - l456P Gb 

+ 2352P6c + 3864PGd - 798P7e - 840P7g 

- 644P7h)' 

a9) = 3~0 [(a + 1)(46a3 - 205a2 + 3470 + 264) 

- 6P 3(180a3 - 1029a2 + 3411a + 1292) 

- 4P4(192a2 - 10760 -7012) + lOps 

>< (28a - 1495) + 4P sa (270a2 - 16940 + 15589) 

+ 2976P G + 12P6a {126a - 1243) + 4PGb 

>< (4140 - 4531) - 16PGc (27a - 406) - 48P 6d 

>< (2060 - 1135) + 1388P7a + 1454p7b - 782Op7C 

+ 32Op7d - 348P7e + 1292P7! - 12540P7g 

- 8272P7h ], 

ao/') = te(a + 1)(0 3 - 502 + lOa - 10) + 6P 3 

)<. (10a 4 - 74a3 + 218a2 - 327a + 339) + 8P4 

)<. (14a3 - 9502 + 279a - 554) + lOp5 

>< (15a2 - 98a + 307) - 4p 5a 

>< (153a2 - 9620 + 2399) + 12P6(13a - 83) 

- 12P6a(53a - 267) - 12P Gb (53a - 295) - 8PGe 

>< (80 - 51) + 48P6d(53a - 228) + 112P7 

- 456P7a - 456P7b + 1392P7c - 96P7d - 52P7e 
- 456P7! + 1992P7g + 1796P7h ], 
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af!) = [(0 + 1)(0 - 1)6 - 18p 3(504 - 3203 + 8402 

- 1100 + 62) 

- 128P4(03 - 602 + 140 -14) - 50P5 

X (302 - 160 + 28) + 4PSa(99a2 - 5460 + 971) 

- 144p 6(0 - 4) + 384p 6a(0 - 4) + 2p 6b 

x (1880- 777) + l44P 6c(0- 4) -l248P6d 

X (0 - 4) - 9SP7 + 256P7a + 252P 7b - 580P 7c 

+ 72P 7d + 96P 7e + 260P 7/ - 588hg - 844P 7h )· 

(94) 

Here the P are lattice constants for closed graphs 
per lattice ~ite and q = 0 + 1 is the coordination 
number of the lattice. The values Pnx and q for 
various crystal lattices are well known. 8 For con­
venience, the coeffiCients en for the cubic lattices 
and for several spin values are shown in Appendix 
A, and values of un for the cubic lattices and a num­
ber of two dimensional lattices are given in Appendix 
B. It is generally found that, Similarly to the Heisen­
berg model, 11 the coefficients in these series expan­
sions increase in smoothness as q increase. How­
ever, the series coefficients for the present model 
are much more irregular than those of the Heisen­
berg model, especially for large values of spin. 

VID. CHECKING PROCEDURES 

Since there are numerous possibilities for errors to 
be made in the computations, it is important to be 
able to check the general expressions for the coef­
ficients e~m) and a~m) before using them to estimate 
critical parameters. We have considered a large num­
ber of finite clusters of eight lines. For these clus­
ters we can calculate the zero-field partition function 
and the low-field susceptibility series from Eqs. (93) 
and (94) by substituting the appropriate lattice con­
stants. Comparing the results with those obtained 
from a direct machine calculation as described in 
Section VI yields full agreement up to e 7 and (17 in 
aU cases. 

By observing the general expressions for e~m) and 
a~m) that we obtained [Eqs. (93) and (94)], we see that 

6e~m) = 0, rn = n,n - 2,n - 4,"', 1 (or OJ, (95) 
m 

and 
(96) 

These two equations hold for all n and provide an 
additional check on our results. Equation (96) has 
been proved in Theorem 8, While Eq. (95) is a neces­
sary consequence of the fact that, for S = 0, lnZ = O. 

As a final check, we see that When we set S equal to 
~ and 1, respectively, our general results for en and 
an reduce exactly to those obtained previously by 
Domb and Wood1S and by Allan and Betts,16 respec­
tively. 

IX. ANALYSIS OF SERIES 

A. Estimates of Curie Temperatures and Critical 
Indices 

The Curie temperature T c and the critical index y for 
the susceptibility series are defined by 

(97) 

or 

~ (Kc - K)-Y, for K -7 Kc, (98) 

where lie = J IkB T c' For the face-centered cubic 
lattice T and y were first estimated by means of the 
ratio melhod. From Eq. (98) the coefficients an in 
Eq. (90) have the property that for large n 

__ - -- -7_ 1+ . an ( an ) 1/2 1 ( ~1 
an- 1 - an- 2 Kc n 

(99) 

If we plot the two sets of values ani an- 1 and 
(ani an-2 ) 1/2 V8 lin, each of the p.lots tends to. a 
straight line as n increases and mtersects wlth lin == 
o at Kc? with slope (y - l)Kc;1. If we plot (an) lin vs 
lin, the plot also intersects with lin = 0 at K('? but 
does not approach the intersection in a Simple linear 
fashion for large n. Figure 4 illustrates these plots 
for the face- centered cubic lattice and for S = 1. The 
Curie temperature and the critical index can also be 
estimated by the method of Pade approximants.17 The 
[M,NJ Pade approximant to a polynomialf(z) is given 
by P(z)IQ(z), where P(z) and Q(z) are polynomials of 
degree Nand M, respectively, such that Q(O) = 1 and 
fez) agrees with the expansion of P(z)IQ(z) for the 
first M + N + 1 terms. 

If the divergence of X at Kc is in the form shown in 
Eq. (98), then 

(100) 

Xl d y 
X = dK lnX = Kc - K ' (101) 

and 
X "X d (, dX) d 1 
(X')2 = dK \In dK I dK(lny) = 1 + y' (102) 

These equations suggest four methods of determining 
K andlor y from X: 
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(a) Choosing y, Ke can be presented by appropriate 
poles of the Pade approximants to (x> 11 Y • 

(b) Choosing K e , y can be obtained by evaluating 
Pade approximants to (K c - K) x'I X at K = K e . 

(c) For a Pade approximant to x'ix the appropriate 
pole gives Ke and the residue at this pole gives 
- y. 

(d) Evaluating Pade approximants to x"x/(x')2 at 
K = Ke gives 1 + 11y. 

For the face-centered cubic lattice and for S = ~ - 3 
we have estimated Kc and y by all the four methods. 
In method (a) instead of tabulating the various ap­
proximants in Pade table for several values of y we 
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have plotted the various approximants of Kc as func­
tions of y in the Ke - y plane. The proper values of 
y and K e are easily obtained from these curves in the 
region in which the various approximants coalesce. 
Figure 5 shows several of these curves for the face­
centered cubic lattice and for S = 1. In method (b) the 
approximants of y as functions of K c are also plotted 
in the Ke - y plane. These curves are roughly paral­
lel to and close to curves obtained from method (a) 
in the region of interest. The various approximants 
in methods (c) and (d) are rather irregular. However, 
they are not inconsistent with what methods (a) and 
(b) yield. The estimates of Kc and y from Pade 
analysis are also in agreement with estimates based 
on the various ratio tests. The final estimates of y 
and T c are given in Figures 6 and 7, respectively. 
These results can be Simply described by the equa­
tions 

and 
y = 0.48 + 2.16Y-l. 

Equations (103) and (104) hold for all S with the 
exception that y = 1. 41 ± 0.02 for S = ~. 

(103) 

(104) 

For the body-centered cubic lattice and the simple 
cubic lattice the series coeffiCients are in general 
too irregular to estimate both K c and y either by 
ratio tests or by the Pade approximant method. How­
ever, within our precision,y seems to be the same 
for all of the cubic lattices for each S. If the values 
of y for the body-centered cubic and tHe simple cubic 
lattices are chosen to be the same as those of the 
face-centered cubic lattice, then an estimate of Ke 
from Pade approximants to (x>l/y suggests that for 
all of the cubic lattices T c can be described to with­
in a few percent by 

k B T clJ = O. 547(q - 1. 6)(y-l + 0.21). (105) 

The estimates of T e for the body-centered cubic and 
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the simple cubic lattices are also contained in Figure 
7. 

For the two-dimensional lattices no consistent results 
could be obtained since the series are erratic and 
consist of positive and negative terms. 

We have also investigated the specific heat series. 
The scatter in the various Pade approximants is too 
large to draw any conclusions concerning the critical 
temperature and the nature of the divergence of the 
specific heat at T e' Considerably longer series would 
be needed for this purpose. 

B. Critical Energy and Critical Entropy 

Making use of the values of Ke in Eq. (105) the entropy 
series and the internal energy series obtained from 
Eq. (18) and (19) were also analyzed by the Pade ap­
proximant method. For the face-centered cubic lat­
tice we found that 

(Soo - Sd/Soo == 0.494 - O. 353y-l 
and 

(Eoo - Ee)/JN = 3.98 - 5.04y-l, 

(106) 

(107) 

for all S with the exception that, for S = ~, (Eoo - Ee)! 
IN = 1. 60. Here Soo == NkB InY and Eoo = 0 are the 
entropy and the internal energy, respectively, at in­
finite temperature. For the body-centered cubic and 
the simple cubic lattices the convergence of the Pade ap­
proximants is in general fairly poor. However, the 
critical change of the entropy for the body-centered 
cubic and the simple cubic lattices seem also to vary 
linearly in y-l and for each spin value it is higher 
than that for the face-centered cubic lattice by an 
amount 0.025 and 0.055, respectively. 

X. DISCUSSION AND CONCLUSIONS 

Since there are 25 linearly independent isotropic 
interactions (S j os)n[1 '" n '" 2S] for spin S particles, 
there are other kinds of order parameters18 ,19 be­
sides ~i SZi' with which phase transitions might be 
associated. In order to study the possibility of such 
transitions we shall consider first the following modi­
fied Hamiltonian: 

Je n = Jeo - ~Qn' 
where 

Jeo ==-J ~Pi)' =-J<J>, 
(jj) 

N 

Qn = :ES~i' n == 1,2, ... 25, 
i: 1 

(108) 

(109) 

(110) 

and ~ is some (fictitious) external magnetic field. 
We then define a generalized susceptibility Xn by 

1. a2 
Xn = Imfl- 1 -In tre- B,1\: • 

;;-0 a~2 n 
(111 ) 

By definition X 1 ~ X. Since <J> and Qn commute, as 
did <l' and Q, we have 

(112) 

In Ref. 20 the following theorem is proved. 

Theorem 9: 

(1l3) 

Here D n (S) is a quantity which is independent of both 
lattice and temperature and Wn is given by Eq. (56). 
This means that for a given lattices, all of the Xn ...-? OCI 

at the same T e in exactly the same way. 

Since the (dipolar) susceptibility (21) can also be 
written in the form 

X = tg2JJ2fl ~ (Si oS)Il' 
t.) 

(114) 

it is really necessary to investigate quantities of the 
form l}i./(Sj os)n)1l for 1 '" n '" 25. However,for 
both computational and theoretical reasons, we have 
restricted our attention to the single quantity 
~;jPij)Il' Here the prime in the double sum over 
i and j means that terms for which i = j are to be 
excluded. The following theorem is also proved in 
Ref. 20. 

(115) 

Since (S~)B = X, it immediately follows from this 
result and Eq. (114) that the left-hand side of Eq. 
(115) diverges at the same T c and in exactly the 
same way as X. Hence we must conclude that for 
the exchange interaction model the 2S "independent" 
multipolar phase transitions are in fact exactly de­
generate with the dipolar transition. This means 
that the values of T c and y predicted on the basis 
of analysis of the high temperature susceptibility 
series are completely characteristic of this model. 

Theorem 10 also suggests another approach for the 
derivation of the susceptibility series. Since 
:Bi.) (p i)B is equal to X except for a constant, X can 
be obtained by calculating the quantities tr LA.)Pij (9n 
for each cluster. As was shown in Sec. IV, each 
SchrOdinger exchange operator can be resolved into 
a direct sum of irreducible representations of the 
symmetric group. For a cluster of]V sites it follows 
from Eqs. (46) and (49) that 

tr ~' P jj (9n 
i,j 

= ~nvrN(N-1)X~~_2/x~1] tr«(9(u»n, (116) 
II 

where n}) is given by Eq. (47) and x<f> == trPk is given 
by Eq. (63). The labor required to derive X by this 
approach is about the same as the previous approach 
which made use of Theorem 2, 

The numerical results for the critical properties 
of the exchange interaction model have been shown 
in the previous section. Comparison of these results 
to those appropriate to the Heisenberg mode121 ,22 

then shows that for S> t: 
(1) Both T e and y for the present model are lower 
than those of the Heisenberg model. 
(2) For the present model T c is a decreasing function 
of spin, while T c is an increasing function of spin 'for 
the Heisenberg model. 
(3) For the exchange interaction model y depends 
strongly on S and even becomes less than unity for 
large enough spin. On the other hand, for the Heisen­
berg model y is a weak function of spin and is greater 
than 1. 33 for all spin. Experimental values23 of y 
appear to lie in between the estimated values for these 
two models. Fisher24 has recently suggested that the 
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observed value of the critical index Yobs is related to 
the theoretical value by 

entropy change occurring above T c is higher than 
that of the Heisenberg model. 

Yobs = y/(l - a), (117) 
Hence we see that the inclusion of nonlinear terms 
in the Hamiltonian significantly affects the theoreti­
cal estimates of the critical parameters of magnetic 
systems. where a is the theoretical value of the critical expo­

nent of the specific heat series defined by 

for T -7 Tt. (118) 

The fact that T c for the present model is lower than 
that of the Heisenberg model should be useful in a 
study of the possibility of a phase transition for the 
two-dimensional Heisenberg ferromagnet. If we can 
show that T c > 0 for the two-dimensional exchange 
interaction model then there will be phase transi­
tions for the two-dimensional Heisenberg model. 
However, as was previously mentioned, for large 

For 0 < a < l'YobS>Y' This then shows that the 
theoretical estimates of Y when renormalized by the 
factor (1 - a)-l will be closer to the experimental 
values for the present model, while for the Heisen­
berg model the renormalized values of yare in even 
further disagreement with the experimental values. 
This suggests that the present model may have more 
physical significance than originally thought. 
(4) For the present model the fraction of the total 

spin and/or for small coordination number, the series 
coefficients for the low-field susceptibility series 
are irregular and estimates of critical parameters 
from the high temperature series become quite in­
accurate. It is then necessary that even more terms 
in the high temperature series be obtained. 

APPENDIX A: VALUES OF en FOR SEVERAL CRYSTAL LATTICES 

S=~ S=l S =! S=2 S=~ 
Face-centered cubic lattice 

e2 2.25 2.66667 2.8125 2.88 2.91667 
e 3 2.25 1. 777 78 1. 406 25 1.152 0.972 22 
e4 0.46875 -0.74074 -1. 25976 -1. 5168 -1. 660 88 
es -1. 3125 -1. 48148 -1. 294 92 -1.10745 -0.95602 
e6 3.51562 4.34842 4.25171 4.12301 4.02917 
e1 22.57812 13.33333 8.65661 6.28234 4.91030 

Body-centered cubic lattice 

e2 1.5 1. 777 78 1. 875 1. 92 1. 94444 
e3 -0.5 -0.39506 -0.3125 -0.256 -0.21605 
e4 0.4375 -1. 08642 -1. 738 28 -2.0608 -2.24152 
es 0.375 2.30453 2.37891 2.15962 1. 919 24 
e 6 O. 53125 1. 285 78 3.68896 5.25901 6.24193 
e7 -0.46042 -6.28514 -9.53458 -9.96130 -9.48678 

Simple cubic lattice 

e2 1.125 1. 333 33 1. 406 25 1.44 1. 458 33 
e 3 -0.375 -0.29629 -0.23437 -0.192 -0.16204 
e4 -0.42187 -0.96296 -1.18652 -1.296 -1. 357 06 
es 0.65625 1. 037 04 0.96387 0.84403 0.73727 
e6 0.72031 1. 383 54 2.10339 2.53984 2.80617 
e7 -1. 57969 -2.81536 -3.14886 -2.99927 -2.73934 

APPENDIX B: VALUES OF an FOR SEVERAL CRYSTAL LATTICES 

S=~ 5=1 S=j 5",,2 S _ ~ 

Face-centered cubic lattice 

a1 6.0 4.0 3.0 2.4 2.0 
112 30.0 13.33333 7.5 4.8 3.33333 
a3 138.0 43.11111 19.5 10.848 6.88889 
a4 611. 25 140.55555 53.25 26.4336 15.472 22 
as 2658.55 456.03951 142.4 60.49024 30.75123 
a6 11432.5125 1461.63621 372.44062 134.67033 59.84501 
a1 48726.7262 4664.54243 988.93048 317.95349 132.51504 

Body-centered cubic lattice 

III 4.0 2.66667 2.0 1.6 1. 333 33 
112 12.0 5.33333 3.0 1. 92 1. 333 33 
a3 34.66667 9.777 78 3.83333 1. 770 66 0.88889 
a4 95.83333 21.85185 8.20833 4.04373 2.35185 

262.7 45.19506 16.4125 8.99072 6.13456 a 5 
a6 708.04166 83.48148 16.80729 3.55153 0.06636 
a7 1893.28968 168.43935 24.68573 -3.13239 -10.69658 

Simple cubiC lattice 

a1 3.0 2.0 1.5 1.2 1.0 
a2 6.0 2.66667 1.5 0.96 0.66667 
a3 11. 0 2.88889 1.0 0.368 0.11111 
a4 20.6250 4.72222 1. 781 25 0.88080 0.51389 
as 39.025 7.45185 3.34063 2.20864 1. 712 04 
a6 68.77708 7.19053 0.61809 -0.48737 -0.64719 
a7 119.42976 8.19700 -1. 840 97 -3.86818 -4.26662 
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APPENDIX B: VALUES OF ax FOR SEVERAL CRYSTAL LATTICES (Continued) 

S=~ 5=1 5=~ 5=2 5 _ ~ 

Plane triangular 

a 1 3.0 2.0 
a2 6.0 2.66666 
a 3 8.5 2.88889 
a 4 9.375 2.5 
a 5 11.025 1. 624 69 
a 6 16.96458 2. 06914 
a7 21.15268 4.76614 

Plane square 

a 1 2.0 1. 333 33 
a2 2.0 0.88889 
(/3 1. 333 33 0.14815 
(14 1.08333 0.48148 

"5 1.18333 0.73745 
(16 0.50972 -0.677 02 
a7 -4.82183 -0.96341 

* Part of a dissertation submitted by H. H. C hen to the Electrical 
Engineering Department of the Johns Hopkins University for the 
degree of Doctor of Philosophy, September 1970. 
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Canonical Dynamics of Spinning Particles in Gravitational and Electromagnetic Fields* 

H. P. Kiinzle 
Department of Mathematics, Universih' of Alberta, Edmonton 7, Canada 

(Received 28 October 1971) 

In terms of the canonical form and the connection form on the bundle of Lorentz frames P over a space-time 
manifold V, a presymplectic form w is defined on P, which induces a Poisson bracket on the set of real valued 
functions on the phase space of the system representing a spinning particle in an exterior gravitational and 
electromagnetic field. This structure coincides with the unique Poincare invariant one for the free particle. 
Moreover, the projections into V of the integral manifolds of the kernel of won P yield precisely the world 
lines of a spinning particle as obtained for the dipole approximation of Dixon's equations of motion for ex­
tended test bodies in general relativity. 

1. INTRODUCTION 

It is well known that if a classical system can be des­
cribed by a Lagrangian L, then not only the equations 
of motion are uniquely determined, but also a sym­
plectiC structure w on the set of all motions M (equi­
valent to the phase space) of the system. The 2-form 
w in turn induces a Lie algebra structure, the Pois­
son bracket, on the set of real valued functions on M 
(the "observables"). For several reasons it can be 
argued l that, apart from the equations of motion, this 
symplectic structure is all that is needed (for the 
comparison with quantized systems) and it seems 
considerably more fundamental than the Lagrangian 
itself. For example, the Lagrangian is not quite 
unique for given equations of motion and given W, and 

there are no Galilei or Poincare invariant Lagran­
gians, but there are symplectic manifolds on which 
these groups act transitively. Moreover, to find a 
Lagrangian formulation it is necessary to separate 
phase space variables into pOSition and momentum 
variables, a distinction which sometimes-as in the 
case of a particle with spin-looks slightly artificial. 

One purpose of this paper is to illustrate, in the case 
of a test particle with spin in a curved space-time 
(a system described for fixed rest mass m and spin 
magnitude s at a given time t by initial data consist­
ing of three position coordinates xi, the 4-momentum 
pa, and the 4-spin vector sa, subject to the constraints 
papa = - m 2, sasa = s2, and pas" = 0), that it may be 
easier to guess a suitable form for the symplectic 
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APPENDIX B: VALUES OF ax FOR SEVERAL CRYSTAL LATTICES (Continued) 

S=~ 5=1 5=~ 5=2 5 _ ~ 

Plane triangular 

a 1 3.0 2.0 
a2 6.0 2.66666 
a 3 8.5 2.88889 
a 4 9.375 2.5 
a 5 11.025 1. 624 69 
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a7 21.15268 4.76614 

Plane square 

a 1 2.0 1. 333 33 
a2 2.0 0.88889 
(/3 1. 333 33 0.14815 
(14 1.08333 0.48148 

"5 1.18333 0.73745 
(16 0.50972 -0.677 02 
a7 -4.82183 -0.96341 

* Part of a dissertation submitted by H. H. C hen to the Electrical 
Engineering Department of the Johns Hopkins University for the 
degree of Doctor of Philosophy, September 1970. 

t Present Address: Department of Physics, New York University, 
University Heights, New York, New York 10453. 

1 P. W. Anderson, Solid State Phys.14, 99 (1963); C. Herring, Mag­
netism IIB, 1 (1966). 

2 G. A. T. Allan and D. D. Betts, Proc. Phys. Soc. (London) 91,341 
(1967) . 

3 R. LJoseph, Phys. Rev. 163, 523 (1967). 
4 E. Schrodinger, Proc. Roy. Irish Acad. 47,39 (1941). 
5 G. A. Baker, H. E. Gilbert, J. Eve, and G. S. Rushbrooke, Phys. 

Letters 20,146 (1966). 
6 H. A. Kramers, Commun. Kamerlingh Onnes Lab. Leiden, Supp!. 

No.83 (1936). 
7 W. Opechowski, Physica 4, 181 (1937);6,1112 (1939). 
8 C.Domb,Advan.Phys.9,149 (1960). 
9 The lattice constants defined here are the so-called high tem­

perature lattice constant. See, for example, Ref. 8. 
10 M. F. Sykes,J. W. Essam, B. R. Heap, and B.J. Hiley, J. Math. Phys. 

7,1557 (1966). 

1.5 1.2 1.0 
1.5 0.96 0.66667 
1. 4375 0.88 0.61111 
1.07813 0.5928 0.375 
O. 09844 -0.28224 -0.38673 
0.20989 -0.13444 -0.19221 
2.472 38 1. 77123 1. 428 05 

1.0 0.8 0.66667 
0.5 0.32 0.22222 

-0. 083 33 -0.13867 -0.14815 
0.270 83 0.17333 0.12037 
0.68542 0.61781 0.550 82 

-0.67726 -0. 05345 -0.41181 
-1.12563 -1.21300 -1.19045 

11 G. S. Rushbrooke and P.J. Wood, Mol. Phys.1, 257 (1958). 
12 H. H. Chen, thesis (The Johns Hopkins University, 1970). See 

Appendix A. 
13 D. E. Littlewood, The Tlu!ory of Group Clzaraclers (Oxford at the 

Clarendon Press, Oxford, 1940). 
14 T. Yamanouchi, Proc. Phys.-Math. Soc. Japan 19,436 (1937). 
15 C. Domb and D. W. Wood, Proc. Phys. Soc. (London) 86,1 (1965). 
16 For 5 = 1 and the fcc lattice we get a7 = 4664. 5424 while the 

results of Ref. 2 gives a7 = 4658.4738. In private communi­
cation with Dr. Allan the mistake leading to the latter erroneous 
value has been discovered. 

17 G. A. Baker, Advan. Theoret. Phys.1, 1 (1965). 
18 M. Suzuki, Progr. Theoret. Phys. (Kyoto) 42,1086 (1969). 
19 M. Blume and Y. Y. Hsieh, J. Appl. Phys. 40,1249 (1969) (abstract 

only). 
20 H. H. Chen and R. L Joseph, Phys. Rev. B 2, 2706 (1970). 
21 H. E. Stanley and T. A. Kaplan, J. Appl. Phys. 38,977 (1967). 
22 M. E. Fisher, Rept. Progr. Phys. 30,615 (1967) .. 
23 M. Vicentini-Missoni, R. L Joseph, M. S. Green, and J. M. H. 

Levelt Sengers, Phys. Rev. B 1,2312 (1970). 
21 M. E. Fisher, Phys. Rev. 176, 257 (1968). 

Canonical Dynamics of Spinning Particles in Gravitational and Electromagnetic Fields* 

H. P. Kiinzle 
Department of Mathematics, Universih' of Alberta, Edmonton 7, Canada 

(Received 28 October 1971) 

In terms of the canonical form and the connection form on the bundle of Lorentz frames P over a space-time 
manifold V, a presymplectic form w is defined on P, which induces a Poisson bracket on the set of real valued 
functions on the phase space of the system representing a spinning particle in an exterior gravitational and 
electromagnetic field. This structure coincides with the unique Poincare invariant one for the free particle. 
Moreover, the projections into V of the integral manifolds of the kernel of won P yield precisely the world 
lines of a spinning particle as obtained for the dipole approximation of Dixon's equations of motion for ex­
tended test bodies in general relativity. 

1. INTRODUCTION 

It is well known that if a classical system can be des­
cribed by a Lagrangian L, then not only the equations 
of motion are uniquely determined, but also a sym­
plectiC structure w on the set of all motions M (equi­
valent to the phase space) of the system. The 2-form 
w in turn induces a Lie algebra structure, the Pois­
son bracket, on the set of real valued functions on M 
(the "observables"). For several reasons it can be 
argued l that, apart from the equations of motion, this 
symplectic structure is all that is needed (for the 
comparison with quantized systems) and it seems 
considerably more fundamental than the Lagrangian 
itself. For example, the Lagrangian is not quite 
unique for given equations of motion and given W, and 

there are no Galilei or Poincare invariant Lagran­
gians, but there are symplectic manifolds on which 
these groups act transitively. Moreover, to find a 
Lagrangian formulation it is necessary to separate 
phase space variables into pOSition and momentum 
variables, a distinction which sometimes-as in the 
case of a particle with spin-looks slightly artificial. 

One purpose of this paper is to illustrate, in the case 
of a test particle with spin in a curved space-time 
(a system described for fixed rest mass m and spin 
magnitude s at a given time t by initial data consist­
ing of three position coordinates xi, the 4-momentum 
pa, and the 4-spin vector sa, subject to the constraints 
papa = - m 2, sasa = s2, and pas" = 0), that it may be 
easier to guess a suitable form for the symplectic 
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structure from geometrical characteristics of the 
system than to find first a Lagrangian. 

In Sec. 2 the basic notions of evolution space P and 
space of motion M introduced by Souriau 1,2 are re­
viewed and slightly generalized. In the literature, P 
corresponds to TQ x R if Q is the configuration space, 
TQ its tangent bundle, and R the time continuum, or 
to T(Q x R) if the Lagrangian is expressed in homo­
geneous form. The manifold P is then equipped with 
a presymplectic form w (a contact structure in the 
nonhomogeneous case) and the leaves of the foliation 
defined by ker ware in one-to-one correspondence 
with the possible motions of the system (or with the 
pOints of the phase space T*Q considered as initial 
data of a motion at a fixed time). Therefore,M de­
fined as the set leaves Piker w is called the space 
of motions and carries a naturally induced symplec­
tic structure w. We will simply drop the assumption 
that rank w = dim P - 1 or dim P - 2. 

In Sec. 3 we choose for P the principal bundle of 
Lorentz frames (for short, Lorentz bundle) over 
space-time V and show that a presymplectic poten­
tial e (a I-form such that w = de is a pre symplectic 
form) can be chosen that is expressed in a simple 
way in terms of the given geometrical structure of P 
and that can heuristically be justified at least as well 
as the choice of any particular Lagrangian. For the 
flat space case this presymplectic manifold (P, w) is 
then easily seen to be equivalent as evolution space 
to the one Souriau1 chooses to describe what he calls 
a Poincare invariant classical elementary system 
with mass and spin. For the latter, Souriau shows by 
group theoretical methods that there exists a unique 
symplectic space of motions (M, w), while he chooses 
his evolution space from the consideration that the 
time development of such a free particle should be 
trivial, Le., a timelike geodesic in Minkowski space­
time. In our treatment, working downwards from the 
given structure on the evolution space, however, we 
get not only the symplectic structure on M == Piker 
w (in principle at least), but also explicitly the equa­
tions of motion for the particle in a gravitational 
field. This is so because the worldlines xa(s) of the 
particle in space-time are simply the projections 
into V of the leaves of ker w in P. Expressed in 
terms of xa(s),pa(s), and Sa8 (s), these world lines 
are obtained by integrating 

pa == _ ~Ra 8yoV8SYo 

and 

(1.1) 

(1.2) 

where' :== vaVa and v a:= dxalds and Sa8 is the anti­
symmetric spin tensor related to sa by saB:= 
ea8you So' sex = - ~ ea8y oU8Sy6' where u a is the unit vec­
tor in\he direction of pa. These are precisely the 
equations Dixon3 ,4 gets for extended test bodies in 
general relativity provided higher moments than 
monopole and d:pole moments are neglected, his 
starting point being the conservation law for the 
stress-energy tensor Ta8 of the field theory. 

The same agreement with Dixon's equations is obtain­
ed in Sec. 4 where the motion of a charged particle 
with spin and magnetic dipole moment proportional to 
the spin is studied in an exterior gravitational and 
electromagnetic field. In addition to showing the 

J. Math. Phys., Vol. 13, No.5, May 1972 

existence of a canonical form of Dixon's fairly com­
plicated equations, this approach seems to confirm 
the correctness of the latter since the derivation is 
from a completely different point of view. (We do, 
however, agree with Dixon in the a priori assump­
tions that the 4-momentum and spin be orthogonal, 

(1. 3) 

and that the 4- momentum be not necessarily parallel 
to the 4-velocity.) These assumptions seem to be 
very natural in view of Souriau's group theoretical 
study in the flat space case, but they were not always 
made in the earlier literature 5 • 

As an illustration of the form Noether's theorem 
takes in this non- Lagrangian canonical formalism, 
we compute in Sec. 5 explicitly the integrals of motion 
of the spinning particle obtained from space-time 
symmetries. 

2. CANONICAL DYNAMICS 

This section contains a review of the general frame­
work of canonical dynamics for classical systems 
with a finite number of degrees of freedom. 6 We 
follow most closely Souriaul, but much of the forma­
lism is also introduced in Abraham and Marsden7 

and Godbillon.8 Since our applications are to a rela­
tivistic system, we only work with the extended con­
figuration and phase space, in other words, always 
think of the time as included among the position 
variables. 

A canonical dynamical system is given by any pre­
symplectic manifold (P, w) (Le., w is a closed 2-
form on P with constant rank less than the dimen­
sion of P), where the manifold P is called an evolu­
tion space of the system. 9 The kernel of a closed 
form w always defines an involutive differential sys­
tem ker w (for q E P, kerq w:== {Z E TqPIZ -.J w == 
0}10) and hence a foliation. The set of leaves of this 
foliation, M = Piker w, then has a natural induced 
differentiable structure provided there exists a 
neighborhood of every point in P that intersects every 
leaf in a connected (or void) set. 11 This we assume 
to be the case (by possibly restricting consideration 
to some open submanifold of P). The manifold M then 
also has a unique symPlectic structure w such that 
p*w = w, where p is the canonical projectionp:p ~ 
M. Interpreting the leaves of ker w as physical mo­
tions, one calls M the space of motions. It is sym­
plectomorphic to the (nonextended) phase space in 
the physics literature. 

To describe by (P, w) not only the canonical struc­
ture on the phase space but also the time develop­
ment of the system we assume that P is some fibre 
bundle 'IT:P ~ V, where V is space-time (or a product 
of space-time with itself for many-particle systems, 
or some other manifold describing the external con­
figuration of the system. Note that V need not repre­
sent all position variables one needs in the Lagran­
gian formulation.) The possible trajectories of the 
particle(s) in space-time are then obtained by pro­
jecting the leaves of ker w into V. The result will 
normally be a (nonparametrized) curve in V, but also 
higher-dimensional surfaces may occur as, for ex­
ample, null hyper surfaces representing wavefronts in 
the case of zero-rest-mass particles with spin in 
Souriau's model.1 2 
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A transformation group t/I : G x P ---7 P leaving w in­
variant (i.e., satisfying t/I;w == w for all a E G) is 
called a dynamical group of the canonical dynamical 
system. Noether's theorem, which states that to every 
parameter of G there corresponds an integral of 
motion can then be stated in this formalism as follows. 

Since Gleaves w invariant and therefore also the 
leaves of ker w there is an induced action If; : G x 
M ---7 M on the space of motions. Let A and A be the 
Killing vector fields 13 on P and M, respectively, cor­
responding to an element A of the Lie algebra 9 of G . 
Then p~ == A and £Aw == £;rw == 0 or, equivalently, 
d(A ~ w) == 0 and d(A ~ w) == 0. 14 Thus, there exist 
t.unct!onsL. ~ndfA defined (locally) up to a constant by 
A ~ w = - dfA and 

fA == rr*JA 

satisfying iLJ w == - dfA" In view of (2. 1), fA is 
clearly a "constant of motion." 

(2.1) 

The map J.l : P ---7 9 * (the dual of the Lie algebra 9 ) de­
fined byfA (q) == (A/J.l(q» for all q E P, where (I> is 
the scalar product of 9 ® 9 *, is called a moment of 
the dynamical group G. Whether J.l exists globally is 
a nontrivial topological question depending on G, t/; 
and (P, w) and discussed by Souriau 1 for some spe­
cial cases. 

The functionsfA are particularly easy to find if there 
exists a presymplectic potential e of w that is itself 
invariant under G. Then one has simply fA == A ~ e. 
If P is a fibre bundle over V and there is a unique 
lift of (at least some class of) diffeomorphisms ¢ : 
V ---7 V into bundle automorphisms 1) : P ---7 P, there 
often exists a particular dynamical group, consisting 
of all bundle automorphisms 1) of P that leave w in­
variant. They are easy to interpret physically and 
can be called obvious symmetries,1 5 

3. THE LORENTZ BUNDLE AS EVOLUTION 
SPACE 

In this section let P always denote the Lorentz bundle 
over space-time (V,g). A fibre 1T- 1(x) for x E V con­
sists of all tetrads {ea I a == 0, 1, 2,3} at x satisfying 
g(ea, ez,) == TJab .16 The Lorentz group G operates simply 
transitively on each fibre of P in the sense of opera­
ting separately on each vector of any frame. If (x a ) 

is a local coordinate system in V and ea == eaaaa, then 
(x a , e,f) is the corresponding fibre coordinate system 
in P. Let {e a}, where ea == e:;dxa, be the basis of 
Tx*V dual to {ea} when the latter is considered as a 
basis of Tx V. Then 

(3.1) 

and (eO, e1 , e2 , ( 3 ) is the JRLvalued canonical form 
of P .13 We represent the Lie algebra g of the Lorentz 
group by the set of 6 x 6 matrices A satisfying A'1J + 
1)·AT = O. A basis of 9 is given by the ten matrices 
E ab , a < b, Eab + E"a == 0, whose components are 
(Eablk = TJakot - OJ1Jbk' The g -valued connection form 
':' = wQbEab of the metric connection on P is then in 
local coordinates given by17 

wa
b == eg(dez,a + rtyeJdx 13 ) 

and satisfies 

(3.2) 

wab + wt,a == O. 

Note that the ten real valued I-forms ea and wa
b 

form a basis of each cotangent space T;P. 

(3.3) 

To consider P as evolution space for a spinning par­
ticle, we interpret x E V as the event corresponding 
to the instantaneous pOSition of the particle, eo as 
the direction of its 4-momentum paaa' and e1 as the 
direction of its spin 4-vector saaa (or, equivalently, 
e2 1\ ~ as the plane element defined by the tensorial 
spin ~ sa13aa 1\ aa)' The frame vectors e2 and ~ are 
not interpreted separately because P has one dimen­
sion more than necessary for an evolution space of a 
system with four degrees of freedom. 

For a system with fixed nonzero rest mass m and 
fixed spin magnitude 5, we choose as presymplectic 
potential on P 

e == m()o + SW23 • (3.4) 

An a priori heuristic justification might be as 
follows: The Lorentz group operates on the fibres of 
P. Let A be the Killing vector field corresponding to 
A = AabEab E g. Then A is a vertical vector field on 
P and the £"b span the vertical subspace of TqP; there­
fore,A ~ e = sA ~ W 23 ==sA23 ,or fE 3 ==s,whilefE b =0 

2 a 

for all other Eab E g. But S is the only "internal" non­
trivial constant of motion we associate with the sys­
tem (internal, because it does not arise from space­
time symmetries). The rest mass m, on the other 
hand, is associated with translations of space-time 
in the direction of the 4-momentum. Indeed, suppose 
~ is a vector field on f coinciding with e~aa at a 
given event x, and let ~ be its horizontal lift onto P. 
Then ~ ~ wa

b = 0 and f ~ ()a == ~a, the tetrad compo­
nents of ~ with respect to ea' Therefore, ~ ~ B = 
m~o = m if Hx) == eo(x), i.e., if ~ corresponds to a 
space-time translation in the direction of paaa by 
unit proper time. 

The verification that w := d() is a presymplectic form 
on P, the computation of ker wand the trajectories 
in V, and the proof that the canonical structure on M = 
P /ker w coincides with the one of Souriau in the flat 
space case are quite straightforward. 

To compute w, we use the structure equations of Car­
tan for a connection without torSion, 

and find from (3.4) using also (3.3) 

At this stage already we can see that (P, w) with w 
given by (3.5) defines the same symplectic manifold 
P /ker w as the unique one obtained by group theore­
tical methods by Souriau. 19, 20,1 Indeed, for a flat 
connection we have from (3.5) and (3.2) (in Carte­
sian coordinates) 

w == mer 1\ wrO - sw20 1\ w30 + sW21 1\ w31 

= m():i1Jrs ()gdx a /\ deJ - sr]2r1)3A~()lJ 

X (des 1\ de8 - def 1\ def), 
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which can be written as 

w == mT/asdX a A de~ - ~ S~lJase'bef 
X (de8' A deB - def A de£). (3.6) 

This is of the same form (up to some conventions 
and notations) as the presymplectic form Souriau21 

chooses on the manifold 

W == {(x, eo, el ) E R4 x R4 x R4\ (- T/atleGe8) 

= llasefef = 1, llase8'ef = o}. 

The form W in (3.6) can be considered as a pull back 
to the Lorentz bundle of Souriau's w on W under the 
obvious projection. This process increases only the 
kernel by the one more dimension P has than W. 
Thus we have clearly a symplectomorphism from 
P /ker w p to W /ker wW' 

To compute now ker w, note first that a vector on P 
is determined by its components 

and 

where by (3. 3) 

It follows from (3.5)-(3.9) that 

z ~ W == (sv sRsr23 - merO)e r - mvrwOr 

(3.7) 

(3.8) 

(3.9) 

+ s(e2'wr3 - e$"wr2)· 

This I-form is equal to zero if 

.mvl == 0, mv 2 ==- seg, mv 3 = se~ 

(3.10) 

(3.11) 

and se~ == se~ == O. Using (3.11) and (3.9) in (3.10), 
we find 

v 2 = - sZm-2b.-lRo323vO, v 3 == s2nr2b.-lRo223vO 

(3.12) 

provided b.:== 1 + s 2m -2R23 23 '" O. Substituting (3.12) 
again into (3.10), we get all 8a

O = 88. It follows that 
all va and eg are either zero or well-determined mul­
tiples of vO, except e~ = - e~, which remain com­
pletely arbitrary. This proves that dim ker w = 2 
(generically, for m '" 0 '" s). If s == 0 '" m, on the 
other hand, va = 0 for a '" 0 and 8a

O = 0 for all a, and 
e~ = - ey, e~ = - el' e~ = - e~, and v O remain 
arbitrary, showing that dim ker w = 4. Thus, the 
dimension of M turns out to be eight or six, as it 
should, for the particle with nonzero or zero spin, 
respectively. 

The equations of the world line of the particle are 
best obtained if everything is expressed in terms of 
local fibre coordinates. The projection map has then 
the simple form 11 : (x a, eaa) -? xc<. Suppose Z = 
vaa /ax a + Eac<a /a eaa is a vector field on P everywhere 
in ker w. Then an integral curve of Z satisfies 

de a 
a _ Ea 

d"A - a' and 

J. Math. Phys., Vol. 13, No.5, May 1972 

But by (3.1) and (3.2) va = Z-.J ea = vc<eg and ec = 
Z -..J wa - ea(Ea + r a eYvS) - ea(dp-a IdA + raeydxS/ b - a b Br b - a -0 I' By b 
dA) == egvBVsf1,a, i.e., Va and ec are the tetrad compo-
nents of the tangent vector to the world line (which 
can be arbitrarily parametrized) and of the covariant 
derivative of ea along the world line, respectively. 

It is not hard to translate the tetrad components of v 
arid ea obtained in (3.10)-(3.12) into components with 
respect to a local coordinate system. If pa: == me8 
and sa: == sef or SaB = 2se~ae~, one finds 

and 

mv a == vO(pa + ~m-2b.-lsaBRBrpJl'YSJlIJ), 

P'a - _ -2
1 Ra vi..SJlU - i..JlU , 

(3.13) 

(3. 14) 

(3.15) 

with b. == 1 + im-2RaBybsaBsy6. Equation (3.14) is the 
same as (1.1), and, since (1. 3) holds, (3. 15) is seen 
to be equivalent to (1. 2) while (3.13) can be derived 
from (1.1)-(1. 3). The factor v O is still arbitrary. It 
can be fixed by requiring va to be a unit vector, i.e., 
by choosing proper time as the curve parameter. We 
have thus recovered Dixon's equations of motion by 
our choice (3.4) of the presymplectic potential e. 

Remark: The foregoing construction breaks down 
wherever 11 = O. The kernel of w may then have a 
different dimension. Moreover, the 4-velocity va in 
(3.13) may turn out to be null or spacelike. These 
shortcomings are not due to this particular deriva­
tion, but they are inherent in the equations of motion 
(1.1)-(1. 3). Dixon indeed derived them under the 
assumption that space-time curvature and spin are 
not too large. We see that a sufficient condition for 
the consistency of the equations of motion is of the 
form (spin)2. (curvature) < (mass)2. (This is satis­
fied for most realistic cases, for in the extreme case 
of an electron near the horizon of a Schwarz schild 
black hole of mass M the equations remain valid pro­
vided M> 1019 g or equivalently r grav > 10-9 cm). 
(spin)2. (curvature) < (mass)2. (This is satisfied for 
most realistic cases, for in the extreme case of an 
electron near the horizon of a Schwarzschild black 
hole of mass M the equations remain valid provided 
M > 1019 g or equivalently r grav > 10-9 em). 

4. MOTION IN AN ELECTROMAGNETIC FIELD 

We indicate in this section how some modifications 
in the symplectic potential e of (3.4) lead to a sys­
tem describing a particle with fixed "rest" mass m, 
spin magnitude s, charge e, and magnetic dipole 
moment f..Is in a combined gravitational and electro­
magnetiC field. These modifications are formally 
the same as in the special relativistic case treated 
by Souriau1 and the result will again be exactly the 
equations of motion for Dixon's4 extended charged 
bodies if all other moments are neglected. 

Assume that the particle has a magnetic dipole 
moment parallel and proportional to the spin by a 
constant factor f..I (p. = ge/2m in our units, where g is 
the Lande factor which is very close to 2 for the 
electron, for example). Then the symplectic poten­
tial e in (3.4) must be replaced by 

e = Me o + SW23 + eA, (4.1) 
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where M: == m + i /J-S rx t3FrxB == m + /J-sF23 (in the frame 
{eJ we have ~ /-IsaB F rxB == i /J- s· B which is the familiar 
spin contribution to the rest energy in a magnetic 
field) and A == Arxdxrx = A,.eris a vector potential of 
the electromagnetic field F == dA.22 Since 

dM == /Js(V1F23e r + F2ywr
3 + Fr3wr

2) 23, 

we have for the presymplectic form explicitly 

W == (i sR23rs + i eFrs - /Jso/)VsF23 )a y 
A as - Mer A WOr 

-/-ISBOA (F2r wr
3 +Fr3wr2)-sw2rAwr3' (4.2) 

and, if va and e
b
a are as in (3.7) and (3.8), respectively, 

Z --.I W = (svsRsr23 + evsFsr - /JsvOVyF23 - Me~)ey 

+ /Js(F2r e1 + Fr3e~ + vrv.-F23)e° 

- MvrwOr + s(e2 - /JvOF{)wr3 - See!; + J1-v OFr3)wr2 . 

There follows for Z E ker W 

VI == 0, 

v 2 == - sM-2t,-lVO(sRo323 + (e - tJM)F03 - J1-SV~23)' 

v 3 == SM-2t,-lvO(sR0223 + (e - /J-M)F 02- /JsV 2F 23), 

and (4.3) 

Me5 == v°t,-1{sRo223 + [e -!JM(l- t,)}F02 -IJSVzF23}' 

Me~ == v°t,-1{sRo323 + [e -IJM(l- t,)}F03 - /JsV3F23}, 

MeO = vO(sR0123 + eFOl - /JsV1F23 ) 

- v2(sR1223 + eF12)- v3(sR1323 + eF13 ), 

ei = 1JF12v O, ej == 1JF13v O, (4.4) 

where it is assumed that t,: = 1 + s2M-2R2323 + 
eSM-2F23 "'" 0 "'" M. Again dim ker W = 2 in the gene­
ric case for m "'" 0 "'" s and dim ker w = 4 for s = 
o "'" m; thus, qualitatively the symplectic structure on 
the space of motions is not changed by the presence 
of a weak electromagnetic field. 

The equations of motion reduce to those of Souriau24 

and Bargmann, Michel, and Telegdi25 for flat space 
and weak electromagnetic fields, as can be seen 
directly from (4.3) and (4.4). (Note that putting the 
Lande factor g equal to 2 only really simplifies the 
equations of motion if only terms linear in Fare 
considered.) If we transform (4.3) and (4.4) into ten­
sor equations, we find 

Mv a = vO{pa + M-2t,-lSrxB[~(R pA + uUV F )S/lv 
~ BAIlV /-"" B IlV 

+ (e-!JM)FBJ7A]}, (4.5) 

P• a - _ -2
1 Ra VASIlV - eFa VA - .!.IIVOV up Sj1V (4.6) - APV A 2 r IlV' 

and 

(4.7) 

where pa = Me8 and the parametrization is still 
arbitrary. Equations (4.6) and (4.7) are equivalent 
to Dixon's equations of motion for the charged spin­
ning particle with magnetic dipole moment. 

5. SYMMETRIES AND CONSERVED QUANTITIES 

We apply the remarks of Sec. 2 about dynamical 
groups to the case of a spinning particle. 

The first group action to consider is the action of the 
Lorentz group on the fibres of the principal bundle P. 
ThiS action is such that if B = BY;~ E 9 then the 
corresponding Killing vector field B on P satisfies 
B --.J ea = 0 and Ii...J wa

b = Bab • A straightforward cal­
culation of £jj w using these relations shows that only 
the l-parameter group exp(t) E23 leaves w invariant 
(if m "" 0 "'" s) and that the corresponding conserved 
quantity is E23 --.J a = s. If S = 0 (but m "'" 0), the 
whole 50(3) generated by ~2' E13 , and E23 operates 
as a dynamical group, but the corresponding integrals 
of motion E12--.1 8, E13 ...J 8, and E23 --.J B all vanish. 

Since P is a principal bundle Vd-th a connection, there 
exists a unique horizontal lift ~ of every vector field 
~ on V. A computation, however, shows that in order 
to leave 8 invariant the vector field ~ must be covari­
antly constant on V, i.e., Va~ = 0, and satisfy e~-.J F = 
0, a situation which can only occur in very special 
gravitational and Aelectromagnetic fields. The corres­
ponding quantity ~ --.J e = M~o = - ~apcx will therefore 
be conserved only in these rare cases. 

The following third possibility is the only physically 
interesting one. If cp : V -) V is any diffeomorphism, 
there is a well-defined lift to the tangent bundle cp* : 
TV -) TV and therefore a lift ¢ to the bundle of linear 
frames. In fibre coordinates, if ~ is the vector field 
on V generating a one-parameter group of diffeomor­
phisms {cpt}, the generator ~ of {cPt} on the bundle of 
linear frames has the form 

~ == ~a~ + e!a~a _0_ 
ilx rx ax B oea

a 

whence it follows that ~ --.J ~a = ~a and f --.I wa
b = Vb~a. 

By (3.3) the condition that ~ be tangent to the Lorentz 
bundle P on P is 1)ar Vb ~r + 1)br Va ~r = OJ in other words, 
~ must be a Killing vector field of the metric g in 
order to lift to P. Computing £f8 for this case, we 
find 

£r8 = e£~A + Ils(£f,F)2380, 

where £!,A and £~F stand for the respective pull backs 
to P of the Lie derivatives of A and Fin V. 

Solving £Fw = d£F8 = 0 for ~ gives £f,F = 0 whether 
s is zero or not. Thus, we recover the result that the 
"obvious" symmetries ~ for the charged particle 
with or without spin are those that leave the gravita­
tional field and the electromagnetic field invariant, 
i.e., satisfy £!,g = rtF = O. 

The corresponding conserved quantity iF is given 
locally up to a constant by 

If one introduces a vector potential A satisfying 
£.A = 0 and dA = F (which can always be done 
locally),jt' can be written 

it' :::: M~O + SV3~2 + e~rA,... 

(Note that except for the arbitrary constant,fr is not 
gauge dependent.) 

In the case where ~ is a distinguished timelike Kill­
ing vector field of a stationary space-time also 
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satisfying £tF = 0, one would call the corresponding 
If: the total energy E of the particle, in tensor form, 

E = - ~ apo:. - ~So:./lvo:.~ + e~a~. 

6. CONCLUSION 

This derivation of the equations of motion for par­
ticles with spin in general relativity does not, of 
course, replace Dixon's derivation from the conser­
vation laws of the field theory. It does, however, con­
firm his conclusion that they seem to be the best 
available equations for a classical spinning particle. 
Whether or not one finds it desirable to equip all 
classical dynamical systems (of not purely pheno­
menological type) with a natural canonical structure, 
this approach shows that replacing the Lagrangian as 
the starting point by the pre symplectic potential e or 
the presymplectic 2-form w gives more flexibility in 
the choice of the evolution space and avoids the intro­
duction of somewhat artificial position variables (like 
angles whose canonical momenta are the spin com­
ponents). Nevertheless, the choice of a symplectic 
potential as in (3.4) may not be more difficult or 
more arbitrary than the choice of a Lagrangian. (In 
both cases one is guided by the flat space version of 
the theory.) 

In his Minkowski space model of the free spinning 
particle, Souriau l is also able to describe particles 
with zero rest mass and nonzero spin s whose tra­
jectories in space-time turn out to be null hyper­
surfaces or wavefronts. It is not hard to set up the 
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corresponding model in our framework (represent­
ing the Lorentz bundle P by null tetrads instead of 
quasiorthonormal tetrads). It turns out, however, 
that the difficulties encountered in the computation 
of ker w on P (in Sec. 3) for large curvatures and 
spin present themselves in the zero-rest-mass case 
for arbitrarily small nonzero curvature (or electro­
magnetic fields) already. That is, the dimenSion of 
ker w will change for different positions, spins, and 
momenta, thus not defining even locally a proper quo­
tient manifold. Moreover, the trajectory in space­
time, even if well defined, does not, as one might have 
hoped, become a null line or null hypersurface, but 
can be a spacelike curve or even a space like surface, 
making a physical interpretation almost impoSSible. 
One might therefore conclude that Souriau's classi­
cal zero-rest-mass particle with spin is extremely 
unstable in interactions with exterior gravitational 
and electromagnetic fields. 

Finally, it is quite possible that more complex sys­
tems (particles with more internal degrees of free­
dom) can be treated in a Similar way with some 
fibre bundle over space-time as evolution space. 
The Lorentz bundle P, however, having dimension ten 
only cannot be used for a system with more than four 
degrees of freedom like the spinning particle just 
described. 
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In two preceding papers, a general method was given of building up open-shell wavefunctions which are eigen­
functions of the spin operators 52. This method leads to a second quantizationtype formalism, where degenerate 
multiplets are described in what we call the occupation-branching number representation. In the paper referred 
to as Paper II, equivalent monoelectronic and bielectronic operators were defined and a diagrammatic technique 
was developed. In the present paper, the equivalent spin-dependent operators in the occupation-branching num­
ber representation are built up, in the cases of mono electronic and bielectronic operators. The spin-orbit and 
the spin- spin coupling are the most important operators of this kind. The associated diagrammatic represen­
tation is given. 

I. INTRODUCTION 

Diagrammatic techniques using the perturbation 
theory1 have been applied in nuclear structure2 and, 
more recently, in atomic and molecular problems 3 

in cases of nondegenerate unperturbed states. The 
general extension of the linked-diagram expansion 
for the degenerate states of a system of fermions 
has been given by Kato,4 Bloch, 5 and Bloch and 
Horowitz,6 and with use of degenerate Brillouin­
Wigner perturbation theory by Brandow.7 Treatments 
of configuration interaction in open-shell atoms are 
given by Sandars 8 and Tolmachev. 9 

An extension of the linked diagram expansion for de­
generate states including spin symmetry has been 
given in two previous works.1 0 ,ll The unperturbed 
states of a given configuration have a definite spin S 
and a supplementary quantum number l' connected 
with the branching path, which distinguishes the dif­
ferent degenerate states. The building up principle 
is closely related to the second quantization. The 
representation was calledll occupation-branching 
number representation. Equivalent mono and bi­
electronic operators were defined but only for spin 
dependent operators. In this paper, we build up the 
equivalent operators in the spin-dependent case. 
Diagrams associated with the matrix elements be­
tween excited configurations, which play the most 
important part in the perturbation theory, are given 
for these operators. 

ll. THE OCCUPATION-BRANCHING NUMBER 
REPRESENTATION11 

A molecular, or more generally P-body, unperturbed 
eigenstate, is defined by the occupation number Ni of 
a couple (~i ~ i) given in a standard order. ~ i is the 
orbital quantum number and ~i :::: ± i gives the way 
in which the electron of the ith occupied orbital is 
coupled to the foregoing electrons with respect to the 
spin. 

Let 

I{N}» = I,:, N2k(~k - i)N2k-1(~ki)" 'N2(~1 - i) 

x N 1(hi»), Ni :::: 0,1 (1) 

be a state withP electrons and with total spin 

S:::: i (N! -Nz) + ... + 1 (NZk-1 -N2k ) + 

== ;>';1 + ;>';2 + ... + ;>';p, 

wher~ ~1"'" ~p are the ~i of the occupied (~i~i) 
(that IS to say,Nj :::: 1). 

(2) 

Such a state, with ordered (~i~i)' is called a standard 
state. 

745 

The different manners in which the ~'s are distri­
buted are associated with a path l' of the branching 
diagram 

l' :::: (~p, ... , ~2' ~1)' (3) 

For example, the two doublets of a three- open- shell 
system have the two following y: 

1'1 = (t- t i; - t, t ... ,- i, i), 

closed shells 

( 
1 1 1 1 1 1 1) 

1'2:::: -"2,"2,"2;-"2,2 ... ·,-"2,"2· 

A representation of the two 1'. corresponding to the 
two doublets is given in Fig. 1. 

A scalar product can be defined and we have shownll 
that 

«({N} I {N'}» = 0NN' . (4) 

Note that on paper 11,11 an ambiguity remains in the 
normalization of I{N}» in the case of complete shells 
following shells of which the total spin Sc is different 
from zero. In this case, the coefficient of normaliza­
tion Nc of I{N}» must be 

(
2S + 1) 1/2 N::::TI _c __ 

c c 2S +2 c 

Naturally when all Sc :::: 0, it reduces to Nc :::: 2-c/2 • 

More details can be found in Appendix C. 
£[ The creation operator <B t creates an electron on 

the orbital ~ coupled, to give the total spin S' :::: S + ~: 

This state is, in general, not standard and not nor­
malized to unity. 

An operator <B l,<-t can be written in the form 

t 

t 
t 

t ! 
t ! 

closed shells 

t 
t 

t l 
t ! 

FIG. I. First doublet with Y =Yl; second doublet with y = Y2' 
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(5) 

with a summation on a = ± !; a€ot is the usual crea­
tion operator of a spin orbital (~o); s~t an operator12 

giving the coupling scheme and W = [Sop]-1/2 is a 
normalization operator (inverse square root of the 
spin multiplicity). 

The annihilator is the adjoint of (B€Lt: 

m. REDUCED MATRJX ELEMENTS 

Let us consider two states, 

1 [SlNy» = Nc (B€nLnt ... (B€lL}t 10», 

1 [S')N~,» = Nc' (Bt~;;~t ••• (B t~ L{t '0». 

(6) 

(7) 

(8) 

The (~~) are in a standard order and Nc,Nc' are the 
normalization coefficients. Let us consider a spin­
dependent operator [5116 of which components are d'i1 • 

Then the reduced matrix element can be written 1 

[see Paper I, Eq. (31)10] 

(N~,y, II 0SI II Nsr> 

== « [S ,] N;, 1 [s 1]61 [S]N
y

) 

== (0 I a€~al •• • a~a~~la~ant •• ·atl0l1·1 0) 
1 

x (zo, SL~W" ·5r;~wwslW5Lnt .. 'WSLlt 1 zo) (9) 
01 0h M 1 on 0 1 ' 

where wlt\ has been defined as the components of a 
unit operator WI. 

IV. MONOELECTRONIC OPERATORS 

The operator [SI J F can be written 

(10) 

i designating the coordinates of the ith particle. 

The components are F:l: 
1 

[SI] F = F M1 WSI FMl = L) fM l (i). (11) 
5 I MI , S} i SI 

Then the reduced matrix element takes the following 
form; 

«[S'J\}I~,I [Sllp I [SJ\}I,},» 

= N ,Nc L) (- l)P L) n 0 €j. €pj t/'j' 0pj 
C P i Ni 

x <i;~a;lf~: I ~iOi> 
[;' [;' S [; t [; t I 0) x(zOISlw···snwwlwsn···wSI z, 0'1 o~ Ml On 0 1 

1:~ 1:k .( 1:; [5') 'P' 
l' 

@- ~n 
~1 

[S] If. 

Lj 2:1 
-y 

1:n Lk 

FIG.2. 
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where P is a permutation of the spin-orbitals (~j' OJ)' 

Using the Wigner-Eckart theorem 

(~;ai IfSMll ~iai) = - (~ Ml :i\ <~i II fSll1 ~i) 
1 aj 51 ~ J 

and writing 

1 [SIJ a! o· _(2 T f,' t ==_ 
a'. 

t 

we have 

First, this formula enables us to define an equivalent 
operator, and secondly, to interpret graphically the 
reduced matrix element. 

To seek the equivalent operator we use an identifica­
tion method. We have shown in Sec. IT that a mono­
electronic scalar equivalent operator can be written 

Fe u = w-1 (OIF = L) (B €' Lt <e If'~) (Btl: 
q WE 

= L) (~' If I ~) a ~'Ot a gOws~~·s: w. (13) 
g'[; 

As the reduced matrix element (~' II f II ~) is equal to 
12 (~' I flO, then, if we try to find [srl F f"qu' we obtain 

w [SlIF = [S1 1 P 
equ 

= L) (~'II fs II ~> ag'o;'ataws;tc~~S;lU, 
g' g 1 

L'L 

where C~L is an operator to be determined. 

We have to work out the identification 

The values C L'L of c'tftr; are obtained by the identifi­
cation 

for all 8, M, 8', M' of the basis spin vector s 'z~). 

It is shown in Appendix A that 

C _ (_ 1)1/2+S+80+S1 \! ! 5 1 / 

1;11; - Is' s So \ (14) 

with So := S - l; = S' - ~' . 

Then 

C£,[; = (_ 1)Sl (_ 1)1/2-[;1 (_ 1)[Sop1 

x ~ !op + l;' !op + ~ ~~f (15) 

so that 
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The coefficient C [;,[; has an important asymptotic 
property 1S 

where A1 = ~' - ~. 

The equivalent operator can now be written as 

[SI 1p= 6 (~'II[SI1!1I~><Be[;'tC~~[;<B!:[;. 
t' f 

[;'[; 

We then use the generalized definition 

«~'~' I [SI
1! I ~~» = (~' lI!s, II ~) CEl[;, 

which gives for (SI 1F: 

(16) 

(17) 

(18) 

[Sllp;;:= 6 <Bf'[;"«~/~/I[Sl]!I~~»<Bn:. (19) 
t't 
[;,[; 

Now graphically we can use formula (12) and suppose 
the sets {~j} and {~j} in a standard order. For in­
stance, if the two sets differ only by the orbitals ~i 
and ~ i' respectively, 

«[S'l,py' I[SI1f I [S)Wy» = <~ill!slll ~i)!;, ooj.Oj 
J~t 

[;, [;~ E' 
X (z 0 lSI W ••• S I' W ••• 8 n w 

o{ 0i oh 

Using the results of Appendix B, it is possible to cal­
culate the expression 

(20) 

withs k == b 1 + b 2 + "'~k' s~= b 1 + b2 + "''61" 
and 

0[;1[; (s) = (- 1)1/2-[; 

X ~1 +~' - '6)1(1 + '6 - '6')!(2s + 1 + 2~ + 2'6')\1/2 

" 3![s](2s+1+'6+'6') } 

(s + '6)1/2 (s' + '6')1/2X~[;(S,s') being given by 
Table 1. 

This can be- graphically represented by Fig, (8), The 
cross on the line (bj. '6k ), k,;> i, recalls the existence 
of a coupling coefficient X4.k[;k. The circle on the 
line ('6 t '6,) recalls the action of the spin operator on 
the propagator of particle i: The coupling operator 
is «~~1[1]!I~/'6'» = WI [l]!ii ~,). 0£'2:(S,_1) for a 
given Si -1' 

The graphical representation is shown in Fig. 2. 

V. BJELECTRONIC OPERATORS 

The operator [Sl
l C can be written 

[SllC == !- " [SI) ~ (' .) ~ Li g Z,) • (21) 

The components of [5 Il g are g:l and we consider the 
following form for gifl: 1 

1 

g:l(i,j) =:g(i,j){U:a(i)vsMb(j)}sMl ==g 
1 a b 1 

X(M 1 I Sa Sb) UMa v Mb (22) 
8 M M Sa So' 

1 a b 

whereg(i,j) is the space-bielectronic part and [SaJu, 

[S b 1 v purely spin operators coupled in S1' 

Then the reduced matrix element is 

«[5'] ,p'Y' I [SIlt I [SJ ,pI'» 

= ~ Nc,Nc 6 (- l)P 6 n 6t'k,Epk6°k,OPk 
P iti k"i,i 

x (t', a', t ~(J~ I gM 11 t , a ' ~ ,(J ,) (z 0 I s[;i w ... 
<;, ," J J S 1 ", , J J 0 1 

X s[;~wwSlws[;nt., 'WS Elt IzO). 
On Ml an 0 1 

(23) 

We define an operator T' by the relation 

(~i ai ~ja; I g:ll I ~i aj ~j aj ) w!~ 

= (~; ~j I g I ~i ~j><H uSa II ~) (H vSb II ~) 

with 

OJ) , . 
2' 

The problem is now to find an operator C~f[;, [; Z so 
that a b b a 

(SaSb)SlTa~Ob;OiJOa 

== wS[;~twS[;btCOP S4.b wS4.aw 
o~ 0b r.~ r.bZb[;a 0 b 0a' 

C~rZf Z r. is determined by an identification similar 
a b b a 

to the one of the monoelectronic case and the demon-
stration can be found in Appendix D: 

x [8 ]1/2[S + ~ ]1/2[S + '6' ]1/2 
1 ~ b ~ b 

(24) 

In the particular case where Sa = Sb == S1 = 0, we find 

L' [5']",;. 

t, 

1:1 
[51",y 

FIG. 3, 

J. Math. Phys., VoL 13, No.5, May 1972 
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[/;~Ea 6 E/,1:b 

[5] 1/2 

which corresponds to the scalar bielectronic operator. 

The generalized definition 

«~1l:'l~2~21[(SaSb)Sl]ilh~1~2~2» 

=<~11~2Hg(s Sb)S II~d~21>c~fE'l: l: (25) a 1 1221 

gives 

Graphically we use expression (23) in a similar 
manner to the monoelectronic case [formula (20)] as 
it is seen in Appendix E. 

The spin-recoupling part gives then 

ii XEkl:" 
X k=j+l S1 (SI<-1SI.-1)' 

(27) 

where 

;;'1: ( ') _ (_ 1)5'-5+2L-S6-S1,[s]1/2[s,]1/2[s ]1/2 
OS (S s ) 8, 8 - 1 

" a 1 

l Sa S6 Sl ( 

X)8 1 S + ~ '. 

Is' 1 s'+~'\ 
This is graphically shown on Fig. 3. 

VI. CONCLUSION 

This paper gives in the branching occupation number 
representation, the expressions for the equivalent 
monoelectronic and bielectronic spin-dependent 
operators which can be then inserted in a more 
general perturbation treatment of excited states. For 
clarity and simplicity, it has been restricted to par­
ticle representation. In the particle-hole representa­
tion, hole-hole and particle-hole interactions intro­
duce little modifications in the foregoing derivations. 
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APPENDIX A: DETERMINATION OF THE 
C~fl: IN <e~'1 [S1] f I ~~» 
The expression of the C l:'l: is obtained by the follow­
ing identification for all S,M,S',M': 

(z!: I[SIJ Tu'a Iz~) ==,B C m~ (z~; \ws;:t s;w Iz~)' 
L'1: 

U sing the expression 

5' 5 S (M' Sl S) (zM,lwM
l lzM ) == , 
1 S' M1 M 

J. Math. Phys., Vol. 13, No.5, May 19'/2 

So1: w Iz!) == [5 _ ~11/2 (_ l)s-M (_ 1)1/2-1: 

X (1 5 5 - ~ ) I Z ~! ) , 
- a M -M + a 

we obtain, after some manipulations, 

(M' Sl S)(i M 1 a_~) =6 CL'L[S-~] 
s' M 1 M a' Sl E'l: 

X (i M' -, M' + a)(~ S S - ~ ). 
a'S' S - ~ '2 M -M + a 

This can be graphically represented, by using Yutsis­
Levinson and Vanagas angular diagrams: 16 

M' 

M 

Part A 

M' 

0' 

a' 

a 

Part B 
Eq.I 

M 

o 

ConSidering the following angular diagram 

for a given So' 

0' o 

Eq. II 

we can join the corresponding free lines of the iden­
tity (1) and obtain 

+ 

Part A 

1 
2 

S-1; 

So 

Part B 
Eq. III 

S 0S-1:,S'-1:" 
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Then, 

CE'E== (_1)1/2+S+S0+s 1 l!, ! 
with So == S - ~ == S' - ~'. 

Two cases are possible: 

a. 

b. 

Sl == 0, then 

o E'E C - and 
E'E - /2[SP/2 

[01 Ta'a == ~ (">' wS Et SE W) [S ]-1/2 .f2 t.; a' a op 

Sl == 1, then 

(1 + ~' - ~)!~! + ~ - ~')! r/2 

x ([Sop] + 2(~ + ~'»)1/2. 
[Sop] + (~ + ~') 

APPENDIX B: DEMONSTRATION OF EQ.20 

To calculate the expression 

we use a recursion formula. Then writing S = S + ~, 
M = M + a and S' = S' + ~' ,NI' = NI' + a', we first 
determine 

0'0 s'! E' S Et! S K==o (ZM' Sa,wwM
1 wSa ZM)' 
1 

Using the definitions of W!1 and s;t acting on !Z~), 
we obtain 1 

K = (_ 1) (1/2)+S'+8+S 1 [8]1/2 [8'11/2) ~ s t I 
5' s' Sl\ 

Note that for Sl = 0 we simply have the case of sca­
lar operators 

The other possible case is Sl == 1, that is to say, the 
case of spin-dependent operators. 

Th~ ~able giving the possible values of [S]1/ 2 [S']1/2 
X(S, S') is given in Table I. 

The last expression to be determined is 

(i Ml a) 8'! E' 5 4- s 
- (ZM' Sa'WWM11wSa IzM ), 

a' Sl i 
which is equal to 

(_ 1)(1/2)+5'+.5+S 1 \ i i SS_l( OSS,. 
1 s' S \ 

Then the element M is 

TABLE I 

1 

" 
1 

" 

~(S + S' + 3)(S + S') 

,j(S"' - 5 + 1)(5 - S' + 2) 

1 
-2 

- ~(S - s' + 1)(S' - S + 2) 

~(S + S' - 1)(S + S' + 2) 

where Sk = ~1 + ~2 + ... + ~k and sk == ~~ + ~2 + ... 
+ ~k· 

APPENDIX C: ABOUT NOUIALIZATION OF 
THE STATES 

Normalization must be stated precisely as follows. 
In Paper I we have put1 

«( [S'l>lt ! [sl>lt » == (>It !!>It) == 0 [Sl1/2 
y' Y S'y' Sy y'y • 

But in the occupation branching representation, it is 
easier to normalize to unity. This is done in Paper 
II and with the foregoing definitions of 1 [S'lNy,» and 
! [51 Ny» (formulas 7 and 8). 

It is then, more convenient to introduce the operator 
[0] 1 == w, so that 

«( [S 1 >It 1[0] 11 [sl>lt » == (>It II >It > == 0 [5]1/2 
y' Y S'y' Sy Y y' , 

while 

«([S'l>lt y, 1 [Sl>lt y» == (>lts,y," w-1 1!>ltsy) == Oyy, [S]. 

The [SllJi y are given by formula (25) of Paper F with 
the normalization constant Cy = {n !/dy(n»)1/2 [S]1/2 
[formula (38)1]. Then, 

I [s'l >It y,» == [5'] 1/21 [s'lNy,» and I [sl>lt y» == [5]1/21 [sl Ny» 

so that «[S'l N ! [SlN » == 0 y' y yy' • 

The exact determination of Nc remains, in a general 
excited state which possesses doubly occupied orbi­
tals. The normalization constant N c is shown to be 

(
25 + 1)1/2 N =D _c __ 

c c 2S +2 ' 
c 

using the fact that the standard ordered m-1/2 t 
mO/2t and mO/2mg-1/2 satisfy 

[S + 1.]1/2 
m f - 1/ 2t m O / 2t == op 2 (~2)ot 

[Sop] 1/2 ' 

[S + 1.]1/2 
m g 1/2 mg-1/ 2 == op 2 (~2)O 

[SopP/2 ' 

(~2)Ot and (~2)0 being, respectively, the creation and 
the annihilation operator of a singlet pair on the orbi­
tal ~ as is seen in Paper 11,2 formula 28. 

The demonstration uses the fact that 

J. Math. Phys., Val. 13, No.5, May 1972 
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COlO 
wS

o
- 1/ 2t == 

/2 
is anti symmetrical, while 

AS op wS-1/2 twSl/2 t + 
[Sop] 0' ° 

is symmetrical and gives the relation 

One can also use a direct demonstration in doing 
simply that scalar product of two standard states. 

APPENDIX D: DETERMINATION OF THE C 1;' 1;' 1; 1; 
a b b a 

The identity for all S,M, S',M': 

(z!: I (Sasb)sl TO'ao'bob Iz!) 
'" S' I E't E'1" E E S == L; (ZM' wSo,a wS j So bwSo aw I ZM) CE, E' E E 
(E) a b b a a b a b 

enables us to determine the values of CE, of Ci-
a... a ... 

This can be easily done graphically using Yutsis 
diagrams: 

with 

M' 

x 

M 

M' 

M 

a' a 

1 
2 

5- ~a- ~b = 5'- ~~- ~b· 

Eq.IV 

J. Math. Phys., Vol. 13, No.5, May 1972 

1 

+ 2 

}-'-~l-_a~ 

2 

Part A 

Considering the following angular diagram, 

+ 

M' 

M 

Eq.V 

we can join the corresponding free lines and obtain 

+ 

Part A 

x (_ 1)Sa-S b+ S l[Sl]1/2 

x [5 - ~a]1/2 [S' _ ~a]1/2 , 

Eq.VI 

Part B 

that is to say 

C = (_ 1) <1/2)-E'b+2 (Ea+Eb)+Sa+Sl 
E~E;'EbEa 

X [S ]1/2 [S 11/2 [S' 11/2 \ ~ 
1 0.. 0 Is' 

o 

with 

So = So + ~b' So = So + ~b' 
S=SO+~a+~b' S'=50+~~+~b' 

+ 

APPENDIX E: DETERMINATION OF M FOR THE 
BIELECTRONIC OPERATOR [FORMULA (27)] 

The only new problem is here to demonstrate the 
identity 

Using again Yutsis angular diagram, we easily obtain 
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The existence of closed connected subgroups X of S'U(2j + 1) such that DiIS'U(2)] ;;; X;;; S'U(2j + 1) is investigated 
in terms of Lie algebras. We look for a more general solution to this problem. Besides the trivial (orthogonal 
or symplectic) candidates,Racah pointed out that X = S 2 is another relevant example, for the case j = 3. This 
augmented chain made possible some very interesting theoretical calculations In the framework of atomic 
spectroscopy. Actually these are all possible solutions. We give a quite simple proof of this fact, using some 
well-known properties of the 6- j symbols. 

1. INTRODUCTION 

In the theoretical analysiS of some physical problems 
(atomic spectroscopy, etc.) 1 the question often arises 
of finding closed connected subgroups X < S'tl(2j + 1) 
(j integer or half-integer) such that 

(S'U(2))j ~ X ~ S'U(2j + 1) (1) 

where (S'U(2n is the image of S'tl(2) under the irrep 
W. (Given two groups g, g I, the symbol S I < g stands 
for "g' is a subgroup of g"i and g I ~ g stands for 
"g'is a proper subgroup of g." Similar notation will 
be used for Lie algebras. The symbol C is only used 
to denote set-theoretic inclusion.) The classical 
groups se (2j + 1) (j integer> 1), Sp(2j + 1) (j half­
integer> i) are well-known examples of such X. As 
to further candidates, Racah 2 realized that for j = 3 
the exceptional Cartan group S 2 provides a refined 
chain 

(S'U(2»3 < 82 < 30(7) < 3'U(7), 

which has proved quite useful in analyzing complex 
atomic spectra. 

(2) 

Dynkin 3 has completely classified all possible inclu­
sion types of irreducible groups of unimodular matri­
ces. Dynkin's analysis is general and exhaustive and 
makes full use of the theory of semisimple, classical, 

and exceptional, Lie algebras. A look at Dynkin's 
tables shows that, with the only exception (2), just the 
above mentioned possibilities se (2j + 1) or Sp (2j + 1) 
for X remain. That this result is proven does not 
seem to be generally known by phYSicists although the 
fact is "apparently" true. 

The aim of this short note is to present a simple, 
direct analysis of problem (1), using some elemen­
tary properties of the 6-j symbols. The arithmetical 
nature of this analysis should be noted. 

2. THE CLASSICAL SOLUTION 

It proves convenient to reformulate our problem in 
terms of complex Lie algebras. Namely, we wish to 
find for a given j > ~ the more general Lie algebra 
X such that 

(3) 

(.4,. is Cartan's notation for the complexified Lie alge­
bra of S'tl(n + 1) and (AI)i stands for the image of Al 
under Di.) From (3) it foHows that A 2i ,X are natur­
ally endowed with Al-module structures. 

It is known 4 that the Al-module A2i decomposes into 
a multiplicity-free direct sum of irreducible modules 

I ={1,2, ... ,2j} (4) 

J. Math. Phys., Vol. 13, No.5, May 1972 
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(S'U(2»3 < 82 < 30(7) < 3'U(7), 

which has proved quite useful in analyzing complex 
atomic spectra. 

(2) 

Dynkin 3 has completely classified all possible inclu­
sion types of irreducible groups of unimodular matri­
ces. Dynkin's analysis is general and exhaustive and 
makes full use of the theory of semisimple, classical, 

and exceptional, Lie algebras. A look at Dynkin's 
tables shows that, with the only exception (2), just the 
above mentioned possibilities se (2j + 1) or Sp (2j + 1) 
for X remain. That this result is proven does not 
seem to be generally known by phYSicists although the 
fact is "apparently" true. 

The aim of this short note is to present a simple, 
direct analysis of problem (1), using some elemen­
tary properties of the 6-j symbols. The arithmetical 
nature of this analysis should be noted. 

2. THE CLASSICAL SOLUTION 

It proves convenient to reformulate our problem in 
terms of complex Lie algebras. Namely, we wish to 
find for a given j > ~ the more general Lie algebra 
X such that 

(3) 

(.4,. is Cartan's notation for the complexified Lie alge­
bra of S'tl(n + 1) and (AI)i stands for the image of Al 
under Di.) From (3) it foHows that A 2i ,X are natur­
ally endowed with Al-module structures. 

It is known 4 that the Al-module A2i decomposes into 
a multiplicity-free direct sum of irreducible modules 

I ={1,2, ... ,2j} (4) 
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and that a basis in [A11j,L consists of the (2j + 1) x 
(2j + 1) matrices 

(
m Lj) (Tif)m n =.J2j +1 j Mn ,M=-L,-L+1, ... ,L. 

(5) 
Therefore X will be of the form 

X = Ll~lI(X)[Adj,L' 

where I(X) C [, As [A1 ]j,l = (A 1 )j' necessarily 
1 E [(X). 

Since 

[[A 1]j,L
1

' [A 1]j,L
2
] 

is again an A1-module, we have 

(6) 

l_[A1]j.L
1

' [A 1]j,L
2

] = Lr;El c/L 1, L 2, L 3)[A1]i.L:J' (7) 

where cj (L 1,L2,L3) = O,l. 

Consequently, the following statement holds: 

Lemma 1: X will be a Lie algebra satisfying (3) 
if and only if X is of the form (6), {1} ,,:. [(X) ,,:. [,and 
L 1, L2 E [(X) implies L3 E [(X) whenever c/L1, L 2, 
L 3 ) = 1. 

Now from (5) one easily deduces 

Tif1 Tif2= (_)L1+L 2 +2j.J2j+ 1 ~ (2L3 + 1) 
1 2 L3, M3 

\ L1 L2 L3/ (L1 L2 M3) T. x) . ~M~' 
j j j \ M1 M 2 L 3 3 

whence 

[TJ1,Tif2] = (- 1)L1+L2+2j v'2T+l 
1 2 , 

x ~r1- (_)L1+L2 +L 3 ](2L3 + 1) 
L3 M 3 

Therefore 

Lemma 2: c/L v L 2,L3 ) = 1 if and only if 

(i) L1 + L2 + L3 is odd, 

\L t ~ L 3 ( 

(iinj j j \":'0. 

(8) 

(9) 

Two direct consequences of Lemma 2 are worth 
mentioning: First,c/L 1,L2,L 3) is totally symmetric 
in r,., L 2 , L 3 ; and secondly, 

L~ I)A 11j ,L' with L == {L E [ : L odd}, 

is a Lie algebra. If rj = Dj (i 0 y) denotes the element 
of (S'U(2»i representing a rotation of angle -IT around 
the Oy axis, it is known4 that the matrix n, in the! 
standard basis, is symmetric for integer j, antisym­
metric for half-integer j. Moreover 

(10) 

and therefore 
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EB [A 1 ]· L = E., j integer 
Lee J, J 

= Cj +1., j half-integer. (11) 
2 

Expressions (11) exhibit the A1 -module structure of 
the classical solutions of (3). 

3. THE MORE GENERAL SOLUTION 

To proceed further,a closer look at c.(L 1,L2,L3) is 
necessary. First, it is plain that J 

On the other hand, using Sato's condensed expres­
sions 5 for the 6-j symbols, Lemma 2 can be re­
placed by the equivalent 

Lemma 3: cj(L v L 2, L 3) = 1 if and only if 

(i) L1 + L2 + L3 is odd, 

(ii) L 1, L 2, L3 satisfy the triangular condition 
(ILl - L21:5 L3:5 L1 + L 2), 

(iii) [L 1L 2(2j - L 3) - L1L2 

x (2j + 1 + L
3

)(-1)]<L1 +L 2 - L3 ) ;r 0. 

[provided one assumes L3 2: min(L 1, L 2);otherwise, 
just permute appropriately the indices 1,2,3 in the 
inequality under (iii) 1. 
We use Sato's shorthand notation 

x(o) ==x(x-1)"'(x- 0 + 1) 

x (-0) == (x + 1)" ·(x + 0), 0 EZ+ 

and the binomial expansion of {x 1Y 1 z 1 - X ~ 2Z 2 (-1)} (0) 

is symbolically understood. 

From Lemma 3 the following set of conclusions 
can simply be drawn: 

Provided that (i) and (ii) of Lemma 3 are satisfied, 
then 

(3.2) cj (L 1 ,L 2 ,2j) = 1, 

(3.3) cj (L 1,L2,2j-1)=1 iff 

(L1 - .6. 3 + 1)(L 2 - .6. 3 + 1)(4j + .6. 3) ,,:. L1 L 2.6. 3 (12) 

with .6. 3 == L1 + L2 - L3 = L1 + L2 - (2j - 1). In 
particular, 

c/L, L, 2j - 1) = 1 iff j(2j + 1) ,,:. L(L + 1), (13) 

(3.4) cj (L 1,L2,L1 + L 2 -1) = 1, 

(3.5) cj (3, L, L) = 1 iff 

5(2L + 1)2 - 12(2j + 1)2,,:. 17. (14) 

An appendix contains a brief discussion of the dioph­
antine equation 

5(2L + 1)2 -12(2j + 1)2 = 17 (15) 

related to (14). 

We are now in a position to find the more general Lie 
algebra X satisfying (3). Such X will have the form 
given by (6) with {1} ~ [(X) ~ [ (therefore j > 1). 
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Suppose that LEI (X), L;e 1. 
ing possibilities may arise: 

Three mutually exclud-

(a) S(L,L,3) = 1; 

(b) S(L,L,3) = 0, 

(c) cj (L, L, 3) :::: 0, 

L;e2j-1; 

L = 2j - 1. 

(16) 

Case (a): By Lemma 1, 3 E I(X), and repeated 
application of (3.4) leads to LC I(X), {L + 2n: n E z} 
n JCJ(X). Consequently, if L is even, the Lie algebra 
X as given by (6) will exhaust A 2j[Le., I(X) :::: f). For 
the inclusion to be proper, L must be odd and there­
fore X :::: B/j integer> 1) or X === Cj +. (j half-integer 
> ~). 

Case (b): The couple L,j must satisfy (15). Con­
sequently L > j,j is integer (see Appendix) and (13) 
holds, since Eqs.(15) andj(2j + 1):=:: L(L + 1) have 
no simultaneous (positive integer) solution. We con­
clude thus by (3.3) that 2j - 1 E I(X). Being 2j - 1 ;eL, 
the couple 2j - I,j satisfies (14), and hence (3.5) im­
plies 3 E J(X). The argument given for Case (a) can 
now be repeated, and the same conclusions thereof 
follow. 

Case (c): By (3. 5) the specific numerical values 
j === 3, L:::: 5 are required. Thus X:::: [A1]3.1 Ell [Alh5 
is a 14-dimensional Lie subalgebra of A 6 • Such Lie 
algebra X is simple [any proper ideal of X should be 
an AI-module and therefore necessarily [AIJ3.I or 
[A~ h 5;but none of these modules is an ideal of X, as 
c 3 t1, 5, 5) :::: 1 by (3.1)]. The only simple Lie algebra 
of dimension 14 is the exceptional G2 , and so the chain 
(2) emerges as 

(17) 

In conclusion, the following statement has therefore 
been proved. 

Proposition: Let X be any Lie algebra satisfying 
(A1)j ~ X ~A2j' 

Then either 

X:::: Bj' j integer> 1 

or 
:=:: Cjd , j half-integer > ~ 

2 

that, unless j = 3 and L :=:: 5, [A1J j .L C X, L> 1, j> 1 

imply [AI Jj •3 C X. This we did either directly [Case 

(a)1 or indirectly [Case (b)], depending on whether 
dL, L, 3) = 1 or O. And once it was shown that 3 E 

!(X), automatically (3.4) took care of the rest. The 
partic'lllar value L :::: 3 seems thus to be so relevant 
that it may have some interest knowing which L's are 
directly connected to it for a givenj,Le.,cj (L,L,3):::: 
1. According to (3. 5) this will be the case iff L > 1, 
j> 1 and (14) holds. Alternatively,c/L,L,3):::: 0 iff 
either L = 1 or the integers x :::: 2L + 1, y = 2j + 1 
satisfy the Diophantine equation 

5x 2 - l2y2 = 17. (AI) 

All (integer) solutions x,y of (AI) consist of odd num­
bers: x even would imply 17 =: 0 (mod 4);y evenwould 
require x 2 == 5 (mod 8),but always x 2 =: 0,1,4 (mod 8). 

Therefore,cj (L,L,3) = 1 whenever L> l,j half-inte­
ger > ~. 
The general solution of (AI) is of the form 

x = 5a - 36j3, 

±y === 3a- 25j3, 
(A2) 

where a, (3 are (integer) solutions of the Diophantine 
Pell's equation 6 

(A3) 

associated to (AI). In fact,x,y as given by (A2) satisfy 
(AI). Conversely,if x,y are solutions of (AI),then 
x2 + y2 == 0 (mod 17),whence y == ± 4x (mod 17). 

Therefore, as from (A2) 

17a == 25x Of 36y, 

l7j3 === 3XOf 5y, 
(A4) 

both rhs of (A4) will be multiples of 17 and a,13 will 
be integer solutions of (A3). 

All solutions of Pell's equation (A3) are given 6 by 

(A5) 

X = G2 , j = 3. 
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In the preceding discussion we succeeded in showing 
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of Group Theory to Quantum Physics: Algebraic Aspe"Cis," in 
Lecture Notes in Physics. 6 (Batelle Seattle 1969 Rencontres) 
(Springer-Verlag, Berlin, 1970). 

2L + 1 = 51 an 1- 36i3n, 

2j + 1 = I 25i3n - 31 an II, 
with n ::::- 1. And thus, for instance, (A6) gives 

etc. 

n=l, L=5,j::::3 
L = 149, j=== 96 

n = 2, L:::: 338, j := 218 
L := 9266, j = 5981 

2 G. Racah, Phys. Rev. 76,1352 (1949). 

(A6) 

3 E.B.Dynkin,in Amer.Math.Soc. Trans!., Ser. 2, 6, 245 (1957). 
4 See,for instance,M. G.Doncel,L. Michel,and P.Minnaert, ·Polari­

zation Density Matrix," Preprint PTB-37 (Bordeaux, 1970). 
5 M. Sato, Progr. Theoret. Phys.13, 405 (1955). 
6 L. J. Mordell,Diophantine Equations (AcademiC, New York, 1969). 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

A Functional Calculus Approach to the Ursell-Mayer Functions 

c. Y. Shen 
Department of Mothematics, Simon Fraser University, Burnabv 2, British Columbia, Canada 

(Received 16 September 1971; Revised Manuscript Received 11 November 1971) 

A more complete treatment of the Ursell-Mayer functions is given here by way of a functional calculus defined 
on the algebra of complex-valued functions on the exponential of a set. Through measure-theoretical con­
siderations, we are able to establish relationships between these functions and certain linear operators which 
relate probability densities and correlation functions in statistical mechanics. Also we point out that these 
functlOns provide a way of representing states of an infinite system. 

1. rnTRODUCTION 

In statistical mechanics, the equilibrium state is 
usually determined by specifying the zero-density 

f t · ./, ( ) -BHn(x1••·· .xn)-rn h UnCIOn'1"nx1"",xn =e ,were 
Hn(x l' ... , Xn) is the system Hamiltonian and (3, Tare 
constants. For the study of imperfect gases, it is 
sometime convenient to work with the Ursell-Mayer 
functions qJn(x 1" .. ,xn), which are defined in terms of 
l/!n(X l' ... , xn) by the scheme 

lJ.o1 (x 1) = <PI (x 1)' 

l/!2(X 1'X 2) = qJ2(X1'X 2) + <PI (X l)qJl (x2)' 

lJ.o3(x 1,X2,x3) = qJ3(x 1 ,x2,x) + qJ2(x 2,x 3 )qJI(xl) 

+ <P2 (x l' X 3)qJ1 (x 2) + qJ2 (x l' X 2)qJl (x 3) 

+ CPl (x I )CPl (x 2)CPl (x 3)' 

These functions can also be introduced elegantly 
through a functional calculus. The germ of this idea 
can be found in Refs. 1 and 2. Since the mechanical 
systems under consideration here often consist of 
finitely but variably many identical particles, it is 
more natural to regard the configuration space of 
such systems as the set of all finite unordered se­
quences of points in Euclidean 3-space. Carter and 
Prenter 3 pointed out the technical advantages of this 
view(loint, and part of their work, namely the exponen­
tial construction of a set and of a measure space, is 
briefly described in Sec. 2. Our first object is to give 
a rigorous and more complete treatment of the 
Ursell-Mayer functions within the framework of ex­
ponential spaces and via a functional calculus. By 
doing so, we are able to prove some interesting pro­
perties about the Ursell-Mayer functions. 

We begin our discussion by introducing an algebra 
ct(Xe) of complex-valued functions defined on the 
exponential of a set. Multiplication in this algebra 
corresponds to the star product used by Schwartz and 
Ruelle. Through power series expansion, we establish 
in Sec. 3 the homomorphism between the algebra of 
locally analytic functions and ct(Xe). The Ursell­
Mayer function qJ of a function 1/; E ct(Xe) such that 
lJ.o(O) > 0 is defined to be 

cP = Log1/;, 1/; = expqJ, 

where Log is the prinCipal branch of the logarithm. 
Our main result, stated in Sec. 4, shows that the exp 
and Log mappings commute with certain linear opera­
tors T, U which connect probability densities and cor­
relation functions in statistical mechanics. 4,5 Also, 
we point out that the Ursell-Mayer functions can be 
used to represent states of infinite systems. 
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2. THE ALGEBRA ct(Xe) 

Given a nonempty set X, we denote the collection of 
all unordered sequences of finite length in X by Xe' 
As pointed out in Ref. 3, an unordered sequence x, 
with length l(xl == n, may be written as a formal pro­
duct 

where the order of factors is irrelevant. When n == 0, 
we write x == O. By collecting equal factors, the pro­
duct can also be written in the form 

where t I' ... ,tm are the distinct factors of x and 
r l , .• • ,rm are the corresponding multiplicities. We 
adopt the convention that, for all t E X, tr =: 0 if 
r =: O. Also, we denote the multiplicity of each factor 
t of x by r(x, f), and define r(x, t) == 0, if t is not a fac­
tor of x. 

There is a natural binary operation on Xe' called 
concatenation, defined as follows: If x = X I ..• xm 
and y = y 1 .•. y,,) then 

xy == X I ... XmY 1 ... Y", 

with ° as the identity element. Notice that r(xy, t) = 
r(x, f) + r(y, t) for all x,y E Xe' Letx E Xe and let 
n be a positive integer. An n -partition of x is an n­
tuple of unordered sequences (x l' ... , xn) such that 
x =: xl' •. X". The set of all n -partitions of x is 
denoted by Pn (x). The index of an unordered sequence 

x == t~l .•. t;"m is I(x) == r 1 ! '" rm! and the index of 
an n-partition (xl"" ,xn ) of x is 

Now let ct(Xe) denote the family of all complex-valued 
functions defined on Xe' If qJ, 1/1 E ct(Xe), their star 
product cP * 1/1 is defined on Xe by the equation 

qJ * lJ.o(x) == I; {I(x l ,X2)CP(x l )1V(X2) : (x 1,x2) E P2(x)}. 
(2.1) 

The notation for star products is Simplified by intro­
ducing a special symbol E *. If 5 is a set of parti­
tions of an unordered sequence x, then 

will denote the corresponding sum in which each 
term is multiplied by the index of the partition 
(x l' ... , xn ). In this notation we have 

With this product, ct(Xe) becomes a commutative 
algebra with identity 1 * given by 
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if x = 0 

otherwise 

By a simple inductive argument, we obtain 

Theorem 2.1: Let (CPl' ... ,CP k)' k 2: 1, be a finite 
sequence of functions in G,(Xe)' Then 

(CP1*'" *CPk) (x) = 6*{CPl (xl) ... CPk(xk): 

(xl"" ,xk) E Pk(x)}. 

The nth power of an element cP under the star opera­
tion will be denoted simply by cP n. For n = O. we de­
fine cpo = 1 "'. A function cP E a (Xe ) has a multiplica­
tive inverse if and only if cP E a l = {cp E <1(Xe) 
cp(O) ". O}. An exact formula for the inverse is given 
by Eq. (3.3) below. The complement of a l • 

is a maximal ideal in a(Xe)' It also possesses 
another interesting property given by 

Theorem 2.2: Let cP E ao' If n > l(x). then 
cpn(x)=O. 

The proof follows trivially from Theorem 2. 1 and 
the fact that if (xl' .•. ,xn) E Pn(x) and n > l(x),then 
Xi = 0 for some i = 1,2, ... ,n. As a consequenc£ of 
Theorem 2.2, arbitrary infinite power series 6 n=o 
cncpn are easily defined for members of ao by the 
equation 

( 

0() ~ l(x) 

~o cncpn) (x) = ~o cncpn(x). (2.2) 

This important observation furnishes the basis of our 
discussion in the next section. 

Another useful way of writing Eq. (2.2) can be given 
as follows: An n-partition (xl"" ,xn ) of an un­
ordered sequence x is proper if Xi ". 0 for all 
i=l, ... ,n. 

The class of all proper n-partitions of x will be 
denoted by Qn (x). Furthermore. Q (x) will denote the 
class of proper n-partitions of x for all n = 1,2, .... 
That is, 

By Theorem 2. 1 and the above definition, Eq. (2.2) 
is equivalent to 

(~o cncpn) (0) = co' 

(Eo cncpn) Cx) (2.3) 

= 6* {CkCP(xl) .•. CP(xk): (xl"" ,xk) E Q(x)} 

if x ". O. 

For each x E X e , we define a linear operator D,,: 
G,(Xe) -4 G,(X) by the equation 

D"cp(y) = cP(xy). 

This corresponds to a similar operator used by 
Ruelle. l Notice that D"Dy = D"y for all x,y E Xe' 
When x = 0, D" is the identity. When l(x) = 1, D is 
a derivation in the sense that " 

Theorem 2.3 below shows that D~ behaves like a 
differential operator of order l(x). 

Lemma 2.1: Let f be a function on Xe x Xe into 
a linear space. Then, for each x,y E Xe such that 
l(x) = 1, 

6*{j(xU,V) + f(u,xv): (u,v) E P2(y)} 

= 6*{j(U, v): (u, v) E P2 (xy)}. 

Proof: For eachy E Xe , we have 

6*{j(xu,v): (u,v) E P 2 (y)} 

_ '" ~ I(y)r(xY,x)r(xu,x} • ( )l 
- L.J / I(u)I(v)r(xy, x)r(xu, x) f(xu, v}. (u, v) E P 2 Y \ 

",I l(xy)r(u',x) f(' ') (U' ') P I~.) 
=L.J/1(u')I(v'}r(xy,x} u,v: ,v E 2""'Y 

and x is a factor of u' f. 
Since r(u',x} = 0 if x is not a factor of u', the above 
sum is equal to 

61 l(xy}r(u', x) f(u' v'): (u' v') E P (xy) / 
/I(u')I(v')r(xy, x) , , 2 \ 

By a similar argument, we obtain 

6*{j(U, xv} : (u, v) E P 2(y)} 

"'~ I(xy}r(v',x) f'" ,) (' ') P I" )l 
=L.J/1(u'}I(v'}r(xy,x) \u,v :u,v E 2""'Y\ 

The lemma now follows by combining the above sums 
and using the identity r(u,x} + r(v,x) = r(uv,x). 

Theorem 2.3: Let cP, 1/.1 E G,(Xe) and x be a mem­
ber of Xe' Then 

D,,(cp*1/.I) = ~*{Durp*Dv1/J: (u, v) E P 2(x)}. 

Proof: The proof is by induction on l(x). Clearly 
the result holds for x = O. When l(x} = 1, we have 

(D"rp '" 1/.1 + rp * D,,1/.I )(y) = 6"'{rp (xu) 1/.1 (v ) 

+ rp(u)1/.I(xv): (u, v) E P 2(y)}. 

Applying Lemma 2.1 withf(u,v) = rp (u) 1/.1 (v), we see 
the right-hand sum is equal to D,,(rp*1/.I} (y). Now sup­
pose the result holds for l(x) = k 2: 1, we write x = 
yz, where ley) = 1 and l(z) = k. Then 

D)rp '" 1/.1) = DyU) 2(rp * 1/.1 » 
= 6*{Dyurp '" D,,1/.I + Durp * Dyv1/.l: (u, v) E P 2(z)}. 

Again using Lemma 2. 1 with f(u, v) = Durp '" Dv 1/.1 , we 
obtain the desired result. 

By analogy with the theory of ordinary differential 
equations, we have the following simple fact: 

Theorem 2.4: Let 1/.1 E G,(Xe)' Then for all x EX, 
the pair of equations 
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has the unique solution cp = O. 

Now suppose that the set X is endowed with a a-finite 
measure structure. Carter and Prenter3 have shown 
that it induces a natural a-finite measure structure 
on Xe as follows: Let X be a a-algebra of subsets of 
X and let ~ be a a-finite measure defined on X. For 
each nonnegative integer n, (X.n, X'n, ~.n) denotes the 
nth product space. When n = O,X'o = {O} and ~'O({O}) 
= 1. Let X; = U;ox·n. Then 

X· ={ U A :An E x·n for each n} e n=O n 

is a a-algebra of subsets of X;, and the set function 
~~ defined on X; by 

~. (E) = I; ~ ~'n(E n x·n) 
e n=O n. 

is a a-finite measure. The quotient space of IX', X', 
• ) e e 

~e under the natural projectionp: X; ---7Xe(here mem-
bers of Xe are regarded as equivalence classes of 
elements in X; under the equivalence relation of re­
arrangement) is called the exponential space of 
(X, X, 0 and is denoted by (Xe , X e ' ~ e)' 

Let J3 1 (Xe) be the set of all ~ e -integrable functions, 
and let L1 (Xe) be the corresponding set of equivalence 
classes. In view of the following known theorem, 
L 1 (Xe ) is a commutative Banach algebra with identity 

1 *. 

Theorem 2.5: If CP1' CP2 E £1 (X.), then so is 
CP1 * CfJ2 E £ 1 (Xe). 

Moreover, 

(i) JCP1*CP2d~e = (J CP1d~e)(J CP2d~e) 

(ii) JICP1*CP2Id~e ~ (jICP1Id~e)(JICP2Id~.). 

3. THE OPERATIONAL CALCULUS 

In this section we will set up an operational calculus 
for a(Xe)' which is suggested by the standard opera­
tional calculus for Banach spaces. The spectrum of 
an element cP E alX ) is defined to be the set of all 

e * complex numbers z such that cP - zl has no inverse. 
Since cp - z 1 * has no inverse if and only if it belongs 
to a 0' the spectrum of cp consists of the single point 
_____________________________________ J 

a06)I(Y1) I.(~~ I(y/ZCP(Y1) •.. cp(yz): (Y1"" ,yz) E Q(x)~ 

cp (0). If F is a locally analytic function such that 
cp(O) E domF, we define F(cp) by using the Taylor's 
series expansion of F about cp (0). That is, 

00 

F(cp) = ~ an[cp - cp(0)1 *]n (3.1) 
n=O 

where an = [F(n)(cp (O)}]!n!. Since cp - cp (0)1 * belongs 
to a 0' this infinite series is defined in the sense of 
Eq. (2. 2). Also, by Eq. (2. 3), we have 

F(cp) (0) = F(cp (0)), 

if x '" O. 

Consider the class of all locally analytic functions 
whose domains contain cp(O). Two such functions F, 
G are equivalent relative to cp if F(z) = G(z) on some 
neighborhood of cp(O). The set of equivalence classes 
of such functions forms a commutative algebra with 
multiplicative identity, where the algebraic operations 
are defined in the obvious way by using representa­
tive functions. We shall denote this algebra by 5'cp. 

Theorem 3.1: For each cp E a (X.) , the mapping 
F ---7 F(cp) given by Eq. (3.1) determines a homomor­
phism of the algebra 5'cp into a(X.). Moreover, it 
maps the constant function F(z) = 1 into 1 * and the 
identity function F(z) = z into cp. 

Proof: Clearly, the mapping F ---7 F(cp) is linear. 
LetF(z),G(z) be two members of 5'cp with expansions 

00 

F(z) = ~ am[z - cp(o)]m, 
m=O 
00 

G(z) = ~ bn[z - cp(o)]n. 
n=O 

For x = 0, (F(cp) *G(cp) (0) = (FG(cp) (0) = aob o' When 
l(x) > 0, we have 

(F(cp) * G(cp)) (x) 

= 6 ~I(~~;iv) F(cp) (u) G(cp) (v): (u, v) E P 2(x)f 

Separating out the terms with U = 0 and v = 0 and 
expanding F (cp) (u), G (cp) (v), we obtain for this sum 

+b061I(Yl):~X? I(yz)a ZCP (Y1)'" cp(YZ):(Y1""'Yz) EQ(x)~ 

+6~I(~~;lv) (:E~I(U1/.(~~ I(Um)an,cp(u 1)'" cp(um):(u1, ... ,Um)EQ(U)O 

x (:E)I(V
1

) :(.v,> I(v
n

) bncp(v 1) ... cp(vn ): (v 1> ••• , vn) E Q(v)D: 

x (u,v) E Q(x)~. 

The last term can be rewritten as 

J. Math. Phys., Vol. 13, No.5, May 1972 

(U 1, ••• ,u,ul E Q(U), (VI"" ,Un) E Q(v) 

for someu,v EXe such that (u,v) E Q2(x)~' 
Collecting terms corresponding to the same partition 
in Q(x) and combining it with the first two terms 
above, we have 
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~( I ) I 6* I f?o aZb1- k cp(y 1) ••• CP(Yl): (y l' •.• 'Yl) E Q(x)~ , 

which is equal to «FG)(cp»(x). The rest of the theo­
rem follows immediately from the definition of F(cp). 

As a consequence of Theorem 3.1 and Eq. (3. 2), cp-1 
is equal to F(cp), where F{z) ::::: l/z. That is, 

cp-1(O) = cp(o) , 

cp-l{x) = 6* \ (- :)k cp(x1) •.• cp(xk): (xl"" ,xk) E Q(x)t I cp{O k+l l 

if x ;t' O. (3.3) 

In the foregoing discussion, we focus our attention on 
a particular function cp E a(Xe)' Now we reverse this 
point of view and consider the mapping cp -> F(cp) for a 
fixed locally analytic function F. More precisely, for 
each such function F, let!DF be the class of all mem­
bers cp E a(Xe) such that cp(O) E domF. Then the 
mapping cp -> F(cp) is a function on !DF into <i(Xe)' For 
purposes of the following theorem, we shall denote 
this function by F * . 

Theorem 3.2: The mapping F ...., F* defined above 
preserves functional composition in the sense that for 
all locally analytic functions F, G , 

(FoG)* ::::: F*oG* 

That is, (FoG) (cp) is defined if and only if F(G(cp» is 
defined, in which case (FoG) (cp) ::::: F(G{cp». 

Proof: It is easy to show that (FoG) (cp) is defined 
if and only if F(G(cp» is defined. Now suppose cp(O) E 

dom(FoG) and G(z),F{z) have the following expansions 
about cp{O),G(cp(O», respectively: 

00 

G(z) ::::: G(cp (0» + ~ dn[z - cp(o)]n, 
n~l 

00 

F(z) = ~ cn[z - G(cp{O»Jn. 
n~O 

Then the expansion of (FoG) (z) about cp(O) is given by 
00 

(FoG) (z) = L) qn[z - cp(o)]n, 
n~O 

where qo = Co and for n > 0 

Clearly,F(G(cp» (0) ::::: «FoG)(cp» (0) ::::: co' Suppose 
x ;t' O. 

We have 

\ lex) 
F(G(cp» (x) ::::: ~ II{uI) ... l(uk)ckG(cp) (u I ) ... G(cp)(uk): 

(ul, ... ,Uk)E Q(x)~ 
_ E \ I (x_).-:ck"-:-_-.--_ _=_ ___ 

- ,1(Ull)'" I(U1i
1
)'" l(ukl)'" l(ukik) 

dil ..• dJ
k 

cp(u ll ) ••• CP(U1j1 ) ••• CP(ukik): 

(u ll ,··· 'U lj1 ) E Q(u 1 ),· •• , (u kV '" 'U kjk ) 

E Q(uk } for some U l' ••• ,u k E Xe such that 

(U 1"" ,Uk) E Q(x)f . 

Collecting terms corresponding to the same partition 
(U l1"" 'U 1h' ••• ,Uk1"" ,ukik)in Q(x), we obtain 

E 1 lex) t C (~jd. ... d . . j + ... + j ::::: n 
I(X1) ••• l(xn) k~l k I i l Jk' 1 k' 

allj's 2: 1\ )CP(xl) .•. cp(xn): (xl"" ,xn) E Q(x)t, 

which is equal to (FoG)(cp){x). 

The operator Dx of Sec. 2 acts as a differential opera­
tor on F(cp) in the sense of 

Theorem 3.3: Let x be a member of Xe such that 
l(x) = 1, and let F be a locally analytic function with 
derivative F'. Then, for each cp E !DF 

Proof: Let F have the expansion 
00 

F(z) = ~ bn[z - cp(o)]n. 
n"'O 

It is easy to show that (F' (cp)* Dxcp) (0) ::::: (DJ(q;» (0) 
= b1CP(x). Wheny ;t' 0, we have 

(F'(cp)*Dxcp) (y) = F'(cp) (O)cp(xy) + 6 ~1(~~}(~) 

x(Z:;~I(Ul)~(~: I(uk)(k + l) bk+1CP(u 1)'" cp(uk); 

(u v ... ,Uk) E Q(U)DDxCP(V): (u, v) E P 2(y), 

U ;t' 0 f. 
Let uk+l = xv. Since r(uk+1 ,x) ::::: 0 if x is not a factor 
of uk+l' the above sum is equal to 

~ l(xy) r(uk,x) 
F'(cp) (O)cp(xy) + 6IJ (u

1
) ••• I(Uk+l) r(xy,x) 

x (k + 1)bk+1CP(U1) ... CP(u k+1): (u 1, ... ,uk+l ) 

E Q(xy) and k 2: 2~ . 

By the symmetry of this sum, it can be expressed as 

~ l(xy) r(u j , x) 
F'(cp) (O)cp(xy) + E p (U1) ••• I(uk+l) r(xy,x) 

x bk+1CP(u 1 )'" cp(Uk+l):(ul' ... 'Uj' .... Uk) 

E Q(xy), k 2: 2. j == 1,2, .. " k + 1~ . 

Using the. identity r(u l • x) + ... + r(u k+l , x) == r(xy, x) 
and the fact that F'(cp) (0) == b 1> we finally have 

blCP(XY) +Z:;~I(Ul) :(:?hU
k
+l) bk+1CP(u 1 )'" CP(U k+1 ): 

(u l , ••• ,uk+1) E Q(xy). k 2: 2 ~::::: (DxF(cp»(y). 

Finally, we have 

Theorem 3.4: Let cP E £1 (Xe) and let F(z) be a 
locally analytic function such that cp(O) E dom F. Then 
F(cp) E £1 (Xe) if the series 

converges. In this case, JF(cp}d~e == F(J cpd~e)' 

J. Math. Phys., VoL 13, No.5, May 1972 
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The proof of this theorem involves simple applica­
tions of Lebesgue convergence theorems. 

4. URSELL-MAYER FUNCTIONS 

For a systematic treatment of Ursell-Mayer func­
tions, we first introduce the exponential mapping 
cp ~ expcp. This mapping is defined on (1(Xe> and has 
range (il' Using Eq. (3.2), we have 

if x ,,< O. 

Alternatively, expcp may be defined as the unique 
solution lJI of the pair of equations 

D"lJI = lJI*D"cp, 

lJI(O) = e'l'(O), 

where l(x) = 1. The addition formula 

exp(CPI + C(2) = eXPCPl * eXPCP2 (4.2) 

is easily established using this characterization of 
expcp . 

A generalization of 

D" (expcp) = exp<p*D"cp 

is given by 

Theorem 4.1: Let x be a member of Xe such that 
l(x) 2: 1. Then 

D (expcp) = 6*{(1/k!) expcp*Dx cp*' . '*Dx cp: 
x 1 k 

(xl"" ,xk) E Q(x)}. 

Proof: We have seen that this holds for l(x) = 1. 
Suppose it holds for l(x) = k 2:: 1. When l(x) = k + 1, 
we write x =yz,wherel(y) = 1 andl(z) =k. By 
Theorem 3.3, we have 

D,,(expcp) = Dz(expcp*Dycp) 

= 6*{D)expcp)*Dvycp :(u, v) E P 2(z)}. 

Separating out the term with u = 0 and using the 
induction hypothesis, we obtain 

" \ I(z) 1 
expcp*Dxcp + LJ)J(v)l(u

1
) ••• I(u

k
) k! expcp *DU1CP * ... 

* DUkCP *Dvycp: (u v ... ,Uk) E Q(u), (u, v) E P 2(Z), u ,,< 0 }. 

Setting Uk+l = vy, writing l(z)/I(v) = [I(x)/I(uk+lll x 
[r(uk+vy)/r(x,y)] and noting thatr(uk+1,y) = 0 ify is 
not a factor of ukTV we obtain for the above sum 

By the symmetry of this sum and the identity 
r(u 1,y) + ... + r(uk,y) = r(x,y), this becomes 

J. Math. Phys., Vol. 13, No.5, May 1972 

"'* \ 1 LJ I "(k---7+--:1,",,)T! expcp *DU1 qJ * ... *Duk+1 qJ: 

(u 1"" ,uk+1 ) E Q(x), k 2:: 1t . 
The induction step is completed by combining this 
with the term expqJ *Dxcp. 

Let logz be an arbitrary branch of the logarithm. 

The function cp ~ logcp is defined for all qJ E (11 such 
that qJ(O) does not lie on the branch cut. By using Eq. 
(3.2), we have 

(logqJ) (0) = 10gcp(0) 

(logcp) (x) 

* 1(_ l)k-l I 
=L; I kqJ(O)k qJ(xl) •.• qJ(xk):(xV""xk) E Q(x)\ 

ifx"<O. (4.3) 

Notice that the value of (logcp) (x) is independent of the 
branch of logz if x ,,< O. It follows from Theorem 
3.2 that 

exp(logcp) = qJ. 

Moreover, for each cp E (1(X) there is a branch of 
logz such that 

log(expcp) = qJ. 

In particular, this holds if cp(O) is positive and logz is 
the principal branch. This, together with Eq. (4. 2), 
yields the addition formula 

(4.4) 

where Logz is the principal branch and cp 1 (0), cp 2(0) 
are both positive. Finally, from Theorem 3.3, we 
have 

Dxlogcp = cp-l*Dxcp if l(x) = 1. 

Definition 4. 1: Let (1+ denote the class of all 
lJI E (1(X) such that lJI(O) is real and strictly positive. 
For each lJI E (1+, the corresponding Ursell-Mayer 
function cp is given by 

cp = LoglJl· 

An important property of Ursell-Mayer functions is 
that cp vanishes when lJI factors in the following sense: 
Let Y, Z be a disjoint pair of subsets of X, and let 
lJI E <l+ be such that lJI(yz) = lJI(y )lJI(z) for all y E Ye , 
Z E Ze' Then LoglJl(yz) =0 for ally E Y.,z E Ze such 
that l(y), l(z) 2: 1 (see Ref. 4, Theorem 3.4.2, and Ref. 
2, p. 60). Regarding integrability, we have, by Theorem 
3.4, 

Theorem 4.2: Suppose lJI E (1+ is integrable. Then 

cp = Log lJI is integrable if f \ lJI \ d~ e < 2lJ1(0). 

In fact, the following example shows that Log IjJ need 
not be integrable if f \lJI\d~e 2: 21jJ(O): Let X be a 
singleton set {a} with total measure 1, a be a positive 
number, and 
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~1 ifx=O 

t/I(x} =) a ifx =a 

, 0 otherwise 

Then 

J t/ld S e = 1 + a, 

(Logt/l) (x) 

=\0 ifx=O 

= I(n -l)!(-l)n-I a n if x = an, n = 1,2, ... 

and J 00 an 
\ Logt/l\ d~ e = I; -, 

n~l n 

which converges if and only if a < 1. 

We conclude the discussion by showing that the exp 
and Log mappings commute with certain linear 
operators T, U which arise from the study of prob­
ability densities and correlation functions in statis­
tical mechanics. 4,5 To this end, we introduce the 
following subspace :n. of £ 1 (Xe): Let z lcp denote the 
pointwise product (zlcp) (x) = zl(x)cp(x). Then:n. is the 
set of all ~ e - measurable functions such that, for each 
complex number z and all x E Xe, the function zlDxcp E 

£1(Xe)' We define two linear operators T, U: :n.--7:n. 
by the equations 

Tcp(x) = JDxcp(y)dse(y), 

U(f}(x) = J (- l)l(y>Dxcp(y )dse(y)· 

(4.5) 

(4.6) 

It is known that T maps :n. one-to-one onto :1(' and with 
U as its inverse (see Ref. 5, Theorem 3.1). 

Theorem 4.3: If cp E' :n., then exp(jl C :n. and 

T expcp = exp(Tcp), U expcp = exp(Ucp). 

Proof: It follows from Theorem 4.1 and the iden­
titiesz 11* = 1*, zIF(cp) =F(zlcp),that 

zlD (expcp) =I;*{(ljk!)exp(zlcp)*zID cp*'" *zlD Cf): 
x . Xl xk' 

(xl"" ,xk ) E Q(x)}. 

Therefore, 

1 D.Ruelle, Rev. Mod.Phys.36,580 (1964). 
2 J. Schwartz, "Statistical Mechanics", lecture notes (Courant Insti­

tute of Mathematical SCiences, New York University, 1957). 
3 D. S. Carter and P. M. Prenter, Z. Wahrscheinlichkeitstheorie 

J \ zlDx (expcp) \ dS e 

Now exp(zlcp) is integrable by Theorem 3.4. Hence, 
in view of Theorem 2.5, this expansion is equal to 

I;*{(ljk OJ\exp(zlcp)\dS e J\exp(DXlCP)\ds e ". 

x J \ Z I DXk cp \ d S e: (x I' ... ,X k) E Q (x )} 

so that zIDx(expcp) is integrable. Bya similar calcu­
lation for the case when z = ± 1, together with Eq. 
(4.1) and the identities 

J exp(cp)d~e = exp[Tcp(O)], J exp[(- l)lcp]d~e 
= exp[Ucp(O)], 

one obtains the remaining results. 

Corollary 4.1: 

(i) If cp(O), Tcp(O) are both positive and Logcp E :n., 
then cp E :n. and T Logcp = Log(Tcp). 

(ii) If cp(O), Ucp(O) are both positive and Logcp E :n., 
then cp E :n. and U Logcp = Log(Ucp). 

In Ref. 5, we have shown that the state of an infinite 
system can be represented by a family of compatible 
probability densities {wn } or by the correlation func­
tion p. If we consider the Ursell-Mayer functions 
un = Logu'n' ~ n = Logp(n), the above results show that 
if either un or ~n belongs to:n., then wn,p(n),un , ~n 
belong to :n. and ~ n = TUn' Un = U~ n' In other words, 
the following "commutative diagram" holds. 

U 
~n( l un 

wg ) j exp >p ) j Log 

p(n) ( 
U 

Thus, in particular, the Ursell-Mayer functions un' ~n 
can be used to represent the state of an infinite sys­
tem. 

Geb. 21,1 (1972). 
4 C. Y. Shen, Technical Report No. 35 (Department of Mathematics, 

Oregon State University, Corvallis, 1967). 
5 C, Y. Shen and D. S. Carter, J. Math. Phys. 12, 1263 (1971). 
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Space-time ray methods are developed and employed to obtain asymptotic solutions for pulse propagation in 
media with slow spatial and temporal inhomogeneities. Emphasis is placed on cold isotropic plasmas whose 
plasma frequency wp has a space-time dependence of the form (z- Vt), thereby simulating ordered profile 
motion. Asymptotic results are constructed directly by the ray method, are related to those in a spatially 
inhomogeneous but temporally invariant plasma by the Lorentz transformation, and are also compared with an 
exact closed form solution for the special case of exponential variation of W (z - Vt). The presentation 
stresses physical attributes of the propagation process through extensive ule of space-time ray diagrams 
and plane wave dispersion surfaces. 

I. INTRODUCTION 

Ray methods have provided a highly useful and physi­
cally appealing procedure for analyzing propagation 
and scattering of high-frequency time-harmonic 
fields in a relatively arbitrary environment. More 
recently, such techniques have been applied also to 
time-dependent fields in dispersive media, with 
space-time rays generalizing the conventional mono­
chromatic rays of geometrical optics. Previous 
studies have dealt with the space-time ray theory 
for dispersive media with temporally invariant, 
spatially inhomogeneous 1 ,2 and spatially invariant, 
temporally inhomogeneous3 properties. In the pre­
sent paper, these earlier results are generalized to 
dispersive media exhibiting "slow" temporal (t) and 
spatial (r) variation, with emphasis on a functional 
dependence in the form (r - Vt) expressive of or­
dered motion with uniform velocity V. Slow variation 
implies essentially applicability of WKB-type con­
siderations. Although not treated here, abrupt chan­
ges can also be accommodated. Examined in detail 
are Green's functions for cold isotropic plasmas 
with plasma' frequency wp(r, t) = wp(r - vt), which 
may simulate the motion of an iOlllzation profile. 

For various source configurations, electromagnetic 
fields in isotropic plasmas which vary sufficiently 
slowly in both space and time can be expressed 
approximately in terms of Green's functions G(r, t) 
satisfying the scalar wave equation 

( 
1 02 w;(r,t)) 

V2 - - - - -- G(r, t) = - o(r)o(t) 
c 2 0t 2 c 2 

(1) 

subject to the causality condition 

G == 0, t < O. (1') 

V is the gradient operator in real space and c is the 
speed of light in vacuum. We begin in Sec. n byapply­
ing the direct ray method1 , 3 in order to determine 
the solution asymptotically at large distances and at 
long observation times. By this procedure, the field 
is found along curves in space-time called "rays," 
each ray defining a path in (r, t) space traversed by 
a wavepacket. As noted above, attention is confined 
essentially to media which vary in space-time 
according to (r - Vt); in particular, a one-dimen­
sional spatial model is treated so that wp(r - Vt) -7 

wp(z - Vt). Under these circumstances, it is found 
that rays are characterized by the constancy of a = 
(w - kV), where w is the instantaneous frequency and 
k the instantaneous wavenumber of the corresponding 
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wavepacket. This conservation condition facilitates 
solution (analytically or graphically) and interpreta­
tion of the propagation problem, and it generalizes 
the analogous conditions w = constant and k = con­
stant for temporally and spatially invariant media, 
respectively. The asymptotic solution is constructed 
and a number of interesting physical properties are 
discussed in detail. 

In Sec. Ill, the one-dimensional analog of (1') with 
wp = wp(z - Vt) is treated by an alternative proce­
dure involving (Lorentz) transformation to a new 
reference frame (z', t') that moves with velocity V 
relative to the original frame (z, t). When this is 
done, the field in the (z', t') space is governed by a 
scalar wave equation identical with the original one 
except that wp(z, t) is replaced by w;(z') descriptive 
of a dispersive, time-invariant, inhomogeneous, iso­
tropic medium. The problem thus simplifies and can 
be treated by integral (Fourier) transform methods 
as an alternative to the direct ray procedure. For 
illustration, CJ.~(z') is taken as an exponentially vary­
ing function for which an exact solution is available. 4 

The asymptotic form of this solution exhibits certain 
peculiarities which are not easily interpreted per se 
but become clarified when viewed in terms of space­
time rays, since it is then possible to separate 
effects of the medium from those due to the excita­
tion. This aspect of the discussion has implications 
of greater generality than demonstrated by this 
special example, and it highlights peculiarities attri­
butable to an unduly idealized model of the medium 
(see Sec. V). 

Exact solutions, albeit for special problems, provide 
an important adjunct to the asymptotic theory since 
their availability permits assessment of the validity 
of the asymptotic results, and also provides means 
for constructing transition functions in parameter 
regimes where simple space-time ray considera­
tions fail. Section IV contains a certain class of 
exact solutions (derived in the Appendix), a special 
case of which is the previously mentioned exponen­
tial dependence of wp(z - Vt). 

II. DIRECT RAY METHOD 

A. Construction of the Solution 

Since wp in (1) depends on both space and time, a 
reduction of (1) by integral transforms is generally 
not possible. For asymptotic solutions, one can, 
however, apply the "direct ray method." 1. 3 To do 
this, we introduce into (1) a large parameter A via 
the transformation t --7 At, r -7 Ar, to get the equation 
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( 
1 a2 w2 (r t») 

'V 2 - - - - i\2 P , G(r t) = - o(r)6(t) (2) 
c 2 at2 c 2 ' , 

subject to the causality condition 

G :; 0, t < O. (2') 

It is understood that G(r, t) and wp(r, t) in (2) are not 
the same functions that appear in (1) although the 
same notation is used for simplicity. The transfor­
mation from (1) to (2) implies the regime of long 
distances and observation times, and of slowly vary­
ing wp' 

To solve (2) outside the source region, we assume 
an asymptotic solution of the form 

G(r t) ~ A (r t)eiAsCr.t> + ~ _1 - A (r t)eiAsCr.t) (3) 
, 0' ~l (ii\)m m , , 

where S(r, t) and Am(r, t), m = 0,1,2, . " are indepen­
dent of i\. Substituting (3) into (2) for (r, t) '"' (0,0), 
interchanging orders of differentiation and summa­
tion, and equating coefficients of different powers of 
i\ to zero gives the dispersion equation 

e2k 2 - w2 + wier, t) = 0, 

and the transport equation for the zeroth order 
amplitude function Ao(r, t), 

('V'k+..l
aw 

+2k''V +-..!W~)Ao=O, 
c 2 at c 2 at 

as well as transport equations for Am(r, t), nl ? 1. 

(4) 

( 5) 

We restrict ourselves in the following to the lowest 
order approximation of G given by the first term on 
the right-hand side of (3). The wave vector k and fre­
quency (L' in (4) and (5) are defined, respectively, as 

k='VS, w=-~~. (5') 

To solve (4), one introduces space-time ray trajec­
tories via the characteristic (or ray) equations 1 ,5 

dk 
dt = - 'Vw(k; r, t), 

dw aw ) 
dT = at' (6 

'Vk W = Vg defines the group velocity and 'Vk is the 
gradient operator in k-space. The last term in (6), 
which follows from the first two equations and the 
derivative relation dw/dt = 'Vkw' dk/dt + 'Vw' dr/dt + 
aw/ot, shows that w is not constant along a ray if the 
medium properties vary with time, while the second 
equation in (6) shows that the wave vector k is not 
constant along a ray if the medium parameters vary 
with position. If the medium varies arbitrarily in 
space and time, it is not possible, in general, to solve 
(6) explicitly. However, explicit solutions can be 
found for special cases. 

To find the phase of a wave along a given ray, one 
integrates the derivative relation dS/dt ='VS, dr/dt + 
as/at from one space-time point on the ray to an­
other. Via (5'), the result is 

r.t 

S(r, t) - S(r l , t l ) = .r (k' Vg - w)dt. (7) 
rI.t1 

To determine the wave amplitude A o, it is convenient 
to write (5) in the form 

a o ='V + (110 eat,(8) 

where 0 is the gradient operator in the four-dimen­
sional (r, et) space, (110 is a unit vector along the t co­
ordinate, and Vg = Vg + (lIOC is the group velocity 4-
vector tangent to the space -time ray. Integrating (8) 
over a volume contained in a space-time ray tube 
bounded by hyperplanes t = constant as shown in Fig. 
1 and using the divergence theorem with the recog­
nition that Vg • (lIo = e, one finds 

along a ray, where 6r is the ray tube cross-section 
in 4-space (Le., the spatial volume occupied by the 
wavepacket in 3-space) in the hyperplane t = con­
stant. Determination of the initial field values at 
(r l , t l ) requires separate consideration. The results 
in (7) and (8') are valid for r in 3-space dimensions 
and arbitrary (though slowly varying) wp(r, t); for 
propagation in one space dimension and wp defined as 
in (9), these equations reduce to (15) and (17), res­
pectively. 

Considerations in this paper are restricted prim­
arily to propagation in one space dimension z and to 
spatial and temporal dependence of wp in the form 
of a moving electron density profile, 

wp = wp(q), 

where 

(9) 

q = z - {3et, f3 = V /e. (9') 

In this case, one finds from the last two equations in 
(6) that (d/dt) (w - kV) = 0 or 

w - {3ck = a, (10) 

where a is constant along a ray. Combining (10) 
with the dispersion relation (4) gives the frequency 
(assumed positive) and wavenumber of the wave­
packet in terms of wp(q) and the ray parameter a 
as [see (14) for justification of the inequality J 

and 
(LI = y[ay ± (3../a 2y2 - wi(q)], Vg~ V (11) 

ck = y[{3ay ± ../a2y2 - w~(q)J, Vg ~ V, (12) 

where y = (1 - {32tl/2. It then follows from the 
first equation of (6), with dw/dk = e2k/w from (4), 
that the ray trajectories are defined by 

dz Vg (3ay ± ../a2y2 - w2(q) 
---- p , Vg~V. (13) 
edl - e - ay ± (3-Ja 2y2 - wJ(q) 

Since dz/cdt = dq/cdt + {3 from (9'), it follows that 

Fig. 1. Ray tube for integration of transport equation. 
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Vg V dq 
c-c=edt=±j±(q), Vg~V, (14) 

where 

f±(q) = .Ja2y2 - wl(q){y2[ay ± f3..ja 2y2 - w;(q)Jr
1

(14') 

Thus, the ray equation has two separate forms de~ 
pending on whether or not the group velocity of the 
wavepacket described by a exceeds the profile 
speed V. 

From (7), (9), (9'), and (10), on a ray segment in (q, et) 
space between source and turning point (if any; see 
Sec. TIB), the phase S = S(z, t) of the signal at (z, t) on 
a ray can be expressed in terms of an integral over 
q as q 

S - S1 = J k(~)d~ - a(t - t 1), (15) 
ql 

where k(q) is given by (12) and q1 = zl - (jet 1 , Sl = 
S(zVtl)' Equation (15) reduces to the correct result 
when f3 --) 0. 5 Alternatively, it can be shown from (4), 
(14), and the result Vg = e 2k/w, that one may write 
instead of ( 15) [note that d5/ dt = - w + kVg = 
- w;(q)/w(q) and dS/dq = (dS/dt)· (dq/dt)-l J: 

1::. f q w;md~ 
S - Sl = ~ , 

C ql .Ja2y2 - wlm 
(15') 

Similar expressions for 5 and Ao are obtained on ray 
segments beyond a turning point, by using the appro­
priate equation for the turned ray. 

B. Ray Diagrams, Dispersion Surfaces, and Physical 
Interpretation 

While the ray equation (14) must generally be solved 
numerically, a graphical scheme can be employed to 
visualize the space-time ray trajectories. It is re­
called that space-time rays are normal to the dis­
persion surface descriptive at given (r, t) of the real 
solutions of (4) in (k, w) space. 5 For the one-dimen-

-o,/Fl 

w 

(0) 

cl 

etl 

/ 
/ 

I 
--oL-------·---~z 

(b) 

Fig. 2. Graphical construction of ray paths in an isotopic electron 
plasma whose plasma frequency decreases monotonically as a func­
tion of (z - {3ct). (a) Dispersion surfaces w(z, t; k) = [c 2k2 + 
wl(z - /let)J1/2 and tracking condition (w - [3ek) = a 1 for a typical 
space-time ray. (b) Space-time ray trajectories. 
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The amplitude Ao of the signal is found conveniently 
by expressing (8') in terms of q: 

Ao(z,t) =AO(zl,tl)[w(a,q)IAq/Aalr1l2, (16) 
where 

AO(zl,t l ) =AO(zl,t1)[w(a,ql)IAq1/AaI]1!2 (16') 

involves the amplitude at the initial point (z l' t 1) on 
the ray. Use has been made of the fact that at a fixed 
instant of time, the ray tube cross section Az = Aq 
and that the frequency of the signal can be expressed 
as a function of a and q as seen from (11). (Aq/ Aa) 
can be found by writing the ray equation (14) in the 
!!.ttegral form t = t(q) and differentiating implicitly. 
Ao(z l' t 1) and S(z l' t l ) are determined from the 
asymptotic approximation of the known exact solution 
with wp= wp(O) = constant, 1, 6 since the plasma fre­
quency is assumed to remain essentially constant 
over the interval of time 0 :s t :s t l , with t1 large 
enough to validate use of the asymptotic form (local 
homogeneity assumption; rays in this region of space­
time are essentially straight). It is then found that 

I 

51 --) 0 when (z l' t l ) --) (0,0) and that along a ray path 
in (q,ct) space between the source and a turning 
point (if any), 

(17) -

sional case, one selects a value a = a1 in (10) and 
locates the point of intersection Po of the line w -
f3ck = al with the dispersion curve corresponding to 
the starting point z = z 0' t = to of the ray. The initial 
ray direction is normal to the curve at Po, the sense 
of the normal being such that time increases along 
the ray. After a time interval At, the ray reaches the 
point zl = Zo + Az, tl = to + At. The medium now 
is characterized by wp(zl - (jet l ), which value ofplas­
ma frequency gives rise to a new dispersion curve. 
The ray dire ction at z l' t 1 is then found from the 
normal at the intersection point of the new dispersion 
curve and the line a = a l' This process is continued 
for subsequent space-time intervals to yield the en­
tire ray trajectory (see Fig.2). The procedure also 
forms the basis for numerical integration of the ray 
equation. After the ray paths have been determined, 

q,z 

Fig. 3. Ray trajectories in (q, el) space and (z,e!) space for an iso­
tropic plasma whose plasma frequency decreases monotonically 
with q = z - [3e!. Solid arrows (-»; (q,c!) space. Dashed arrows «- - -»; (z, el) space. 1 and 1',2 and 2', and 3 and 3' identify rays 
with initial values Vg < 0, 0< Vg < V, and Vg > V, respectively. 
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the phase and amplitude of the signal can be calcula­
ted in a manner analogous to that discussed in Ref.3. 

For a monotonically decreasing profile as in (18), it 
follows from (14) (see Fig. 3) that if a wavepacket 
initially has a speed Vg < V, q becomes increasingly 
more negative along tile ray, reaches a minimum 
value q [the turning pOint in (q, et) space where 
dqjedt == OJ, increases to zero, becomes positive, and 
finally approaches + 00 as t -t 00; correspondingly, 
dq/edt, which is initially negative when q = 0, be­
comes less negative as q -t q, is zero at q, thence­
forth becomes increaSingly more positive and ap­
proaches (1 - (3) as q -t 00. Since z = q + {3et, a ray 
trajectory in (z,et) space (rays 1,2,3 in Fig. 3) is 
similar to a ray trajectory in (q, et) space (rays 1', 
2', 3' in Fig. 3) and differs only in that each point in 
(q, el) space along a ray is shifted to the right by an 
amount ({3et) , with associated slopes related by vg/e = 
dq /edt + {3, where Vg ==dzjdt. The distance ({3et) is given 
graphically by the horizontal segment contained between 
the linesq=(I-{3)cl andq=el shown in Fig. 3. 

If Vg > 0 initially, Le.,dq/dt > - {3 (rays 2' and 3' in 
Fig. 3), then the wavepacket in (z, el) space (ray 2 in 
Fig. 3) will continue to propagate in the + z direction 
with increaSing speed, with the result that v -t e, as 
t -t 00 (for monotonically decreaSing wp(q), tne has 
wp -t 0 as q -t 00). However, if Vg < 0 initially, Le., 
dq/edt < - {3 (ray I' in Fig. 3), the wavepacket will 
continue to propagate in the negative z direction with 
decreasing speed; when dq jedt -t - {3, the packet will 
slow down and reverse direction [dz/dt = 0 at 
(zT' el T)] and thenceforth continue to travel in the 
positive z direction with ever increasing speed 
approaching e as t -t 00 (ray 1 in Fig. 3). Because of 
the above variation in q (see Fig. 3, rays I' or 2') 
and since the plasma frequency is assumed to be a 
monotonically decreaSing function of q, wp(q) in­
creases initially along the ray, reaches a maximum 
equal to (ay) at (q, ct), and then decreases to zero as 
q -t 00. The ray turns at ({j, e l) because w ({j) = ay is 
the maximum allowable value of plasma frequency 
for which the frequency and wavenumber of the asso­
ciated wavepacket are real [see (11) and (12)]. Note 
that w ((j) = ay corresponds to ~'g = V, so that a wave­
paCket sees the largest plasma frequency along its 
trajectory when its group speed equals the profile 
speed V. Moreover, k "" 0 when wp(ij) = ay but k = 0 
when wp == a, which latter value corresponds to Vg = O. 

Thus in (z, e t) space, the ray turns at a time tT < t 
and at a plasma frequency wp == a which is smaller 
than the maximum allowable value wp(q) = ay. The 
maximum plasma frequency encountered by a given 
ray can be determined graphically since it corres­
ponds to the dispersion curve which is tangent to the 
line a == constant. In Fig. 2(a), ray 3 is normal to the 
line a = a I which is tangent to the dispersion curve 
identified by ""'p4 == all'. Thus the wavepacket iden­
tified by the parameter !h reaches the group speed 
Vg == V, when q = z - (3et 2 = q as given in Fig.2(b) 
and wpj) = wp4 ' Figure 2(b) shows a typical ray tra­
jectory, and one observes from Fig. 2(a), as noted 
above, that the ray turns when wI' = aI' which value 
is smaller than wp(ij) = all' but larger than wp = b. 

When the initial group speed of a wavepacket is 
greater than V, then from (14), q can be shown to in­
crease along a ray (see Fig. 3, ray 3') and dqjedt, 

initially positive, becomes more positive as t --? 00. 

Therefore, Vg increases continually and approaches 
e as t -t 00 (Fig. 3, ray 3). Since wp(q) decreases 
along the ray, the normals to the corresponding dis­
persion curves proceed along the line a = constant 
to larger and larger values of both frequency and 
wavenumbers (see normals 5 and 6 in Fig. 2(a)). The 
graphical construction makes it possible to predict 
the range over which the central frequency and wave­
number of a given wavepacket vary. As an example, 
consider the wavepacket identified by aI' propagating 
in space-time along the initial direction labeled 5 in 
Fig. 2(a), with the initial value of v

f 
greater than V. 

The initial (w, ek) values are denoted by (Wi' eki ), 

whereas the final values are (wj , ekj ) found at the 
intersection of the lines a = a I and w = ek. 

In the limit {3 -t 0, the turning point in (z, et) space 
occurs at the maximum value of wp(z) seen by a ray.s 
This same observation follows from the above dis­
cussion since in this limit, the line a = a l in Fig.2(a) 
becomes horizontal (i.e., w = WI)' The maximum 
plasma frequency encountered by the wavepacket then 
corresponds to the dispersion curve which is tangent 
to this horizontal line; tangency occurs at w = wI = 
wp(z), k = O. 

C. Exponential Profile 

For certain profiles of wp(q), the ray equation (14) 
can be integrated to yield explicit forms for l = l(q). 
As an illustration, we assume an exponentially vary­
ing plasma frequency, 

(18) 

where band h are positive constants. Thus, at any 
fixed position z, the plasma frequency grows exponen­
tially with t, whereas at any instant of time, the plas­
ma frequency decays to zero as z -t 00. A study of 
(14) or application of the graphical procedure as in 
Fig. 2 reveals that all of the rays eventually travel 
in the positive z direction. For a ray which either 
does not turn (Vg > V initialq) or ha~ not turned as 
yet (Vg < V initially and t < t, where t is defined as 
that instant of time when the wavepacket group speed 
is V), the ray trajectory is found explicitly by inte­
grating (14) from q = 0 to some value q. The result­
ing equation describing the ray trajectory is [the 
integral becomes elementary on introducing the 
change of variable x = (b/ay) exp(- qjh)J 

l-u l+u 
__ • ___ 0 = e 'f2(cty -2_&l)/h =e 'f2(ct-Bz)/h 
1 + U 1 - U o ' 
where 

u =u(q) = (l-b2e-2q/hja2y2)1/2, 

U o = u(O) = (1 - b 2/a 2y2)1/2. 

VIf~ V, 
(19) 

(19') 

However, if Vg < V initially and t > T, then the ray 
trajectory is found by integrating dqjedt = - f-(q) 
from q = 0 to q = q defined as that value of q for 
which Vg = V, and combining this result with the inte­
gration of dq/edt =f+(q) from q to q since 3:lg is now 
greater than V. The ray trajectory for t> t {i.e.,after 
the turning point) is now described by the relation 

l-u l-u _ 
__ • ___ 0 = e-2(cty LBq)/h = e-2(ct-Bz)/h (20) 
1 + u 1 + U o 
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To express the ray parameter a explicitly in terms 
of z and t, it is convenient to form the ratio 

(21) 

and to introduce n~w coordinates ('I},~) defined in (37). 
Multiplying and dividing (21) and (19) yields the two 
relations (1 ± u) = D±(1 ± uo), where D+ and R equal 
e21l ' and e-2(', respectively, when Vg > V; but equal 
e-2g ' and e21l ', respectively, when Vg < V and t < t, 
with ~' = al~' 'I}' = a2'1}, a1.2 = 1 'F {3. Solving for uo' 
and using (19') and a few trigonometric identities, 
one finds the ray path parametrically in terms of 
a = w - {3ck as 

..f2(w - {3ck)y 

± be-<..-lletJ/2h sinh[(ct - {3z)/hl 
(22) 

{cosh[(ct - {3z}/h] - cosh[(z - {3et}/hJ}1/2' 

for a ~ O. One may show that (22) remains valid for 
t > t. In the limit of vanishing profile speed (3 ~ 0, 
Le., for the stationary inhomogeneity wp ~ be- zlh , 

dq/edt =f+(q) may be shown to reduce to the correct 
form of the ray equation when v.f. is initially positive; 
the solution (22) also produces the appropriate ray 
family. Similar conclusions follow when V = 0, 
Vg < O. It may also be shown that the ray tube cross 
section 6.q or 6.z corresponding to (22) is nonzero at 
all pOints along a ray so that the ray configuration 
does not form a caustic [see (46)]. 

For wP<q) given by (18), it is also possible to deter­
mine explicit expressions for the phase and ampli­
tude of the signal. With (zl' t l ) = (0,0), which implies 
S1 = 0, and before turning points (if any), (15') can be 
evaluated to yield 

S = 'F (y 2ah/e)(u -uo), Vg ~ V, t < t, (23) 

whe.re uand Uo are defined in (19'). Following the pro­
cedure used in deriving (22), one may reduce (23) to 

S = - b~1/2, (24) 

where 

~ = 2 (rg..) 2e-C..-lletJlh [COSh(et h (3z) - COSh(z -/et)]. 

(24') 

Similarly, for wp(q) given by (18) and with q1 ~ 0,(17) 
reduces to 

e3/2ein/4 
Ao(z, t} = , 

2y[27TahX(u - u o}J1/2 
(25) 

which yields on use of (23) and (24), 

ce in/ 4 
A (z t) - ---~--:-

o , - 2(27TbA)1/2~1/4' 
(26) 

where ~ is given by (24'). Thus from (3), (24), and (26), 
with X set equal to unity [Le., for G as defined in (1)], 
the leading term in the asymptotic approximation of 
the scalar wavefield is [note that from (4), the solution 
contains contributions from (k, w) and (- k, - w)] 

G(z t) ~ e cOS(bP/2 - 7T/4) (27) 
, (27Tb)1/2~1/4 . , 

which expression is valid at distant observation 
points suffiCiently long after the arrival of the first 
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response. The above result checks with the asymp­
totic approximation of the exact solution in Sec. III, 
obtained on replacing the Bessel function in (35) by 
its large argument form. Equation (27) also reduces 
to the correct result when {3 ~ 0 (Le., wp ~ be-dh); 
when h ~ ex) with {3/h finite (Le., wp ~ belletlh, which 
is studied in Ref. 3); and when h ~ ex) (Le., w ~ b). 
From (24) or from (27) and the defining refation (5'), 
the time-dependent local oscillation frequency (in 
radians) of the Signal is seen to be 1 b (0 /0 tg 1/21 and 
the local spatial wavenumber I b(o /0 z)~ 1/21. 

D. Field Behavior near the Wavefront 

As discussed in Refs. 3, 5, the wavepacket description 
of propagation in dispersive media is not applicable 
everywhere in space-time but fails in so-called tran­
sition regions. One such transition region, relevant 
for the ,Present problem, surrounds the wave fronts 
et ~ I z I. The procedure in Refs. 2,5 for determining 
the fields in this parameter regime can be used here 
and yields for the problem described by the spatially 
one-dimensional analog of (1) with arbitrary wp(q): 

(28) 

where J 0 is the zeroth order Bessel function, U(T) is 
the Heaviside unit function, and 

T = y(1 ± (3)(t 'F z/e), 11= ± (y/2e) ~q w;(ij)dij, q ~ 0, 
(28'a) 

with q = z - {3e t. Equation (28) is obtained convenient­
ly by first solving the problem in (z', t') space via the 
Lorentz transformation (see Sec. III), applying the 
procedure in Refs. 2,5, and transforming to (z, t) 
space. For the special case wp = be- qlh , it follows 
from (28') that 

II = (± b 2yh/4e)(1- e-2qlh ), q ~ O. (29) 

It can be shown that the early time response (28), 
with 1111» 1 given by (29), connects with the asymp­
totic result (27) when 2m is sufficiently large; this 
implies that the Bessel function can be replaced by 
its large argument form although (el - I z I) remains 
small. 

m. THE LORENTZ TRANSFORMATION 

Instead of looking for solutions of the one-dimen­
sional analog of (1) [with wp(z, t) = wp(z - Vt)] in (z, t) 
space, it is advantageous to introduce new coordinates 
(z', t') via the Lorentz transformation 

z' = y(z - (3et), el' = y(et - (3z), (30) 

thereby reducing the problem to one in a time-inde­
pendent medium: 

( 
02 1 0 2 w'2(Z'») 

- - - - - _P_- G'(z', t') = - 6(z')6(t'), (31) 
oz'2 e2 0t'2 c 2 

subject to the causality condition 

G' '= 0, t' < O. (31') 

As is well known, the transformation (30) leaves the 
operator (02/oz 2 - (l2/e 2ot2) and the source term 
6(z)o(t) invariant. In (31), G(z, t) = G'(z', t') and 
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W,!z,t) = W (z'/y) = wj,(z'). The asymptotic analysis 
of (31) by tbe direct ray method is available l and has 
been further elaborated by graphical methods utiliz­
ing the plane wave dispersion surfaces. 5 The solution 
to (31) can be formulated rigorously in terms of tem­
poral Laplace transforms suitable for subsequent 
asymptotic evaluation by the saddle point methodl ; 
the asymptotic evaluation of the exact solution may 
be used for comparison to validate the ray solution. 
An analogous situation occurs when wp depends only 
on time so that the roles of z and t are essentially 
interchanged. 3 When wp = b exp[- z' /yh], an exact 
closed form solution for G I can be found from Ref. 4 
while Ref. 3 deals with its counterpart for wp = 
b exp [ct' /yh]. Once a solution in the moving (z', t') 
frame is obtained, be it exacf or approximate, one 
may find the solution in the stationary frame simply 
by transforming back to the original (z, t) space. If 
in the limit of large V, W (z - Vt) reduces to a func­
tion of time only, then s01utions in the stationary 
frame reduce to solutions in a temporally varying 
spatially homogeneous environment. Thus, solutions 
for time varying media can be generated from those 
for spatially varying media by using the Lorentz 
transformation as described above and then passing 
to the mathematical limit V -7 if.). 

For illustration, let us again consider the cold elec­
tron plasma characterized by the exponentially vary­
ing plasma frequency (18). Applying the Lorentz 
transformation, one has 

Wp(z, t) = be-(z-Bct)/h = be-z'/yh == wp(z'). (32) 

Using the ray method or evaluating the exact integral 
representation for G' (z' , t') asymptotically, lone can 
show that 

G'(z', t') ~ C[/(21Tb)l/2(~')l/4]-1 cos(b..Jfi - i1T), 

where 

( h) 2 ( c t ' z ') ~' = 27 e-z'fyh cosh
yh 

- cosh
yh 

• 

(33) 

(33') 

This result checks with the asymptotic approximation 
of the exact solution 

G'(z',t') = 1c Jo(b..Jf!)U(ct' - Iz'I), (34) 

when the zeroth order Bessel function J 0 is replaced 
by its large argument form; U(x) = 0 or 1 for x < 0 
and x > 0, respectively. The exact solution in (34) 
can be readily inferred from Eq. (3.18) of Ref. 4. 
Transforming (33) and (34) to the stationary frame 
via (30), one obtains, respectively, (27) and its asso­
ciated exact_ solution 

G(z, t) = 1c Jo(b,ff)U(ct - Iz I), (35) 

where ~ is given by (24'). 

For wp(z') given by (32) with h < 0, the ray construc­
tion associated with Fig. 2 of Ref. 5 is applicable. 
Once the rays are drawn, the Lorentz transformation 
can then be used to map these rays from (z', t') onto 
(z, t) space. A ray configuration results which is 
essentially the same as that depicted in Fig. 2. 

In the moving frame wherein the medium appears 
only spatially inhomogeneous, w' remains constant 

along a ray. 5 Since the asy mptotic wave solution as 
found above behaves locally like a plane wave, its 
phase can be shown to remain invariant under the 
Lorentz transformation. 7 As a consequence, the fre­
quency and wavenumber of a wavepacket viewed from 
both the moving (primed) and stationary (unprimed) 
frames are related by the equations 

W' = y(w - (3ck), ck' = y(ck - (3w). (36) 

Thus, constancy of w' along a ray in (z', t') space 
implies the constancy of (w - (3ck) along the same 
ray viewed from the stationary frame, thereby con­
firming the retilult in (10). 

If (3 -70, the straight line Al in Fig.2(a) becomes 
horizontal. The construction in Fig. 2 therefore re­
duces to that in Ref. 5. If, on the other hand, V, h -7 if.) 

such that (V /h) remains finite, then line Al becomes 
vertical and the construction of the ray configuration 
due to localized sources in a temporally varying 
medium follows. 3 In this same limiting case, all of 
the results in this section reduce to those in Sec. lIC 
of Ref. 3. 

IV. EXACT CLOSED FORM SOLUTIONS 

As mentioned earlier, the exponential form of wp(z, t) 
in (18) has been chosen for illustration because an 
exact closed form solution can then be found. In fact, 
it is possible to accommodate a more general class 
of wp(z, t) profiles. If (1'/, ~) are normal coordinates 
defined by the relations 

2h1'/=ct-z, 2h~ =ct +z, (37) 

then as shown in the Appendix, closed form solutions 
may be obtained for plasma frequencies with product 
separability of the form 

wp(z, t) = bN(1'/)Z(~), N(O) = 1, (38) 

where b is a constant. In particular, the exact solu­
tion of the scalar wave equation 

(
a2 1 a2 w;(z,t»)_ a 
----- G(z t) =-o(z)-o(t) 
az 2 c 2 at2 c 2 ' at' 

subject to the causality condition C == 0, t < 0, 
and with wp as in (38) is given by 

c=c; [o(ct-lzl)-Wo(1'/,OU(ct-lzl)], 

where 

with 
(

V2 -w2 Jl(b..ff») 
W 0(1'/, ~) = b 2 ,ff 

~ = (4h Iaij N2(h)d~) (~ f Z2(~)d! + B) , 

(39) 

(40) 

(40'a) 

(40'b) 

v2 - w
2 = ~ t Z2(~)d~ - ~ f N2(~)d~ + B. (40'c) 

2 c 2 0 A2 0 

A and B are constants, U(x) is the Heaviside unit 
function, and J 1 is the Bessel function of first order. 

For the exponential variation in (18),N and Z in (40b) 
and (40c) have the form 

(41) 
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where a1 ,2 = 1 'f (3. Since N(1)) ~ 1 and Z(O ~ 1, and 
therefore 

(42) 

when 1) ~ 0 and ~ ~ 0, respectively, ~ and (v 2 - w 2 ) 

given by (40b) and (40c) simplify, and the constants 
A2 and B can be found by comparison with the corres­
ponding terms of the time differentiated exact solu­
tion (with wp = b) given in Ref.6. 

The result is 

A2 = - 4c 2, B = O. (43) 

Substituting (41) and (43) into (40b) and (40c), and 
evaluating the integrals, one obtains (24') for ~, and 

v
2 

- w
2 ==!!:.. (e-(1-/3)(ct+Z)/2hsinh[(1- (3)(ct + z)/2hl 

2 c 2
. (1-(3) 

e(1+/3)(Ch)/2h s inh[(1 + (3)(ct - Z)/2h1). ( ) 
+ (1 + f3) , 44 

when combined with (40), these relations furnish the 
exact solution of (39), with wp given by (18). The ~­
suIt may also be derived from (35) by noting that C is 
the negative of the derivative 'iJC / a t', evaluated at t' = 
o provided that the temporal source function is taken 
as o(t - t') instead of o(t). As noted previously, the 
limiting cases (3 ~ 0, and (3, h -7 00 with (3/h finite, re­
duce properly to results given in Refs. 4 and 3, res­
pectively. 

V. DISCUSSION 

In this paper. the space-time ray theory developed 
previously for media with spatial or temporal varia­
tion has been extended to the case where medium 
parameters may vary (slowly) in space and time. 
For the particularly interesting case of space-time 
dependence in the form (r - Vt), descriptive of or­
dered motion of a disturbance in the medium, it has 
been shown that the ray trajectories are described 
by constancy of (w - k· V), the physical consequences 
of which have been discussed. As in previous work 
on simpler problem categories, the ray method pro­
vides a physical interpretation of wave phenomena 
that is not as apparent from other treatments. The 
discussion has sought to clarify relevant propagation 
processes, in particular those relating to wavepackets 

Fig. 4. Ray tubes in the moving reference frame. Cross sections 
in the plane z' = Zo are cf1t;. j = 1,2,3. The frequency increment 
f1w' between adjacent rays is constant and wi" = wi + f1w' > w;, 
i = 1,2,3,4. wp(z') decreases monotonically with z'. 
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with initial speeds greater or less than the profile 
speed V. 

For further illustration of the role of space-time 
rays in the interpretation of transient solutions in 
dispersive media, we return to certain peculiarities 
exhibited by the exact solution for impulsive 
[do(t')/dt'] excitation of a medium described in the 
moving (z', t') frame by w; :::: b exp(- z' /yh) as in(32), 
with b, h > O. The exact solution given in Ref. 4 [see 
also ac' fat' in (34)] diverges for observation times 
t' ~ 00. To understand this behavior properly, it is 
necessary to separate the effects of the medium from 
those due to the excitation. We seek an interpreta­
tion by examining first the space-time ray trajec­
tories. Since w; -7 r:t:) as z' -7 - ce, rays proceeding 
initially to the left are eventually turned back; how­
ever. wavepackets with higher frequency penetrate 
deeper into the medium before being reflected and 
therefore emerge at later observation times (see 
Fig.4). It can be shown that if adjacent rays are dis­
tinguished by a constant frequency increment t-w' (it 
is recalled that w' = constant on a ray), then the 
cross section of the reflected ray tubes decreases as 
t' increases, with z' fixed; in fact, as t' -700, one has 
t-z'/t-w' ~ ct-t'/t-w' -7 0 [see (47)]-=. From (8'), the 
field amplitude Ao(z', t')varies as Ao(zi./t)(t..zj'M.l')-1I2, 
where Ao(zi, t1) = Ao(zi,li )(t-z 11 t-CL' ') 1 /2 incorporate s 
the amplitude at a reference (initial) point (z i, ti) on 
the ray. Evidently, because of the shrinking ray tube 
cross section, Ao (z " I') -7 00 at long observation times 
tf unless the spectral content of the source function 
as contained in Ao (z i, (1) overcomes this growth. 

Details of the calculation illustrate the validity of 
these remarks. From (30) and (36), the ray trajec­
tory in (z', t') space, given parametrically in terms 
of w' > 0, follows from (22) as 
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Fig. 5. Ray paths in a spatially inhomoge~eous isotropic plasma 
whose plasma frequency wp is a constant wp > 0 in_ the region z oS 

z' but decreases monotonically in the region z' 2: z', with w; -> 0 as 
z' --> ro. (a) Profile of w'(z'). (b) Dispersion surfaces w'(z', k') = 
[c 2k'2 + w'2(z')P/2, witt (w'bx = w'. (c) Space-time ray trajec­
tories in Piecewise constanf approxfmation. 
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-12 Wi = ___ b_e_-_4_2_
y_h Sl_' n_h..:..(c_t-,' /,-,y .... h-,-)_-::­

[cosh(ct'/yh) - cosh(zl/yh)]1/2 
(45) 

Differentiating (45) with respect to Zl for fixed t' , 
and inverting the result, yields 

dz ' _ 2yh ( sinh(zl/yh) _ 1\-1 
dw ' - Wi [cosh(ct,!yh) - cosh(z'!yh)] I (46) 

Evidently, Wi -7 r:tJ on rays reaching a fixed observa­
tion point z' at very long observation times, and 
1 t::.z '/ t::.w ' 1 --'> 0 for such rays. From previous results 
dealing with pulsed plane wave propagation in a homo­
geneous plasma,l it is known that for a source func­
tion 15«'), 

Ao(zi, ti) = c3/2ei7f/4{2J21Tw' [w'2 - w?(zi)]1/4}-1(47) 

while for a source function (d/dtl)I5(t'), 

Ao(zi, ti) = (c2/2,f2iT)e-iTI/4. (48) 

The phase in these expressions is taken so as to 
correspond to the known result when wp -7 b. As 
noted previously, z i and ti are chosen sufficiently 
near the source to render the medium locally homo­
geneous (w; ~ b), but nevertheless large enough to 
validate use of the asymptotic expressions for the 
fields; both requirements can be met for sufficiently 
weak medium inhomogeneities. One may now observe 
that for the source associated with (47), the high­
frequency components are excited so weakly as to 
nullify the growth of 1 t::.Z'/ t::.w ' 1-1/2 in (46), but that 
this is not the case for excitation by a doublet as in 
(48). Thus, separate features of the transient field 
behavior, attributable to the source spectrum and the 
medium profile, respectively, are well clarified by 
the space-time ray approach. 

The space-time ray analysis also makes evident that 
the above-described amplitude divergence due to ray 
tube contraction cannot occur in a physical medium 
whose plasma frequency grows up to a finite value 
Wp(ZI) and is constant for Zl < Zl. As noted from Fig. 
5, not all rays are now turned back; wavepackets with 
sufficiently high frequency penetrate the medium to 
arbitrarily large distances Zl. Although the cross 
sections of the reflected ray tubes decrease as t' in­
creases, the family of reflected rays ceases after a 
certain value of t' and therefore does not exhibit the 
f)"z' -7 0 limit noted earlier. 

APPENDIX: EXACT SOLUTION OF THE SCALAR 
WAVE EQUATION (39) WITH wp(z, t) GIVEN BY (38). 

Assume that 

= c 2 
G = 2 W(1), 0, (AI) 

where (1), ~) are defined in (37). The left-hand side 
of (39) can then be expressed in terms of (1),~) as 

[~ +(hb N(1)Z(~~ 2J W(1), ~) = 2h
2 l5(z)~I5(t). (A2) 

il1)il~ c ') c 2 ilt 

Moreover, we assume a causal solution of the form 

W=I5(ct-lzl)-Wo(w,v)U(ct-lzl), 
where 

Wo(w,v) = tb(V2 - w2 )J1(b..Jfll« 

(A3) 

(A3 'a) 

with 
~ = A2 (4w 2 + a) (~v2 + a), w = W(1), v::: vW, 

(A3 'b) 

A2, a being constants. With w (z, t) given by (38), we 
seek solutions of (39) that reduce to the time deriva­
tive of the known Green's function G when wt> is con­
stant.6 The form (A3) is chosen because of its simi­
larity, after appropriate changes of variables, with 
known exact solutions to (39) when wp(z, t) is a con­
stant, an exponential in space,4 or an exponential in 
time. 3 

Substitution of (A3) into (A2) gives, for z > 0, 

2h 2 il a 1(1), ~)U(1) + a 2(1), 015(1)::: - -15(z)-I5(t), (A4) 
c 2 ilt 

where 

a2w 
a l = o~o; + K2WO' 

K2 =(hbN(~)Zm) 2. 

awo K2 
Cl 2 =--ay--2h' 

(A4 'a) 

From (A3a) and (A3b) and the identities 

o~ a~ v 2 -w2 0\ o~ 
v ilw - w av = 2~ ilw av ' 

(A4 'b) 

as well as dJ 1 (x)/dx = J o(x) - x-lJ 1 (x), one may 
write (A4a) as 

=!!2 v2 - w2 [_ A2 .!!.... (w2).!!.... (v2) + (hNZ)21 
a 1 ..jf 2 _ 4 d1) 2 d~ 2 c J 

x J1(b..jf) (A4 'c) 
and 

a = ~\..!.. dv [-2V J (b..jf) 
2 2 l..jf dE b 1 

v 2 
- w 2 0 ~ (. 2J I (b..jf »)-1 + - J (b-/f) - --=---

2..jf OV 0" b..jf 

_h(N:y~. (A4'd) 

Equation (A4) stipulates that a 1 == 0 and that a 2 -7 0 
as 1) -7 0 when z or t is nonzero. The former condi­
tion implies that the bracketed term in (A4c) is zero, 
Le., 

d~ (W22) d~ (v;) = (2~~Zt . (A5) 

The latter condition, we assume, implies that ~ --'> 0 
as 1) -7 O. Applying this condition to (A4d), recalling 
from (38) that N(O) = 1, and replacing Bessel func­
tions by their small argument forms, we find the re­
lation 

.!!....(V2)_ (~)2 d~ 2 - h c 

in the limit as 1) --'> O. The assumption ~ -7 0 as 
1) -7 0 can be satisfied by [see (A3b) J 

(A6) 

4w2+~=O ~V 

in the limit as 1) --'> O. Substitution of (A6) into (A5) 
yields 

d~(W22) = h e:y. (AS) 
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Integrating (A6) and (A8) with use of (A7), one ob­
tains w2 and v 2 as integrals over 71 and ~, respec­
tively, from which (40b) and (40c) follow with B = 
v2(O)/2 + ii. If wp --7 b in some limit then A2,B are 
given as in (43). 

The above scheme can also be used to find solutions 
of the three-dimensional scalar wave equation 

( 
1 a2 w2 (r t)) 

'\7 2 - - - - _P_'- G(r t) = - o(r)o(t) (A9) 
c 2 at2 c 2 ' , 

where r is the radial coordinate from the origin, and 
wp(r, t) is given by (38), with (71,0 defined in (37) pro­
VIded that z is replaced by r. The causal solution of 
(A9) can be shown to be 
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A functional differential version of the ADM canonical formalism is proposed. The existence of a canonical 
transformation separating canonical variables into internal coordinates, energy-momentum denSities, and two 
pairs of true dynamical variables is assumed. The evolution of dynamical variables is governed by functional 
differential Hamilton's equations. They satisfy certain integrability conditions ensuring the internal path inde­
pendence of dynamical evolution. The change of dynamical variables along any spacelike hypersurface is given 
by their Lie derivatives. This allows an elimination of 3cc 3 components of the Hamilton equation, leading to a 
functional differential Hamilton equation based on a single bubble time. The Hamilton-Jacobi theory is built 
along the same lines. The formalism is illustrated in the mini-phase-space of the cylindrical Einstein-Rosen 
wave. 

1. INTRODUCTION 

The remarkable dynamical structure of Einstein's 
gravitational law has been recognized since the very 
beginning of the general theory of relativity. Later 
on, its connection with the canonical formalism was 
understood. 1 We know that Einstein's equations can 
be split into two sets, the dynamical equations and the 
initial value equations. The dynamical equations tell 
us how the canonically conjugate variables gik and 1Tik 
(representing the intrinsic geometry of a spacelike 
hypersurface and its extrinsic curvature) change if 
we push the hypersurface through space-time. How­
ever, the canonical variables gik and 1Tik cannot be 
freely specified on a given hypersurface, because they 
are limited by the initial value equations. 

Both sets of equations are intimately interconnected. 
Firstly, if the initial value equations are satisfied on 
an initial hyper surface, and if we evolve the canonical 
variables in accordance with the dynamical equations, 
then the changed canonical variables satisfy the ini­
tial value equations on the changed hypersurface. 
Secondly, if the canonical variables satisfy the initial 
value equations on any spacelike hyper surface, then 
their change from one spacelike hypersurface to 
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another is necessarily governed by the dynamical 
equations. 2 This indicates that the initial value equa­
tions contain all the dynamics of the gravitational 
field. 

Einstein's equations are thus highly repetitive. They 
spell out the same dynamical evolution in two dif­
ferent ways; once by means of the dynamical equa­
tions, the second time through the initial value equa­
tions. The redundancy of equations is brought in by 
the redundancy of the canonical variables. The initial 
value equations imply that the canonical variables gik 

and 1Tik are not independent, but that four of them can 
be expressed by means of the remaining ones. More­
over, four of these remaining variables can be frozen 
by picking up a definite slicing of space-time and a 
definite labeling of the slices, Le., by impOSing four 
coordinate conditions. This leaves us with only two 
pairs of true dynamical variables. The extra variab­
les are the price we must pay for the freedom to 
choose the space-time coordinates at will. 

This opens two alternative routes for the further de­
velopment of the canonical formalism. The first one 
was followed by Dirac 3 and DeWitt,4 who worked with 
the original redundant variables gik' 1Till subject to the 
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1. INTRODUCTION 

The remarkable dynamical structure of Einstein's 
gravitational law has been recognized since the very 
beginning of the general theory of relativity. Later 
on, its connection with the canonical formalism was 
understood. 1 We know that Einstein's equations can 
be split into two sets, the dynamical equations and the 
initial value equations. The dynamical equations tell 
us how the canonically conjugate variables gik and 1Tik 
(representing the intrinsic geometry of a spacelike 
hypersurface and its extrinsic curvature) change if 
we push the hypersurface through space-time. How­
ever, the canonical variables gik and 1Tik cannot be 
freely specified on a given hypersurface, because they 
are limited by the initial value equations. 

Both sets of equations are intimately interconnected. 
Firstly, if the initial value equations are satisfied on 
an initial hyper surface, and if we evolve the canonical 
variables in accordance with the dynamical equations, 
then the changed canonical variables satisfy the ini­
tial value equations on the changed hypersurface. 
Secondly, if the canonical variables satisfy the initial 
value equations on any spacelike hyper surface, then 
their change from one spacelike hypersurface to 
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another is necessarily governed by the dynamical 
equations. 2 This indicates that the initial value equa­
tions contain all the dynamics of the gravitational 
field. 

Einstein's equations are thus highly repetitive. They 
spell out the same dynamical evolution in two dif­
ferent ways; once by means of the dynamical equa­
tions, the second time through the initial value equa­
tions. The redundancy of equations is brought in by 
the redundancy of the canonical variables. The initial 
value equations imply that the canonical variables gik 

and 1Tik are not independent, but that four of them can 
be expressed by means of the remaining ones. More­
over, four of these remaining variables can be frozen 
by picking up a definite slicing of space-time and a 
definite labeling of the slices, Le., by impOSing four 
coordinate conditions. This leaves us with only two 
pairs of true dynamical variables. The extra variab­
les are the price we must pay for the freedom to 
choose the space-time coordinates at will. 

This opens two alternative routes for the further de­
velopment of the canonical formalism. The first one 
was followed by Dirac 3 and DeWitt,4 who worked with 
the original redundant variables gik' 1Till subject to the 
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initial value constraints. The second one was pursued 
by Arnowitt, Deser, and Misner (ADM), 1 who tried to 
eliminate all superfluous variables and identify the 
independent dynamical degrees of freedom of the 
gravitational field. Either of these approaches has 
certain disadvantages. In the Dirac formalism, true 
dynamical variables are mixed with variables specify­
ing the hypersurface and its coordinatization. This 
obscures the physical interpretation of the formalism, 
especially in its quantum version. In the ADM method, 
one system of coordinates is picked out by coordinate 
conditions, which obliterate the arbitrariness of slic­
ing. 

To avoid these difficulties, we shall build an inter­
mediate formalism lying somewhere between the 
Dirac formalism and the ADM formalism. The new 
formalism resembles the ADM approach in so far as 
it identifies the true dynamical variables and solves 
the constraint equations; but it shares a common 
feature with the Dirac approach that it imposes no co­
ordinate conditions. In fact, it can be viewed in two 
different ways, either as the Dirac formalism carried 
into a new representation by a canonical transforma­
tion, or as an infinite number of ADM formalisms, one 
for each choice of a coordinate condition, stacked to­
gether in one compact notation. Its main advantages 
over the Dirac and the ADM formalisms are, respec­
tively, that a clear separation of true dynamical vari­
ables from the superfluous degrees of freedom is 
maintained, while the slicing of space-time is kept 
completely arbitrary. Many results and ideas fitting 
into this approach are already contained or antici­
pated in the classical series of papers by ADM. It is 
more an emphasiS than a content which is being 
added to their penetrating analysis. We want to 
stress that the dynamical structure of Einstein's law 
is best revealed when the slicing of space-time is 
left arbitrary and all equations are written down as 
functional differential equations with respect to a 
corresponding bubble time. The proposed formalism 
provides a natural language for the discussion of 
questions belonging properly to the no man's land 
between the Dirac and ADM formalisms. Here are a 
few typical examples: Does the ADM formalism de­
pend on choice of coordinate conditions? Does the 
evolution of state depend on path? How many equa­
tions comprised in the functional differential 
Einstein-Hamilton-Jacobi equation are actually in­
dependent? What is the physical meaning of the inte­
grability conditions of this equation? The answers 
to such questions will emerge as we proceed. 

The first step in building the new formalism is the 
separation of the twelve canonical variables gik, Tfik 

into three groups, which we shall denote by the letters 
X, II, and Y. We have already seen that not all canoni­
cal variables gik' Tfik are true dynamical variables, but 
that four of them are actually functions X'(x) fixing 
the position of the hypersurface and endowing it with 
a special system of spatial coordinates (Fig. 1a).5 We 
shall call these functions internal coordinates, be­
cause they are constructed from the geometrical 
properties gik' rrik of the hypersurface, not externally 
assigned to its points, like the coordinate labels t and 
x. The four functions X' of three labels give us the 
parameter equations of the hypersurface 

X' =X'(x). (1. 1) 

We can change the labels x arbitrarily without chang­
ing the hypersurface, the functions (1.1) and the new 
functions 

X' = X '(x(x) (1. 2) 

representing the same hypersurface. We can elimin­
ate the labels altogether and write the equation of the 
hypersurface directly as 

XO = XO(x(X)) = T(X). (1. 3) 

In other words, Eq. (1. 1) goes over into Eq. (1. 3) if 
we use the three internal coordinates Xk themselves 
as privileged labels. If the functions (1. 1) depend 
smoothly on an additional parameter t, 

X' = X'(t,x), (1. 4) 

they define an internal trajectory, i.e., a continuous 
family of space like hypersurfaces ordered by a time 
parameter t, drawn in the space of internal co­
ordinates. 

The function (1. 3) fixes the position of a space like 
hypersurface in space-time, playing the role of Old 
Father Time of classical physics. The "instantaneous" 
initial value equations contain this time function hid­
den among other canonical variables as Achilles 
amidst the daughters of King Lykamedes. It is then no 
wonder that these equations carry a dynamical mean­
ing. 

X~~ (x) ,;£(x) 

I 
Xi I Xi + 8X i 

I I 
r---------t Xi 
I I 

(0) (b) (c) 

Fig.1. (a) Displacement of a hypersurface. Internal coordinates 
X, are plotted as cartesian coordinates. Arbitrary labels x are 
attached to the pOints of the hypersurface. The hypersurface can 
be characterized either by the parameter equations X, = X'(x) or 
internally as XO = T(X). The displacement oX'(x) connects points 
with the same label x on two nearby hypersurfaces. (b) Reducibility 
of the Hamilton equations. An arbitrary displacement oX' can be 
decomposed into a displacementX'.I(X)~I(x) along the hypersurface, 
and the displacement ooX' in the direction of the XO coordinate lines. 
The change of the dynamical variables under the displacement 
X'.I(X)~I(X) can be generated by a Lie derivative. (c) Path inde­
pendence of dynamical evolution. Starting from an initial hypersur­
face, we pass to the final hypersurface along two different paths 
0lX', 02X ' and 02X', 0lX'. The initial values Y(in) of the dynamical 
variables (symbolized by flowers) evolve into the same final values 
Y(j), irrespective of the path taken. 
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The split of twelve canonical coordinates gik' 1fik into 
three groups of four functions was originally intro­
duced by ADM who stressed that the functions X ' are 
not dynamically determined and may be used as inde­
pendent variables in place of coordinates. 6 Developing 
their formalism, however, ADM chose an alternative 
route and froze X' into preferred time and space co­
ordinates by coordinate conditions. What follows may 
be thought of as an elaboration of the original ADM 
idea. We impose no coordinate conditions on the in­
ternal coordinates, leaving the slicing of space-time 
completely arbitrary. The time variable is allowed to 
change by one amount at one point and by another 
amount at another point, creating a bubble deformation 
of the original hypersurface. This distinguishes the 
new formalism from the latter development of the 
ADM formalism, in which a one-parameter family of 
slices is picked out by coordinate conditions and the 
permissible variations go only from one slice of the 
family to another. In the Dirac formalism, all space­
like hypersurfaces are equally permissible; however, 
we do not know which variable plays the role of·time. 
This explains the name we shall use to describe the 
new formalism: the bubble-time canonical formalism. 

The second group of canonical variables Il, contains 
the variables canonically conjugate to internal co­
ordinates X'. The variable -Il 0 (x) can be interpreted 
as a gravitational energy density and the three vari­
ables -Il i(x) as gravitational momentum densities. 
Finally, the third group of canonical variables Y, (x) 
consists of two pairs of canonically conjugate vari­
ables. 

representing the true dynamical degrees of freedom 
of the graVitational field. 

Unfortunately, no general agreement has been reached 
as to how to separate the internal coordinates X' and 
the conjugate energy-momentum densities Il, from the 
true dynamical variables 1;.. It is difficult to find an 
Ulyssean trick luring Achilles out of his disguise. 
The first attempt was made by Arnowitt, Deser, and 
Misner 1 who decomposed the canonical variables gik 

and rrik into transversal traceless TT, transversal T, 
and longitudinal L parts with respect to a fictitious 
flat space background, and identified the individual 
variables as 

XO=_}~-l1fT, Xi=gL i > 

IIo=~gT, Ili=2(~rrLi+1fLk.ki)' (1.5) 

gA €> gTTik' rrA H 1fTTik. 

However, this decomposition clearly depends on the 
choice of the background and does not constitute an 
invariant procedure. Some time ago, a covariant de­
composition was tried by Deser. 7 Quite recently, York 
attempted to identify two of the true dynamical de­
grees of freedom with the independent components of 
the conformal curvature tensor of the space like hyper­
surface which is an identically TT symmetric tensor 
in the covariant sense. 8 However, it is difficult to 
write down a canonical transformation leading to 
Deser's and York's variables, and it is therefore not 
yet certain how convenient they are from the point of 
view of the canonical formalism. 
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A fresh insight into the nature of internal coordinates 
was gained by studying the dynamics of truncated 
models with most of the gravitational degrees of free­
dom frozen by imposed symmetries.9- U It would be 
premature to make any definite conclusion about the 
construction of the internal coordinates on the basis 
of a few simple models studied so far. In fact, dif­
ferent constructions have been attempted. In homo­
geneous cosmological models,9 the internal spatial 
coordinates are frozen and it seems advantageous to 
identify time with a simple function of the metric (the 
logarithm of the volume of the universe). For cylin­
drical gravitational waves, on the other hand, an in­
ternal radial coordinate is a function of the metric, 
and a natural time variable is a certain functional of 
the momentum. lO Virtually the same prescription for 
the internal radial coordinate and time works also in 
the case of the Schwarzschild field. ll In the last two 
examples, as well as in the original ADM procedure, 1 

an internal time is constructed from the momenta 1fik, 

i.e., from the extrinsic curvature of the hypersurface. 
The term "extrinsic time" seems therefore appro­
priate for it. On the other hand, we have an "intrinsic 
time" for cosmological models, constructed out of the 
intrinsic metric of the hypersurface. 

So far it seems that quite different choices of internal 
time and space coordinates simplify the Hamilton 
equations for different particular models. It might 
even happen that different separations of internal co­
ordinates from dynamical variables work equally well 
in a single model. This would mean that it is merely 
a matter of taste which degrees of freedom are taken 
to provide the space and time structure with respect 
to which the change of the remaining degrees of free­
dom is registered. Passing from the truncated 
models to general geometrodynamics, our belief in a 
unique and natural separation of internal coordinates 
and energy-momentum densities from true dynamical 
variables seems even more open to doubt. It may be 
that there is only a multitude of various separations 
dictated by expediency when solving particular prob­
lems. 

Under these circumstances, it may seem impossible 
to develop a bubble-time formalism. How can we 
proceed, if we do not know how to construct the in­
ternal time and other canonical variables we need? 
This essential weakness, which the new formalism 
shares with the ADM method, turns into a strength 
when viewed from a different angle. Let us assume 
that we are presented with some set of new canonical 
variables X, II, Y (subject to very mild restrictions) 
constructed from the old canonical variables gik' 1fik 

by a canonical transformation. We can then build a 
bubble-time formalism and show it has a number of 
interesting features, without ever knowing the actual 
form of the canonical transformation. Our results are 
thus completely independent of the actual construction 
of the canonical variables X, II, Y. 

We develop the bubble-time formalism in several 
steps. We start in Sec. 2, by reviewing the ADM cano­
nical formalism and introducing a compact notation. 
In Sec. 3, we separate the canonical variables into 
groups and write down the Hamilton equations in the 
new representation. In Section 4, we assume that the 
initial value equations can be solved with respect to 
the quantities Il'(x). This gives us the energy-mo­
mentum densities as functions of the true dynamical 
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variables Y.(x) depending on the internal space and 
time coordinates X '(x). These functionals yield the 
bubble-time Hamilton equations which govern the 
internal dynamics of the gravitational field, i.e.,how 
the dynamical variables Y,(x) evolve as fundionals 
of the internal coordinates X' (x). 

This dynamics is to be distinguished from an external 
dynamic s which people usually have in mind when 
thinking about the time evolution of the gravitational 
field. Here, a one-parameter family of spacelike 
hypersurfaces labeled by an arbitrary parameter t 
is picked out. The external stacking of the hyper­
surfaces is given by prescribing arbitrarily the lapse 
and shift functions N(t ,x), N j (t, x). The original 
canonical variables gik(X), 7T ik (X) are chosen at a fixed 
moment t(in) in such a way that they satisfy the initial 
value equations, and their change in t is determined. 
No split into internal coordinates X', energy-momen­
tum densities IT" and dynamical variables Y, is ever 
attempted. However, we prove in Sec. 4 that the inter­
nal dynamiCS induces an external dynamics of the 
field. In particular, to every internal path (1. 4) there 
corresponds a unique "external path" N(t, x), Nj (t, x). 
This is a new version of the sandwich conjecture 
within the bubble-time formalism. 

The bubble-time Hamilton equations must satisfy two 
consistency conditions which are discussed in Secs. 5 
and 6. The first condition tells us that the evolution 
of the dynamical variables must not depend on the in­
ternal path between the fixed initial and final hyper­
surfaces. This condition is satisfied by virtue of the 
completeness relations among the initial value con­
straints. The second condition requires that the 
change of the dynamical variables predicted by the 
bubble-time Hamilton equations along a space like 
hyper surface should coincide with a Lie derivative 
within this hypersurface. Due to this condition, the 
original Hamilton equation which has 4003 components 
can be reduced to a single bubble-time Hamilton equa­
tion which has only 003 components. This is done in 
Sec. 7. The Hamilton-Jacobi theory in the bubble­
time canonical formalism is discussed in Sec. 8. The 
consistency conditions again allow a reduction of the 
Hamilton-Jacobi equation to a single functional dif­
ferential equation for a principal Hamilton functional 
depending on a single bubble-time variable and on two 
dynamical variables. In Sec. 9, we show how the new 
formalism works by applying it to a simple mini­
phase-space model, for which the canonical trans­
formation separating internal coordinates from true 
dynamical variables is explicitly known. This model 
is given by the Einstein-Rosen cylindrical gravita­
tional waves. 

2. STANDARD CANONICAL FORMALISM 

The bubble-time canonical formalism can be develop­
ed from the standard action functional of the gravita­
tional field brought into a canonical form by Arnowitt, 
Deser, and Misner 1 : 

All variables entering into this action functional have 
a Simple geometrical meaning,12 

The canonical coordinates gik give us the metric of a 
spacelike hypersurface t = canst. The momenta 1T

jk 

are related to the extrinsic curvature Kik of the 
hypersurface by the formula 

7Tik = _gl/2(Kik _Kgik), (2.2) 

and the coefficients N. = {N, NJ tell us how the initial 
hyper surface of a constant t is related to a displaced 
hypersurface of a constant t + ct. The lapse function 
N(x) gives the proper time separation OT(X) between 
these two hypersurfaces measured in the normal 
direction to the first hypersurface 

OT(X) = N(x)ct. 

The shift functions Nj (x) determine how the spatial 
system of coordinates on the hyper surface of a con­
stant t + ct is displaced with respect to the spatial 
system of coordinates on the hypersurface of a con­
stant t. If the normal to the first hypersurface drawn 
at a point with the coordinates x intersects the second 
hypersurface at a point with the coordinates x + ox, 
then 

ox j (x) = - Ni(X)ct, where Ni = gikNk • 

The components of X· = {X, Xi} are constructed from 
the canonical variables gik' rrik, 

X(x) = g-1/2(x){ rrik(x) 7T ik (x) - i(rrf(x»2}-gl/2(x)R(x), 
(2.3) 

Xi(X) = - 2rr ik
1k(x), (2.4) 

and they are called super-Hamiltonian and super­
momentum of the gravitational field. The Hamiltonian 

(2.5) 

is their linear combination, with lapse and shift func­
tions as undetermined coefficients. 

If we vary the action function (2.1) with respect to the 
canonical variables, we get the dynamical equations 

. 'k( ) oH 1T' x = - --. 
ogik(X) 

(2.6) 

If we vary it with respect to the variables N, which 
play the role of the Lagrange multipliers, we obtain 
the initial value equations 

X' = o. (2.7) 

To facilitate the further handling of complicated ex­
preSSions, it is advisable to introduce a condensed 
notation. We shall use all types of indices (Greek 
indices, lower case and capital Latin indices) to repre­
sent at the same time the coordinate labels x, dif­
ferent indices, like t, /C, •• " representing different 
labels, like x, x', ... , and the Einstein summation con­
vention over a repeated index implying the integration 
over the continuous variables x. With this understand­
ing, the Hamiltonian (2.5) can be written down simply 
as H = N.X'. Sometimes we wish to overrule this 
convention, in which case we write down the depend­
ence on x explicitly, as in Eqs. (2.3) and (2.4), where 
no integration over x is assumed. 

The initial value equations (2.7) are the only con­
straints on the canonical variables gik' 7T ik on a space­
like hypersurface. The Poisson brackets between 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

772 KAREL KUCHAR 

these constraints do not lead to new constraints, be­
cause they are expressible by the original constraints 
themselves: 

(2.8) 

Here, the compact notation is used for the first time. 
The coefficients C 'K" are certain combinations of the 
Kronecker deltas, the delta-functions o(x, x'), and their 
first partial derivatives.13 The completeness rela­
tions (2.8) are essential for the consistency of the 
bubble-time formalism-they ensure the path inde­
pendence of dynamical evolution. 

In addition to the Poisson brackets (2.8), we need to 
know the Poisson brackets of the basic canonical 
variables gik' rrik with the supermomentum Jei. Be­
cause Jei~i generates infinitesimal coordinate trans­
formations Xi ~ Xi :::: Xi + ~i, its Poisson brackets 
with gik' rrik yield the Lie derivatives of these vari­
ables:4 

[gik(X), Jel ~I] :::: £t gik (x) 

== gik,I(X)~I(X) + gkl(xHI)X) + gil(XW,k(X), 

[rrik(x), JeI~J :::: £t rrik(x) 
(2.9) 

== (rr ik(xH I (x) ) ,I - rr il (x) ~ k ,z(x) - rr Ik (xW ,/x), 

The relations (2. 9) hold for an arbitrary vector ~I. 

3. SEPARATION OF VARIABLES 

FollOwing the general ideas introduced in Sec. 1, we 
assume that there exists a canonical transformation 

(3.1) 

leading from the old canonical variables gik' rrik, which 
are treated all on the same footing, to the new canoni­
cal variables X', TI" Y" to which completely different 
roles~namely those of internal coordinates, energy­
momentum densities, and true dynamical variables 
are ascribed. 

The new canonical variables are functionals of the old 
canonical variables, depending on coordinate labels x 
as parameters. These functionals aJ'e in general non­
local: to know (for example) XO(x) at the point X, we 
need to know gik(X), rrik(x) for all values of x, i.e., on 
the whole hypersurface. The canonical transforma­
tion (3.1) may mix superspace with the geometro­
dynamical phase space, so that the new configuration 
space X', gA is no longer identical with superspace. 
The canonical transformation (1. 5) given by ADM 
neatly illustrates both these points; it is nonlocal, and 
it performs the mixing. 

The canonical transformation (3.1) should be given by 
an invariant prescription independent of the labeling 
x of the hypersurface. The functionals X'(X)[gik, iik] 
should be therefore constructed from the transformed 
functions gik(i), 1fik(i) in the same way as the func­
tionals X' (x)[g ik' rr ik] are constructed from the origi­
nal functions gik(X), rrik(x) , the same statement being 
applicable to the variables TI, and Y,.14 Moreover, to 
maintain the interpretation of the quantities X L (x) as 
geometrically privileged time and space coordinates 
of a fixed point on the hyper surface, we must require 
that not only their form, but also their actual values 
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do not change under the relabeling. They should there­
fore be scalars with respect to spatial transforma­
tions. Similarly, to maintain the interpretation of the 
quantities TI, (x) as energy and momenta densities per 
unit coordinate cell, they must transform as scalar 
densities under the spatial transformations. Continu­
ing in the same spirit, we require that the dynamical 
coordinates gA (x) be scalars and the conjugate mo­
menta rr A (x) be scalar densities. 

The transformation (1. 5) fails to meet this double re­
quirement of a form and value invariance. Start in a 
system of coordinates x and decompose the variables 
gik(X), rrik(x) into TT, T, and L parts according to the 
ADM flat-space-background procedure. Define the 
canonical variables X', TI" Y, by Eqs. (1. 5). Pass to 
the new system of coordinates x by a coordinate 
transformation and decompose the transformed vari­
ables g ik(i) and 1fik(X) according to the same flat­
space-background procedure. Define the new canoni­
cal variables X', n ,Y from the TT, T, and L parts of 
gik and 'iiik by the s~m~ equation (1. 5). The new vari­
ables X', TI" Y. depend on the old variables X', TI" 1'; 
nonlocally in a complicated way, different classes of 
old variables being mixed together to yield the new 
variables. The variables X', TI" Y, are thus far away 
from being scalars, scalar densities, or other simple 
geometrical objects. ADM themselves did not run 
into this trouble, because they assumed that the TT, 
T, L decomposition should not be performed on an 
arbitrary slice and in an arbitrary system of co­
ordinates x, but only on such slices and in such sys­
tems of coordinates which are picked out by co­
ordinate conditions 

equivalent to choosing XO and Xi themselves as pre­
ferred t and xi labels: 

They were thus not constrained by the requirement 
that the new variables X', TI" Y, be given by form­
invariant functionals of gik' rrik and of nothing else on 
any slice in any coordinate system x. 

A good example of canonical transformation leading 
to variables with correct transformation properties 
is provided by the canonical transformation in mini­
phase-space of the cylindrical gravitational wave, 
leading to the Einstein-Rosen time T and cylindrical 
radius R as internal coordinates X', to the C-energy 
density and C-momentum density as the variables 
TI" and to the wave amplitude l/; and the conjugate 
momentum rr~ as dynamical variables. We shall in­
vestigate this transformation in the final section of 
this paper. 

The canonical transformation (3.1) is thus limited by 
two requirements: it must be form-invariant, and the 
new canonical variables must behave as scalars or 
pseudoscalars with respect to the relabeling of the 
hypersurface. To see what it implies, let us fix our 
attention on the functionals Y,. The requirement of 
their form-invariance means that 

(3.2) 

On the other hand, the transformation properties of 
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the dynamical variables y. can be expressed in terms 
of their Lie derivatives 

However, gik differs from lJ;;. and 1i ik differs from 1Tik 

also by an appropriate Lie derivative 

1Tik(X) = iTik(X) - £t 1T ik(x). 

(3.4) 

Putting Eq s. (3. 2) - (3. 4) togethe r, we get the funda­
mental relation 

(3.5) 

Similar relations hold for the variables XL and IT,. In 
general, any functional Z(x)[zJ of any number of func­
tion variables zaCx) which is defined by an invariant 
prescription independent of the labeling x satisfies 
the equation 

(3.6) 

The canonical transformation (3.1) brings the action 
functional (2.1) into the form 

The super-Hamiltonian and supermomentum XL be­
come functionals of the new canonical variables, de­
pending on the label x as a parameter. In special 
cases it may happen that XL are local functlonals of 
the new canonical variables, i.e., they are constructed 
out of the variables X"(x), IT,,(x), Y,,(x) and a finite 
number of their derivatives taken in the same pOint x, 
even if the new canonical variables themselves are 
nonlocal functionals of the old canonical variables. In 
general, however, the functionals XL are nonlocal 
functionals of the new canonical variables. 

If we vary the action functional (3. 7) with respect to 
the lapse and shift functions N,., we get the initial 
value equations (2.7), and if we vary it with respect 
to the new canonical variables, we get the dynamical 
equations (2.6) in the new representation, 

(3.8) 

(3.9) 

(3.10) 

. oX" 
1TA = - N" -- • 

ogA 
(3.11) 

In the Hamilton equations (3.8)-(3.11), the internal 
coordinates are already separated from the rest of 
the canonical variables; but the path is still specified 
externally by the lapse and shift functions. The in­
ternal path is obtained from the external path by solv­
ing the Hamilton equation (3.8). The Hamilton equa­
tions (3.8), (3.9), and (3.11) were written down in this 
functional differential form for the first time by 
ADM.15 

4. BUBBLE-TIME HAMILTON EQUATION 

Let us now assume that the initial value equations 
(2. 7) can be solved with respect to the energy­
momentum variables IT". We write the solution in the 
form 

(4.1) 

where P" are functionals of the function variables 
XA(X), YA(x), depending on x as parameters. Again, 
these functionals are in general nonlocal, except for 
speCial cases like the cylindrical wave. Because (4.1) 
is a solution of the equations X L (x) [X" , IT", Y,,] = 0, 
the composite functionals 

(4.2) 

must be identically equal to zero for arbitrary func­
tion variables X"(x), Y,,(x). 

The variables P,,(x)[X\ YJ will be interpreted as 
gravitational energy-momentum densities constructed 
from the dynamical variables Yx (x) on the hyper­
surface X A = X "(x). We may change these densities 
by a "constant" amount 04> [X A]I 6X"(x) (independent of 
the dynamical variables Y A(X)) when we subject the 
original set X \ ITA' Y A to a canonical transformation 

XA =X"o TIA = ITA - 6<P[XIl]/6X"o 1\ = Y,>,. 

generated by an arbitrary functional 4>[XIl] of internal 
coordinates. The solution of the initial value equa­
tions written in terms of the tilded variables yields 
the shifted energy-momentum densities 

~ ~ ~ ~ f>q,[XA] 
-IT" = p,,[X"o Y,>,.] = PAX \ YA] + --. (4.3) 

oX" 

The transformation (4. 3) corresponds to a change of 
the zero point of energy in particle mechanics. 

Provided the usual rules of the algebraic game are to 
be trusted in the functional game we play, the initial 
value equations can be solved with respect to the vari­
ables TI", if the "matrix" XL" == OXi/oTI" has an in­
verse X- \,>,.' 

(4.4) 

The symbol o~ on the right-hand side of Eq. (4. 4) 
represents the product of the Kronecker delta and the 
three-dimensional delta-function o (x, x'), which is a 
bidensity of zero weight at the first argument and of 
unit weight at the second. 

Because the composite functional (4.2) identically 
vanishes, we get by its variation with respect to the 
variables X" and Y" a couple of equations 

OXL oP,>,. 
-- - XiA - = 0, 
OXK oX" 

oX' oPA -- - XLA - = O. 
oY" oYK (4.5) 

Using Eq. (4. 4), we solve Eqs. (4. 5) with respect to 
the variational derivatives oPAl oX" and oPA/OY", 

oPA OXi 
- - X-l 
oX" - Ai oX''' 
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oPA oX' 
- X-l -

oY - A' "Y 
K U K 

(4.6) 

We can now "deparametrize" the action functional 
(3.7) by substituting into it the solution (4.1) of the 
initial value equations 

(4.7) 

The quantities X' are no longer to be varied, but are 
thought of as some prescribed functions of t and x. 
The Hamilton equations are those corresponding to 
the Hamiltonian p)(', 

(4.8) 

The Poisson brackets [ ] are evaluated using gA, 7TA 

as a complete set of canonical variables, whereas the 
Poisson brackets [] were evaluated using a larger 
set X', TI" gA, 7TA• In the deparametrized formalism, 
TI, is expressed as a functional of X', gA, and 7TA , and 
X' are no longer canonical variables. 

Equations (4.8) can also be obtained directly from the 
Hamilton equations (3.8)-(3.11), without referring to 
the variational principle. Using Eq. (4. 4), we solve 
Eq. (3. 8) with respect to the quantities N

K
, 

H _ X', '1£)-1 
lV K - \J\.., l.K" (4.9) 

Substituting this expression for NK into Eqs. (3. 10) 
and (3.11) and taking account of Eqs. (4. 6), we get 
once more Eqs. (4. 8). The remaining Hamilton equa­
tion (3. 5) turns out to be, after using Eqs. (4. 1), (4.6), 
and (4.8) in succession, equivalent to the relation 

(4.10) 

We shall return to its meaning in Sec. 5. The Hamil­
ton equations (4.8) were derived in essentially the 
same way in Ref. 15. 

The transition from the Hamilton equations (3.8)­
(3.11) to the Hamilton equations (4.8) through the 
elimination of the lapse and shift functions represents 
a switch from the external path approach to the in­
ternal path approach. Indeed, the deparametrized 
Hamilton equations (4.8) allow us to follow the change 
in the dynamical variables Y, as we go along the in­
ternal path (1. 4). For this purpose, we never need to 
know the spacing between the neighboring hyper­
surfaces and the shift in their labeling x. However, 
we can recover the lapse and shift functions corres­
ponding to the internal path (1. 4) by going back to 
Eq. (4. 9). The "matrix" X-1'K in it is a functional of 
XA and YA, which we obtain by solving Eq. (4. 4) and 
then substituting for TIK its value (4.2). Equation 
(4.9) provides another version of the much discussed 
"thin-sandwich" conjecture. In the standard formula­
tion of this conjecture, we specify freely the spatial 
metric gik (six quantities per space point) and its rate 
of change gik (another six quantities per space pOint), 
and we hope that the lapse and shift functions are 
determined uniquely under the appropriate boundary 
conditions. Here, we specify freely the internal co­
ordinates X' (four quantities per space point), their 
rate of change j(' (another four quantities per space 
point), and the true dynamical variables Y, (still 
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another four quantities per space point). The lapse 
and shift functions are then given by Eq. (4.9). The 
boundary conditions are involved when finding out the 
"inverse matrix" X-\K from Eq. (4. 4). Let us note 
that the freely specifiable data X' , X' ,and Y, do not 
necessarily correspond to the freely specifiable data 
gik' ~k' because the general canonical transformation 
(3.2) mixes superspace with momentum space. 

Having reconstructed the external trajectory N,(t, x) 
from the internal trajectory X' (t, x), we return to the 
evolution problem. Let us prescribe the dynamical 
variables Y(in), (x) on an initial hypersurface X' = 
X (in), (X) and try to determine their values Y<j),(x) on 
a final hypersurface X' = X{JJ«x). We connect the 
initial hypersurface with the final hypersurface by an 
internal path (1. 4), with 

X'(t(in),x) = X(in),(x), 

X'(t<tJ,x) = x{J),(x), (4. 11) 

and solve the Hamilton equations (4.8) under the initial 
conditions 

Y, (t (in), X) = y(in)Jx). 

We thus get Y(j)/x) as Y,(t(j), x). However, the initial 
hypersurface may be connected with the final hyper­
surface by an infinite number of internal paths (1. 4) 
and (4.11). We expect that the final values y(J),(x) of 
the dynamical variables remain the same whatever 
path we choose. Because any hyper surface may be 
picked out as a final hypersurface, the dynamical vari­
ables should depend only on the hyper surface X' = 
X ,(x) itself, not on the way in which the hypersurface 
fits into some internal path. Rather than simple func­
tions of t, the dynamical variables should be func­
tionals of X' (x). Due to the arbitrariness of the direc­
tion X' in which the internal path leaves the hyper­
surface X', the Hamilton equations (4.8) imply that the 
functionals Y,[XK] satisfy the functional differential 
equation 

(4.12) 

under the initial conditions 

Y [X (;n)K1 = yUn) 
L ] j,. 

Equation (4.16) is the bubble-time Hamilton equation 
which is the central point of the new formalism. 

5. PATH INDEPENDENCE OF DYNAMICAL EVOLU­
TION 

If we prescribe the internal path and go along it, we 
recover the differential equation (4.8) out of the func­
tional differential equation (4.12), because 

(5.1) 

On the other hand, the set of all partial differential 
equations (4.8) taken along different internal paths 
was summarized by one functional differential equa­
tion (4.12) only under our assumption that the evolu­
tion of dynamical variables is path independent. 
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Let us prove that the dynamical evolution predicted 
by the functional differential equation (4.13) is really 
path independent. This amounts to the integrability 
condition 

6 
-l- rYe' PKl] = 0, 
oX " 

(5.2) 

which the right-hand side of Eq. (4. 12) must satisfy 
because the second variational derivatives of Y, with 
respect to XK commute, 

Condition (5.2) can be cast into a simpler form. Using 
the original equation (4.12), we get 

6 [ 6P[K] 
6X[" rYe' PKl ] = - [[Y"P[K], PA)] - Y" 6X") . 

On the other hand, by virtue of the Jacobi identity and 
the anti symmetry of the Poisson brackets, 

The integrability condition (5.2) therefore reduces to 
the condition 

6P[K -- + [P
K

, p,,] = O. 
6X") 

(5.3) 

Equation (5.3) is equivalent to Eq. (4. 10) which was 
obtained as a consequence of the parametrized Hamil­
ton equations (3.8)-(3.11). However, we can check 
that it is actually an identity valid independently of the 
dynamical Hamilton equations (4.8), by virtue of the 
way the energy-momentum densities are constructed 
out of the variables X', Y,. In fact, it is a consequence 
of the completeness conditions (2. 8) of the initial 
value equations. 

The Poisson brackets in Eqs. (2.8) are evaluated 
using gA, 7T A' and X' ,II, as independent canonical vari­
abIes. After that, we can substitute into Eqs. (2. 8) the 
solution (4.1) of the initial value equations and get 

6X[1l 6X") 6X[1l 6X") -- --+-- --=0. 
6gA 67TA 6Xex 6Il ex 

If we multiply the last equation by X-\cIlX-\V and use 
Eqs. (4. 4) and (4.5), we obtain exactly the integrability 
condition (5.3). This proves the consistency of the 
bubble-time Hamilton equation (4.12). 

Another way of seeing that Eq. (5. 3) ought to be identi­
cally satisfied is to follow the argument of ADM.6 
They point out that Eq. (5. 3) guarantees the preserva­
tion of the initial value equations X' = 0 in time and 
that it turns into the Bianchi identity once the equa­
tions of motion are used to eliminate the time deriva­
tives. 

6. DISPLACEMENT ALONG SPACELIKE 
HYPERSURFACE 

The functional differential equation (4.12) describes 
how the dynamical variables at a point with the label 
x change if we create a little bubble 6XK around an­
other point with the label x' [remember that the in­
dices in Eq. (4. 12) represent at the same time the co­
ordinate labels]. Going from the old hypersurface 

XK = XK (x) to a new hypersurface XK = XK (x) + 
6XK(x), the change in the dynamical variables Y, (x) 
predicted by Eq. (4. 12) amounts to 

6Y 
6Y = -' 6XK = [Y P ]6XK. 

'6XK " K 
(6.1) 

Note that the displacement 6XK (x) connects the points 
with the same labels on the old and new hypersurfaces 
(see Fig. 1a). 

In one case, however, the change in the dynamical 
variables can be written down directly, without using 
the Hamilton equation (4.12) at all-namely, if the dis­
placements 6X,' (x) are all tangential to the hypersur­
face X' = X'(x), 

6X'(x) = X',i (x)~l{x), (6.2) 

connecting the points which originally had the labels 
x and x + ~ (x). The change 6 Y, then consists of two 
parts. The first part is due to the step from the old 
point x to the new point x + ~,and is simply equal to 
Y,)x)~ i(X). However, because the displacement 
6X,{X) should connect the points with the same label, 
we must yet relabel the hypersurface in such a way 
that the point with the original label x + ~ acquires 
the new label x. This induces the second part of the 
change of the dynamical variables, depending on their 
transformation properties. For the scalars gA it 
vanishes, and for the scalar densities 7T A it is equal to 
1T A (x) ~i )x). Putting both parts of the total change Ii Y, 
together, we get just the Lie derivative £g of the dyna­
mical variable Y" 

(6.3) 

Because the direct approach should lead to the same 
answer for Ii Y, as the Hamilton equation, we can com­
pare Eqs. (6. 1)-(6.3) and conclude that 

£g Y,{x) = J d3x ' [Y,{X),PK(XI)]XK)X')~I(X'). (6.4) 

Equation (6.4) is equivalent to several other state­
ments. Substituting for the Lie derivatives of the 
dynamical variables the actual expressions (6.3) and 
taking account of the arbitrariness of ~ I, we can re­
place Eq. (6. 4) by two equations: 

gA (x)6{x x') = _6 - P (X')X K (x') 
,I , 61T

A
{X) K ,I' 

1TA {X)6 z(x, x') = - _6_ PK(X')XK I (x'). (6.5) 
, ligA(X) . 

Treating them as variational equations for the func­
tional ~(X')XK )X') of variables X' and Y" we easily 
guess their solution, 

(6.6) 

In fact, an arbitrary invariant functional F (X)[XIl) of 
internal coordinates XIl transforming as a1 vector den­
sity could be added to the right-hand side of Eq. (6. 6) 
as an integration constant. However, we shall prove 
at the end of this section that this functional must be 
put equal to zero. 

Equation (6.6) represents 300 3 equations for 4003 un­
knowns PK(x). We can therefore express 3003 of these 
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unknowns, say Pk(x), in terms of the remaining 003 
ones, say Po (x): 

Pk(x) = {1T A(X)gA z(x) - P.o(x)XO z(x)} ax
z 

• (6.7) 
, 'ax k 

The gravitational momentum density P k on the hyper­
surface X' = X '(x) is thereby expressed explicitly by 
means of the gravitational energy density Po and the 
dynamical variables gA,1T A,16 

Equation (6.4), or any of the equivalent equations (6.5)­
(6.7), imposes another consistency requirement on 
the formalism. If it were not satisfied identically, by 
virtue of the structure of the functionals PK(x) [X A , Y Al, 
it would represent a constraint on the initial data 
Y.(x) which could not be therefore prescribed arbi­
trarily. However, we show now that Eq. (6.4) is an 
identity, due to the fact that the supermomentum Xi 
generates the coordinate transformations, and the 
dynamical variables are defined in an invariant way. 

The invariant character of the canonical transforma­
tion (3. 1) allowed us to express the Lie derivatives of 
the dynamical variables Y. by means of the Lie deri­
vatives of the old canonical variables g ik' 1T ik in Eq. 
(3. 5). However, the Lie derivatives of the canonical 
variables gik' 1Tik are generated by the supermomen­
tum JCi according to Eqs. (2. 9). We can therefore re­
write Eq. (3. 5) in the form 

(6.8) 

Because the Poisson bracket is an invariant of cano­
nical transformations, we can evaluate it after in­
troducing Y. as canonical variables. 

We get 
oX ~k 

[gA, Xk~k] = __ k_, 
01T A 

(6.9) 

At this stage, we substitute the functionals P
K 
[X'", Y d 

for TIK to the right-hand sides of Eq. (6. 9), and use 
Eq. (4. 5). This brings us to the formula 

OXk~k 
£t Y. = --[y.,pJ 

oTIA 
(6.10) 

for the Lie derivative of dynamical variables. We can 
now go through the same sequence of steps to calcu­
late the Lie derivative of internal coordinates XA, 

A OXk~k 
£t XA = [X ,Xk~k] = --. 

oil A 

(6.11) 

Combining Eq. (6. 11) with Eq. (6. 10), we conclude that 
the consistency condition (6.4) is identically satisfied. 

We obtained an integral form (6.6) of the consistency 
condition (6. 4) ,picking up an integration functional 
Fz(x)[X~] which should have been added to the right­
hand side of Eq. (6. 6). We show now that this integra­
tion functional is actually equal to zero. We multiply 
the integrability condition (5.3) by XK)X) and sum 
over the index K (no integration is implied over the 
corresponding label x). Using Eq. (6. 6) with FI(X)[X~] 
on its right-hand side, we get 
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oPK(x) OPA(x') 
-'---XK (X) - --XK (X) 
oX A.. (X') z 6XK(x) ,Z 

+ [1TA (X)gA (X).P PA(X')] = o. (6. 12) 

The first tem in Eq. (6.12) may be rewritten as 

6PK(x) 0 
OXA(x') XK)X) = -6X-"-(-x-') (PK(X)XK,z<X» 

- P,,(x) o.z<x,x'). (6.13) 

The second term in Eq. (6.12) can be obtained from 
the relation 

expressing the fact that PA is an invariant functional 
of XK and Y

K
' Writing down the Lie derivatives of 

scalars XK and scalar densities Y
K

' PA explicitly, tak­
ing account of the arbitrariness of ~ Z (x) and grouping 
the terms with 6P/6Y

K 
into a Poisson bracket,we 

get 

- PA(x) 6 .z<x, x') 

6PA(x') 
= --( -) XK z(x) - [1T A (x) gA z(x) , PA(x')]. 

6XK x' . 
(6. 14) 

Substituting now from Eqs. (6.13) and (6.14) into Eq. 
(6. 12),all terms except one cancel and we get 

6 (PK(X)XK z(x» = o. 
6XA(x') . 

This implies that the functional FI(x)[X~] in Eq. (6. 6) 
does not depend on internal coordinates at all and 
ought to be discarded. Note that the dynamical equa­
tions (4.12) were never used in this proof. 

7. REDUCED FORMALISM 

The identity (6.4) allows us to reduce the number of 
independent components of the functional differential 
Hamilton equation (4.12). Recall that this equation 
has 4003 x 4003 components, each index representing 
at the same time a coordinate label x. Assume that 
Y.(X)[XK] are some functionals of XK independent of 
the labeling of the hypersurface, but otherwise cOlp­
pletely arbitrary. According to Eq. (3.6), 

oY.(x) 
£ Y(x) = J d 3x' XK (x')~Z(x'). (7.1) 

t • OXK(X') .1 

Using the identity (6.4) and taking account of the 
arbitrariness of l; I, we conclude that the functionals 
Y, must satisfy the equations 

(7.2) 

(summation over K, but no integration over x!). How­
ever, these equations are just 4003 x 3003 linear com­
binations of the Hamilton equations (4.12). So, if 
Y.(X)[XK] are invariantly defined functionals of XK and 
if they satisfy the 4003 x 003 equations obtained by put­
ting K = 0 in Eq. (4. 12), they automatically satisfy the 
remaining 4003 x 3003 equations obtained by putting 
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K = k. This is also intuitively clear, because an arbi­
trary displacement oX t(x) can be decomposed into a 
displacement OX' (x) = x' jx) ~ I (x) lying completely in 
the hypersurface, and a displacement 6XK{X) = 
0oXO(X)OOK in the direction of the XO lines (see Fig. 
Ib). The change of Y, under the displacement in the 
hypersurface being trivially generated by the Lie de­
rivative, we need to know only the change of Yt under 
the displacement along the XO lines to determine the 
change of Y, under an arbitrary displacement oX ,(x). 

The reduction in the number of independent equations 
for Y, is best displayed when adopting the internal 
coordinates Xk as privileged labels Xk. The hyper­
surfaces are then defined by deparametrized equa­
tions (1. 3). The dynamical variables in privileged 
labeling reduce to functionals Y, (X)[T] of a single 
function variable T(X), 

Similarly, the energy-momentum functionals P, re­
duce to functionals of five function variables T(X), 
Yt(X). If we change the hypersurface but preserve the 
privileged labeling, the dynamical variables observe 
the functional differential equation 

oY(X) 
_t _ = [Y (X) P (XI)] 
oT(X' ) t '0 

(7.4) 

with a single bubble-time variable T(X). 

Suppose we know a solution Y,(X)[T] of this functional 
differential equation. We can then easily construct a 
corresponding solution Yt (X)[XK] of the full set of func­
tional differential equations (4. 12). For a given set of 
functions XK (x), the inverse functions x = x(X) specify 
the transformation from the internal coordinates X to 
arbitrary coordinates x, and the composite function 
XO = XO(x(X» =' T(X) gives the deparametrized form 
of the equation of the hypersurface. We define the 
functionals Yt(X)(XK] by taking the known functionals 
Y,(X)[T] and transforming them by the coordinate 
transformation X ---) x = x(X). By the very method of 
their definition, the variables Y,(x)[XK]as functionals 
of XK (x) do not depend on the labeling of the hypersur­
face, and therefore satisfy Eq. (7.2). It is also easy to 
check that they satisfy the K = 0 component of Eq. 
(4. 12), due to the fact that the functionals Yt(X)(T] 
satisfy Eq. (7.4). They therefore satisfy all compo­
nents of Eq. (4. 12). In this sense, the entire dynamics 
of the gravitational field is reduced to a single bubble­
time functional differential equation (7.4). 

8. EINSTEIN-HAMILTON-JACOBI EQUATION 

It is now a standard procedure to put the canonical 
version of Einstein's theory into the Hamilton-Jacobi 
form. Peres,17 and after him many other investiga­
tors,18 used what may be called the metric represen­
tation. In it, the momenta 1T ik(X) are generated from a 
single functional S [gu,] of the metriC, 

(8.1) 

The equations for this functional are obtained when 
substituting the momenta (8.1) into the initial value 
equations (2.3), (2. 4), and (2.7). In this way we get 

- gl/2(x)R (x) = 0, (8.2) 

(~) - 0 (8.3) 
Ogik(X) I k 

It is well known that Eq. (8. 3) is equivalent to the 
statement that Hamilton's principal functional S does 
not depend on the labeling of the hypersurface. Rather 
than being a functional of 6003 components of the 
metric tensor gik(X), it is a functional of 3003 equiva­
lence classes of such metrics which are connected 
with each other by three-dimensional transformations. 
In other words, it is a functional of a 3-geometry. 

From the 3003 arguments of the Hamilton principal 
functional, 2003 arguments should represent the dyna­
mical degrees of freedom of the gravitational field, 
and the remaining 003 arguments a bubble time. Equa­
tion (8.2) is called the Einstein-Hamilton-Jacobi 
equation. It governs the change of Hamilton's princi­
pal functional when passing from one 3-geometry to 
another or, in our new language, the evolution of 
Hamilton's principal functional of the dynamical 
variables in the time variable. 

In the metric representation, the time variable is 
never separated from the dynamical variables. It is 
then easy to forget that time is actually one of the 
arguments of Hamilton's principal functional and 
wonder how the time evolution of the gravitational 
field can possibly be described by a Hamilton-Jacobi 
equation which seemingly refers only to a single spa­
tial hypersurface. 

The interpretation of the Hamilton-Jacobi formalism 
becomes more transparent in the new representation 
we are advocating in this paper. Instead of taking S 
to be a functional of 6003 components of the metric 
tensor, we take it to be a functional of 4003 + 2003 
variables XK (x), gA(X). We generate the conjugate 
momenta II K (x), 1TA (x) by variational derivatives 

II (x) =~ 1T (x) -~ (8.4) 
K OXK (x)' A - ogA(X) , 

and turn the initial value equations (2.7) into equa­
tions for the Hamilton principal functional S, 

Jet(X)[XK ~ A oS ] = o. 
'OXK ,g 'ogA (8.5) 

We assumed that the initial value equations could be 
solved with respect to the energy-momentum vari­
ables, the solution being given by Eq. (4. 1). The 
Hamilton-Jacobi equations (8.5) can be therefore 
solved with respect to the variational derivatives 
OS/OXK, 

(8.6) 

The bubble-time Hamilton-Jacobi equation (8. 6) con­
fronts us with the same consistency problems as the 
bubble-time Hamilton equations (4.12). Firstly, we 
must require that the evolution of Hamilton's princi­
pal functional from an initial to a final hypersurface 
does not depend on the path. Secondly, the evolution of 
Hamilton's principal functional in the direction tangen­
tial to a spatial hypersurface should be trivial, provi-
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ded Hamilton's principal functional is not affected by 
the relabeling of the hypersurface. 

The first requirement is equivalent to an integrability 
condition of Eq. (8.6), following from the fact that the 
variational derivatives of S commute: 02S/0X[KOXA] = 
O. This integrability condition cOincides with the in­
tegrability condition (5.3) of the Hamilton equation 
(4.12), which we have proved to be an identity. 

Passing to the second consistency requirement, we 
write down condition (3.6) that Hamilton's principal 
functional does not depend on the labeling of the 
hype rsurface, 

~XK (X)+~gA (x) =0. 
OXK(X) ,l ogA(X) ,l 

(8.7) 

Expressing OS/OXK from the Hamilton-Jacobi equa­
tion, we get 

___ gA (x) + P (x) XA gA - XK (x) = o. oS [aS J . 
ogA(X) ,I K " ogA ,I 

(8.8) 

This relation is actually an identity, valid for any 
functional S [X", gA 1 because of the structure of the 
energy-momentum densities P K as functionals of XA 
and Y A' In fact, Eq. (8. 8) is the same equation as the 
identity (6.6). 

We can now reverse the argument and say that the 
3co3 linear combinations 

(~ + PI«X/X",gA, oS J)XK l(X) = 0 
OXK (x) l ogA ' 

of the 4co3 Hamilton-Jacobi equations (8.6) are auto­
matically satisfied, if S is any functional which does 
not depend on the labeling of the hypersurface. There­
for, if S is such a functional and if it in addition satis­
fies the K = 0 component of the Hamilton-Jacobi 
equation (8.6), it also satisfies the remaining K = k 
components of this equation. This allows us to reduce 
the 4co3 Hamilton-Jacobi equations (8.6) to co3 equa­
tions. As in Sec. 7, we pick up the special labeling 
X = x of the hyper surface and write down a single 
functional differential equation 

~ + P (X) [T A oS J = 0 
oT(X) 0 ,g , ogA 

(8.9) 

for a functional S[T,gA] of three functions T(X),gA(X) 
of X. Assuming we know a solution S[T,gA] of this 
equation, we can define a new functional S[XK,gA] of 
six functions XK (x), gA(X) by putting 

S[XK(x),gA(x)l = S[T(X) = XO(x(X»,gA(X(X»)]. (8.10) 

The new functional S[XK ,gA1 does not depend on the 
labeling of the hypersurface by the very method of its 
construction and it satisfies the 4co 3 Hamilton-Jacobi 
equations (8.6). The whole content of Einstein's gra­
vitational law is thus hidden in a single variational 
Hamilton-Jacobi equation (8.5) for a Hamilton's 
prinCipal functional S of two functions gA(X) repre­
senting the dynamical degrees of freedom, and one 
function T(X) representing a bubble time. This equa­
tion determines S[T(f),gA] on a final hypersurface 
T = T (J)(X) , if we know S[ T (in), g A1 on an initial hyper­
surface T = T (in)(x). 
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What is even better, we can replace this variational 
equation in a bubble time by a partial differential 
equation in a coordinate time, due to the path indepen­
dence of the dynamical evolution. We simply connect 
the initial hyper surface with the final hypersurface 
by an arbitrary internal trajectory T = T(t, X), and 
ask how Hamilton's principal functional changes if 
we pass from one hypersurface of the internal tra­
jectory to the next. In the same manner as the func­
tional differential Hamilton equation (4.12) reduces 
to the ordinary differential equation (4.8), the func­
tional differential Hamilton-Jacobi equation (8.9) re­
duces to one ordinary differential equation 

(8.11) 

This is as far as any conceivable reduction of the 
evolution problem can go. Let us note that Po(X) is 
the same functional as that which enters the single 
bubble-time Hamilton equation (7.4), and that 

S(t)[gA(X)1 =0 S[T(t,X),gA(X)), 

If we know a complete solution S[T,gA; (lIA1 of the 
Hamilton-Jacobi equation (8.9) depending on two arbi­
trary functions (lIA(X) (none of which is solely addi­
tive), we can follow the well-known procedure and 
find out the evolution of the dynamical variables 
Y,(X)[T] starting from their initial values Y(in),(X) on 
an initial hypersurface T = T(in)(X). We write down 
the equations 

1f B = _0_ S[T,gA; (lIA], 
ogB 

f3
B 

= _0_ S(T,gA; (lIA], 
O(llB 

containing two new functions f3 B (X). If we substitute 
into these equations the initial values g(in)A(X) and 
7f (in)A(X) of the dynamical variables on the hypersur­
face T = T(in)(X), we can treat them as equations de­
termining the unknown functions (lIA(X), f3 A (X) in terms 
of the initial data. After that, we pass to an arbitrary 
hypersurface T = T(X) and solve the same equations 
with respect to the dynamical variables gA, 7f A' obtain­
ing the dynamical trajectory 

Once we know the dynamical trajectory, we can repeat 
the steps explained in the preceding sections and re­
construct the solution gik(t, x),N,(t, x) of Einstein's 
gravitational law. 

9. AN EXAMPLE: CYLINDRICAL WAVES 

It is nice to have a model for which the explicit form 
of the canonical transformation (3.1) is known and 
all steps of the general formalism can be worked out. 
The Einstein-Rosen cylindrical gravitational waves 
are ideal for this purpose. They represent the sim­
plest model with an infinite number of degrees of 
freedom allowing for a bubble time. When construct­
ing the model, we apply the canonical formalism to a 
part of the original phase space by restricting the 
metric gik, the momentum 7fik, and the lapse and shift 
functions N, Ni by an intransitive group of motions 
with space like Killing vectors. The restriction on the 
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lapse and shift functions means that only those slices 
which respect the space-time symmetries are per­
missible. The region of the phase space in which the 
restricted dynamics takes place is called mini-phase­
space. The general schema of the reduction and the 
canonical formalism for cylindrical waves was pre­
sented in an earlier paper. 10 The reader is referred 
to it for the details. 

Here we start by noting that a system of coordinates 
r, <p, Z exists in which the cylindrically symmetric 
canonical variables gi k' 1f i k and the lapse and shift 
functions on any permissible slice assume the form 

g22 = R2e-~, g33 = et/!, 

g12 = g13 = g23 = 0, (9.1) 

1f22 = }R1fRel/J, 1f11 = 1fye~-Y, 

1f33 = (7T 
Y 

+ } R1fR + 1fJjJ)e-JjJ, 1f 12 = 1f 13 = 1f23 = 0, 
(9.2) 

N = N(r), N1 = N1 (r), N2 = N3 = O. (9.3) 

The variables y, R, 1/1 and 1f y, IT R , 1f ~ are functions of 
the radial coordinate r only. The coordinates <p and 
Z are fixed by the symmetry requirements up to the 
trivial transformations 

<P-) <P = ± <p+ <Po, Z ~ z = az + Zo 

with constant coefficients <Po, z 0' a. On the other hand, 
the radial coordinate r can be changed arbitrarily, 

(9.4) 

Under the transformation (9. 4), the momenta 1f Y' 7TR , 

1fJjJ behave as scalar densities 

1T Y (r) ~ 7i /r) = f' (r)rr y (f(r», etc., 

and the functions Rand'" as scalars 

R (r) ~ R(r) = R(f(r», etc., 

whereas the function y has an anomalous transforma­
tion property 

y(r) ~ y(r) = y U(r» + 2 lnj'(r). 

(Prime denotes the differentiation with respect to the 
radial coordinate r.) The functions y,R,1/I and 1fy, 

1f R' 1f JjJ can be treated as canonically conjugate vari­
ables, because the action functional (2.1) (the integra­
tion over z being limited by the two "planes" z = Zo 
and z = Zo + 1, to avoid an infinite action) maintains 
the canonical form 

S = 21f r: dt r: dr(rryy + 1fRR + 1fJjJl~ -NJC -N1 J(1), 

when the substitutions (9.1)-(9.3) are performed. 
The super-Hamiltonian and supermomentum can be 
calculated directly through their definitions (2.3), 
(2. 4), and they are 

JC =e(1!2)(JjJ-Y)-rr y1f R + }R- l 1f ~2 + 2R" - y'R' + ~R"1/I'), 

JC1 = e JjJ-Y(-21f Y' + y'1f Y + R'1f R + 1/1'1f >/i)' (9. 5) 

JC2 = JC3 = O. 

The structure of the super-Hamiltonian and super­
momentum in the canonical variables y, R, lJ; and 1f y' 

1f R , 1f JjJ is complicated. A remarkable Simplification 
is achieved by introducing new variables T, R; TIT' 
TI R; 1/1 , 1f '" by the canonical transformation 

T(r) = T(co) + J~ - 1f Y (r)dr, 

TIT(r) = - y'(r) + {In(R'2(r) - 1f/(r»)}', (9.6) 

TIR(r) = ITR(r) + (In{(R'(r) - 1fy(r»)(R'(r) + 1fy(r»-l})', 

R(r) = R(r), 1/I(r) = 1/I(r), 1f ",(r) = 1f ",(r). 

The transformation (9.6) is an example of the canoni­
cal transformation (3.1) in mini-phase-space, with 

XO H T, Xl H R, ITo -<-:> ITT' IT1 ~ ITR, 

gl H lfJ, 1f1 H1f",. 

The <p and z components of internal coordinates and 
momentum densities, as well as the second polariza­
tion of the dynamical variables, are suppressed by the 
cylindrical symmetry of the model. The new vari­
ables have the desired transformation properties 
under the relabeling (9. 4) of the radial coordinate: 
T, R, 1/1 are scalars, and ITT' llR , IT '" are scalar densi­
ties. The canonical variables T, R and ITT, IT R can be 
identified with familiar quantities; T and R are the 
Einstein-Rosen coordinates in which the Einstein 
equations for cylindrical waves are usually treated, 
and the momenta- ITT and - llR coincide with the C­
energy density and C -flux introduced by Thorne. 19 

The permiSSible slices and their radial labeling are 
further restricted by the boundary conditions 

T' ~ 0, (y ~ 0), R ~ r for r ~ 0, 

T ~ t, R --) r for r ~ co or for t ~ ± co. 

The dynamical variables must also satisfy certain 
boundary conditions, but we need not use them in this 
paper. 

The super-Hamiltonian and the radial supermomen­
tum can be expressed by means of the new variables, 
thus we get 

JC = e(l/2)("-Y)(R'IT + T'll + ~R-11f 2 + ~R,','2) 
T R 2 '" 2 'I' , 

JC1 = e"'-r(T'IT T + R'ITR + 1/1'1f",). (9.7) 

The old variable y in Eqs. (9. 7) is thought to be ex­
pressed through the new canonical variables by invert­
ing the canonical transformation (9.6): 

y(r) = f - ITT(r)dr + In(R'2(r) - T'2(r». (9.8) o 

It is now straightforward to write down the Hamilton 
equations (3.8)-(3.11). The variational derivatives 
of JC and JC1 with respect to the new canonical vari­
ables are easily calculated, especially if we take into 
account that the initial value equations are satisfied 
so that all terms proportional to JC and JC1 can be put 
equal to zero. Because of this, we need not vary the 
exponentials in expressions (9. 7). We write here 
only equation (3. 8): 

i = NR' e(1!2) (l/J-Y) + N 1 T'e l/J-r, 

R = NT'e(1I2) (l/J-Y) + N1R'eJjJ-y. (9.9) 
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Equations (9.9) are easily inverted to give the lapse 
and shift functions 

N = (R'2 - T'2)-l(rR' - RT')e(l/2)(Y-I/I) 

Nl = (R'2 - T'2)-l(RR' - rT')eY-~. (9.10) 

We can now return to the expressions (9. 7) for super­
Hamiltonian and supermomentum and solve the initial 
value equations (2.7) with respect to the C-energy 
density and C -flux, 

- ITT = Po(r)[T ,R; l/I, 7T 1/1] 

= (R'2 - T'2)-l(R' ~R-l7T ~2 + ~Rl/I'2) - T'l/I'7T ~), 

- ITR = P l (r)[T,R;l/I, 7T ",] 

= (R'2 - T'2)-l(- T'(~R-l7T~2 + ~Rl/I'2) + R'l/I'7T~). 
(9.11) 

At this point we are able to prove our version of the 
thin-sandwich conjecture for the cylindrical waves. If 
we specify freely the internal coordinates T,R, their 
rate of change t,R, and the true dynamical variables 
l/J, 7T ~, we can calculate the lapse and shift functions 
from Eqs. (9.11), (9. 8), and (9.10). In particular, if we 
use the Einstein-Rosen system of coordinates T,R, 
Le., if we prescribe the internal trajectory by the 
equations 

T = t, R = r, 

we get from Eqs. (9. 10) the lapse and shift functions 

In this way we have recovered the well-known space­
time metric of the cylindrical waves from the internal 
path and the true dynamical variables. 

Knowing the energy-momentum densities (9.11) as func­
tions of dynamical variables, we can write down the 
bubble-time Hamilton equation (4.12) as 

5l/1(r) = (R'2 _ T'2)-l(T'7T _ RR'l/J')5'(r, r*), 
5T(r*) '" 

5l/1(r) = _ (R'2 _ T'2)-l(R'7T - RT'l/I')5' (r, r*), 
5R(r*) ~ 

57T (r) 
-ljJ- = (R'2 - T'2)-l(R-lR'7T - T'l/I')5(r, r*), 
5T(r*) ljJ 

57T (r) 
-ljJ- = - (R'2 - T'2)-1(R-IT'7T ljJ - R'l/J')5(r, r*). 
5R(r*) (9.12) 

* Work supported in part by the National Science Foundation Grant 
No. 30799X to Princeton University. 
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Due to the presence 01 the delta functions, either r or 
r* can be used as arguments of the variables on the 
right-hand side of Eqs. (9.12). We see that Eqs. 
(9.12) are local; the change of the hypersurface 
around the point r* does not affect the dynamical 
variables at a distant point r "'" r*. 

It is easy to check directly that the integrability con­
ditions (5.3) are satisfied by the energy-momentum 
densities (9.11). It is also easy to check the second 
consistency condition, preferably in the form given by 
Eq. (6.6). We immediately see that the appropriate 
combination of the energy-momentum densities (9.11) 
gives 

PoT' + PlR' = 7T ",l/J'. 

Choosing now R as a special radial labeling of the 
hypersurfaces, we reduce the Hamilton equations 
(9.12) to equations containing a single bubble-time 

T(R): 

5l/J(R) = (1- T,R2)-l(T,R7T ~(R) - Rl/J ,R)5 ,R(R, R*), 
5T(R*) 

57T ljJ(R) = (1 _ T R2)-1(R-17T ,j - T Rl/J R)o(R, R*). 
5T(R*) , 0/" (9.13) 

It is equally straightforward to write down the Hamil­
ton-Jacobi equations (8.6) or (8.9). Let us confine 
our attention to the reduced equation (8. 9) for the 
Hamilton principal functional S[T, l/J] of two function 
variables T(R), l/J(R): 

~ + ~(1 - T 2)-dR -1/2 ~ - Rl/2T l/J )2 
5T(R) ,R \ 5l/1(R) ,R ,R 

+ ~Rl/I,R2 = O. (9.14) 

The Hamilton-Jacobi equation (9.14) can be obtained 
by a WKB approximation from a functional differen­
tial Schrodinger equation for the state functional 
o/[T, l/J]. The quantization of cylindrical gravitational 
waves starting from this Schrodinger equation has 
been extensively studied in Ref. 10. 
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Given an Ising antiferromagnet on a lattice with an AB substructure (bipartite lattice), one can consider the 
associated ferromagnet in which all the exchange constants are negated. Suppose the ferromagnet is above its 
critical temperature in the sense that there is an arc (- e, e) of the unit circle on which the partition function 
has no zeros in z '= exp(2j3H). We prove that the original antiferromagnet partition function will have no zeros 
in z in the disc orthogonal to the unit disc and passing through the two end points of the arc, In other words, 
the antiferromagnet free energy is analytic in the magnetic field for small fields. 

1. STATEMENT OF RESULTS 

Let !l u be the lattice of points with /I integer coordin­
ates. We assume that a function E on flU with values 
± 1 is given such that 

(a) E is not identically + 1, 

(b) dx) E(y) :::: dx + y). 

We can then say that the point x is even, resp. odd, if 
dx) = + 1, resp.-1. 

A spin variable with two possible values ax = ± 1 is 
associated with each lattice site x E !l v and we in­
troduce a translation -invariant pair interaction J 
such that 'Excz v I J(x) I < + 00. If A = {Xl' .•• , x m} is 
a finite subset of !lv, the energy of the spin configur­
tion a = (a x , ••• , a x ) is 

1 m 

E(o) :::: t:0 :0 J(x -y)(1 - apy) -H z:; ax' 
xEA yEA xEA 

where H is the magnetic field. The free energy per 
site at temperature (3-1 is then 

l/IJ({3, H) :::: - lim w1 1 A 1-1 log z:; exp[ - (3E(a»), 
1\.----"'00 a 

where I A I is the number of points in A and A -7 00 

may be taken to mean that A is a rectangular box 
with all sides tending to infinity. 

Theorem 1: (a) Let J be ferromagnetic, Le., J ?: 0, 
and let {3-1 be above the critical temperature in the 
sense that some neighborhood of H == 0 is free of 

z 

(a) ( /,) 

FIG.1. (a) Interaction J: the crosses are 
zeros of the partition function. (b) Interac­
tion EJ: the cross-hatched region tl(J is free 
of zeroS of the partition function. 

zeros of the partition function '6
0 

exp [- (3E(a)]. 
Then some neighborhood of H == 0 is also free of 
zeros of the partition function for the interaction EJ. 
In particular l/I €J ({3, H) is analytic around H = 0 [this 
can be applied to antiferromagnetic nearest neighbor 
(Ising) interactions because they are of the form EJ]. 

(b) More precisely, let z = e26H• We shall show that 
if the partition function for the interaction J does not 
vanish when Izi = 1, larg zl < a,then the partition 
function for the interaction EJ does not vanish when 
z E lleo Here lls is the open region containing the 
point 1, and bounded by the circle orthogonal to 
{z: I z I = I} going through e±iS (see Fig. 1). In par­
ticular, l/I € J is analytic in II s. 

The proof uses the theory of analytic functions of 
several complex variables, and is accomplished in 
two steps. The first step (Sec. 2) is an application of 
Borchers' double cone theorem. 1 The second step 
(Sec. 3) is the computation of a holomorphy envelope (a 
limiting case of the holomorphy envelope of two poly­
discs; see Ref. 2). 

At the end of Sec. 3, some extensions of the above 
theorem are indicated. 

2. PROOF OF PART (a) OF THEOREM 1 

Let us fix (3 > 0 and write 

F fflll ,H2 ) == - (3-11 A 1-1 log z:; exp[ - ,8E*(a»), 
a 

E*(a) == ~ z:; 'E J(x - y)(1 - aXay) 
xCA yEA 

SEA 

It is easily seen that 

!f,J({3,H) == lim Ff (H,H), 
A~OO 

I/.;cj(,8, H) = - ,8-1 ~ Hdx)-l) 1 J(x) 
xE ZV 

+ lim FJ f!l; -H). 
A~c() 

We shall now make use of a theorem of Borchers.1 ,3 
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Theorem 2 (double cone theorem): Let C be an 
open convex cone in JRn, with apex at the origin. Let 
the function F be defined and analytic in a domain 
D c en == Rn + w.n such that 

(i) D::) (C + iRn) U (-C + iRn), 

(ii) D contains the points i[ ax + (1 - a)y ], where x, 
y E jRn, X -y E C and a runs between 0 and 1. 

Then F is analytic in a fixed complex neighborhood of 
the set i[(x - C) n (y + C)] 

We apply this theorem to the function F}'(H i ,H2 ). 

Here n == 2 and C consists of the points with coordin­
ates > 0 in R2. Thus (i) means that Ff is analytic for 
Re Hi > 0 and Re H2 > 0, or Re Hi < 0 and Re Hz < O. 
Condition (i) is satisfied by Ff as a consequence of 
the Lee-Yang circle theorem.4 By assumption, (ii) is 
satisfied with 

x:::: (K,K), y == (-K, -K) 

where 2f3K == 0 and 0 is defined in part (b) of Theorem 
1. Therefore, F j is analytic in a fixed complex 
neighborhood of the set 

In particular, when we take Hi :::: - H2 = H and let 
A ~ <Xl, we obtain the result announced in part (a) of 
Theorem 1. 

3. CALCULATION OF THE DOMAIN OF HOLO­
MORPHY 

Consider a finite Ising spin system composed of N 
sites and a collection of (~) interaction constants 
{J;.} which are nonnegative. (Previously we assumed 
th~ system was translation invariant, but for this 
section there is no need to do so.) To each site we 
assign a magnetic field Hi' i:::: 1, ... , N. As was ex­
plained before, by letting Hi = H for i an even site and 
Hi == - H for i an odd site the system is, in fact,equi­
valent to an ISing antiferromagnet. In this section we 
shall allow the {Hi 1 to be arbitrary. The advantage of 
doing so is that we can thereby consider a more 
general system in which the spin magnetic moment 
varies from site to site. 

It is convenient to work with the "activity" variables 

i == 1, ... ,N, (3.1) 

so that the partitions function can be expressed as 

Z(Hv ... ,HN ) = exp (-(3 '£Hi)P(Z), (3.2) 
'. 1 

where P is a polynomial and Z :::: (zl' ••• ' ZN) is re­
garded as a point in CN. 

Nolalion: (a) D denotes the open unit disc in C: 

D={zEc:lzl<l:. 

(b) DN denotes the symmetric unit polydisc in eN: 

DN = {Z E CN: 1Zi 1< 1, i:::: 1, .•. , N}. 

(c) EN denotes [lnt (~D»)N: 
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EN :::: {Z E C N : I zi I> 1, i == 1, ... , N} 

(d) For 0 < 0 < 1T, Ae c C is the open arc: 

Ae == {z E C: z = eii/i, - e < 1/1 < e} 

(e) Be:::: aD\A e is the (closed) arc complementary 
to Ae-

(f) A~ cCNis 

Given that p(z) has no zeros in DN U EN (the Lee­
Yang theorem) and given that, for Z E C, P(z, z, .•• , z) 
has no zeros in Ao' we have established previously 
that there exists a complex neighborhood 0 of A'{; in 
which p(z) is free of zeros. In this section we 
address ourselves to obtaining a minimal estimate of 
o by calculating the envelope of holomorphy of DN U 
EN U O. As will be seen, this envelope is, in fact, a 
domain in CN. In this domain,j(z) :::: l/P(z) is holo­
morphic and hence P(z) has no zeros. 

For Z E e we change variables z ~ 1/1 as follows: 

exp (1/1 + ie) = - (z - eie)/(z - e- iO ) 

so that 

1/1 = i(7J - e) + In [(z - eiO)/(z - e- ie») 

(3.3) 

(3.4) 

with the logarithm defined to be holomorphic in C\Bo 
and -7 1 as z ~ (j'j. 

Alternatively, 

z = cosh ~ (1/1 - ie)/ cosh ~ (1/1 + ie) 

so that 1/1 ~ -1/1 is equivalent to Z -7 1/ z. 

The mapping (3.3) maps f,;\Be conformally onto 

(3.5) 

Ke = {II-' = s + it: - (j'j < s < (j'j, -1T < t < 1T}\{i(1T - O)}. 
(3.6) 

To describe the mapping, we refer to Figs. 2 and 3. 
If we fix t '" 1T - 0, then as s goes from -(j'j to (j'j a 
curve is traced out in the z plane. This curve is an 
arc of a circle passing through the points e i0 (corres­
ponding to s :::: - (j'j) and e- ifl (corresponding to s :::: (j'j). 
The line segment L :::: [e ifl , e- ifl ) corresponds to t == 
- B. Arcs to the right of this segment correspond to 
- e < t < 1T - B. In particular, t == 0 corresponds to 
Ae- If - 1T < t < - e, the arcs are to the left of Land 
inside D with the boundary of Be being reached as 
t ..[. - 1T. If 1T - e < t < 1T, the arcs are to the left of L 
and outside D with Be being reached as t l' 1T. The 
exceptional case is t :::: 1T - e, where s E {- (j'j, O} 
corresponds to the vertical line {eiS, eiS + i (j'jJ whi.le 
s E {o, (j'j} corresponds to the vertical line {e- i6 -ir:JJ, 
e- iG }. A complete circle through the points e ifl and 
(,-is is always composed of two arcs whose t values, 
land (', satisfy I t - [' I == 1T. If a value of t (and hence 
an arc) is fixed, then for every point on the arc the 
angle subtended by the line segment Lis \1T- \1 + ell 
Among the circles through {e i0, c- ifJ} there is a par­
ticularly important one to which we shall return 
later, namely the circle orthogonal to iW. It has the 
property that it is invariant under inversion: z ~ 1/ z. 
The arc of this circle inside D corresponds to l == 
- 1T/2 while the arc outside D corresponds to l = n/2. 
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Except when B = 1T/2, this circle has a radius Itan B I 
and its center is at z = (l/cos B,O). When B = 1T/2 
the "circle" is the imaginary axis. 

Returning to eN, we apply the conformal map (3.3) to 
each Zi' i.e., zi -) I/Ii , i = 1, ... , N, so that l/P(z) = 
/ (z) -) h (1/1) with 1/1 = (1/1 v ..• ,I/IN)' DN is mapped onto 

ON == {I/I : I/Ij == Sj + itj' - co < Sj < co, - 1T < tj < 0, 

j = 1, ... ,N} 

while EN is mapped onto EN = IiN\yN, where 

liN == {I/I:I/Ij = Sj + iij' -co < Sj < co, 0 < tj < 1T, 

j == 1, ... , N} 
and 

yN == {I/I: I/Ij = Sj + itj' - co < Sj < co, 0 < tj < 1T, 

and I/Ij == i(1T - B) for some j}. 
The set A ~ is mapped onto 

j = 1, ..• ,N 

aN == {I/I: I/Ij = Sj + itj' - co < Sj < co, tj = 0, 

j = 1, ... ,N}. 

Since each Zi is a holomorphic function of 1/1; in Ke , 
h(l/I) is holomorphic in ON U EN U nN, where nN is 
some complex neighborhood of a~. This is a conse­
quence of the double cone theorem stated in Sec. 2. 

The next step is to establish analyticity of h(l/I) in 
some neighborhood of yN so that we can replace EN by 
liN. Let eN be the inverse image of y N in eN so that 
Z EO eN means that some Z - is infinite. The-mere 
fact that P is a polynomial does not guarantee that 
1/ P is holomorphic in a neighborhood of eN. 

{Remark: The fact that P comes from an Ising ferro­
magnetic spin system does guarantee this analyti­
city, however, because the coefficient Q of I1p=1 Zi (for 
example) in P, when considered as a polynomial in 
zn+l1"" ZN' is nonzero in EN-n. This is so because 
Q is the polynomial of an Ising ferromagnetic spin 
system of N - n spins which interact with n other 
spins fixed in the + 1 direction. Hence 1/ P = 0 on 
GN.) 

To remedy the lack of analyticity in the general case, 
we can replace /(z) by F(z) = /(z) y(z), where y(z) = 
n-~p(z) andp(z) = sinM B[z2 + 1-2z cosB]-M!2 for 
a Jsuffiiiently large positive integer M. Clearly p( z) 
is Q.olomorphic away from the cut Be and is never 
zero except at z = co, so that F has the same analyti­
city properties as /. However, F == 0 on eN and is 
analytic in some neighborhood of eN. In terms of 1/1, 
the equivalent substitution is 

N 
h(I/I)-->H(>1I)=h(1/-) n cosh i(l/I+ iB)M. 

j~1 

Hence, H is holomorphic on some neighborhood of 
the tube T = ON U /lN U aN. Since any neighborhood 
of T contains a connected component which contains 
ON U /lN, we can use the tube theorem5 to assert that 
H is also holomorphic on the convex hull of T which 
we shall call T'. It is easy to see that 

T' = UTa' 
OSaS7r 

where Ta is the tube with imaginary base {(ll' ... , tN) 
: -1T + a < lj < a,.i = 1, ... ,N}. I.e., T' is the union 
of translates of ON (or IlN). The inverse image of 
Ta is a symmetric domain D/i c eN where aDa c C is 
a circle through the points e ie and e- ie. As a goes 
from 0 to 1T, all circles are reached; however, Dais 
either the disc interior to the circle or else the ex­
terior of the circle and is chosen such that D a con­
tains Ae' 

A more geometric interpretation of our conclusion is 
this: 

Theorem 3: Let P(zv"" ZN) be the polynomial 
of a ferromagnetic Ising spin system of N spins and 
suppose that P(z, ••• , z) '" 0 when Z EO Ae = {eil<' : - B 
< cp < B} for some B EO (0, IT). Let C be any circle in 
e that includes the points eie and e-ie and let 6 be 
the interior or exterior or C chosen such that 6 :=J AS' 
Then p(z l' ••• , Z N) '" 0 if zi EO 6 for i = 1, ... , N. 

I 

1=71"-8 : 
S<O~ 

I 
I 
I 

:~) 

l=rr-8 

s > 0-----1 

Orthogonal Circle 

--t=7I"/2 

FIG. 2. The unit disc and several circles through the 
points ei6 and e-i6 are shown for the case IJ < rr /2. 
If Ij; = s + it, each arc corresponds to some fixed t 
value (as shown) and - <Xl < s < <Xl. The Ising anti­
ferromagnetic partition function has no zeros in the 
interior of the orthogonal circle. 

FIG. 3. The same as Fig. 2 except that IJ > rr/2. In 
this case the antiferromagnetic partition function has 
no zeros in the exterior of the orthogonal circle. 
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To apply Theorem 3 to the antiferromagnet consider­
ed in the previous section, we must set Zi = Z = exp 
(2{3H) for i an even site and Zi = l/z for i an odd site. 
Let Ae be the arc in which the ferromagnetic partition 
function has no zeros and let Ce be the circle through 
the points eie and c ie that is orthogonal to the unit 
circle. Let l::,e be the interior of Ce when 0 < e < 1T/2 
and the exterior of Ce when 1T/2 < e < 1T. When e =1T/2, 
6..,,/2 is the right-hand complex plane, 6.1[/2 = {Z: Re(z) 
> O}. Then the antiferromagnetic partition function 
is nonzero when Z E: 6. 0 . 

Remarks: (i) Theorem 3 can be applied to any 
system that has the Lee-Yang property such as the 
Heisenberg ferromagnet. It is only for the Ising 
model, however, that the replacement of Z by 1/ z on 
odd sites is equivalent to the replacement of the 
ferromagnet by an antiferromagnet. In particular, 
Theorem 3 can be applied to an ISing model of arbi­
trary spin, not just spin ~. 

(ii) Instead of using the variable z = exp (2f3H) one 
could have used ~ = exp ({3H) so that the angle e 
would be replaced by e/2. The new domain l::,' would 
be smaller in the sense that (l::, ')2 C 6.. In other 
words, the fact that the polynomial is a function of 
z = ~2 is a stronger hypothesis and naturally leads to 
a larger domain in which there are no zeros. 

4. EXTENSIONS 

Consider an assembly of spins with ferromagnetic 
pair interaction J in a magnetic field H, and assume 
that the grand partition function has no zeros for 
Re H = 0, 11m HI < K. Suppose now that different 
magnetic fields Hi' ... , H n act on different classes 
of spins, and let F(H1 , ••• , Hn) be the corresponding 
free energy. We deduce as in Sec. 2 that F is analytic 
in a complex neighborhood of the set 

* Work supported by National Science Foundation Grant GP 26526. 
H. J. Borchers, Nuovo Cimento 19,787 (1961). 
V. Glaser and J. Bros, "L'envelope d'holomorphie de l'union de 
deux polycercles," CERN preprint (1961). 

Let Zi = e28Hi andj(zl' ... , zn) = F (H 1" •• ,H,). The 
argument in Sec. 3 shows that j is analytic when all 
Zi are in the same D a' D a being any open region con­
taining the point 1 and bounded by a circle through 
the points e±2 iBK. 

The free energy for various (not all !) spin systems 
with interactions of antiferromagnetic or other type 
and magnetic moment varying from site to site may 
be written (up to constants) as 

F( El H, .•• , En H) = f (z fl, ••• , Z €n ), 

where El' . " ,En are some real numbers. The above 
results prove analyticity in a neighborhood of Z = 1, 
more precisely for all Z such that 

are all inside (or outside) the same circle through 
e±2iBK. However, if the region of analytiCity for Z 

contains a piece of the negative real axis, it will in 
general be necessary to exclude it (introduce a cut). 
This is so because, if Ei is not a positive integer, the 
functions Z €i are not holomorphic at 0 and 0Cl. Even 
if all Ei are integers, it is still necessary to introduce 
a cut from - 1 to - 0Cl. 
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in order to gain mathematical insight into the asymptotic evaluation of function space integrals with oscilla­
tory integrands, a type of integral which is beginning to appear in areas of physics other than quantum mecha­
nics. In each integral studied, the integrand factors into a product of two functionals, one of which is dominant 
in the limit under consideration. By systematically exploiting this feature, we obtain the asymptotic behavior 
of path integrals for the physical situations of (1) weakly complex potentials, (2) high energy and complex poten­
tials, (3) weak real potentials, and (4) strong real potentials. In the complex cases, the techniques indicate a 
means to handle (complex valued) turning points. In the sections treating strong and weak potentials, we relate 
the relative ease with which one may exploit the factorization of the integrand to the theories of regular and 
singular perturbations. In the singular case, several examples are presented, one of which is a high energy 
evaluation of the path integral associated with the" Langer transformed" radial equation. Finally, using more 
conventional techniques, we construct the complete asymptotic series for each case, thus formally establishing 
that we have obtained the leading term in an asymptotic expansion of the path integral. 

INTRODUCTION 

When Feynman introduced the path integral in 1948,1 
he did so primarily for calculational purposes. He 
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sought a representation of the propagator of quantum 
mechanics from which one could obtain quantum pro­
perties in much the same way as one can derive from 
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6..,,/2 is the right-hand complex plane, 6.1[/2 = {Z: Re(z) 
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system that has the Lee-Yang property such as the 
Heisenberg ferromagnet. It is only for the Ising 
model, however, that the replacement of Z by 1/ z on 
odd sites is equivalent to the replacement of the 
ferromagnet by an antiferromagnet. In particular, 
Theorem 3 can be applied to an ISing model of arbi­
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words, the fact that the polynomial is a function of 
z = ~2 is a stronger hypothesis and naturally leads to 
a larger domain in which there are no zeros. 
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e±2iBK. However, if the region of analytiCity for Z 

contains a piece of the negative real axis, it will in 
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In this paper we evaluate several Feynman path integrals asymptotically with respect to various parameters 
in order to gain mathematical insight into the asymptotic evaluation of function space integrals with oscilla­
tory integrands, a type of integral which is beginning to appear in areas of physics other than quantum mecha­
nics. In each integral studied, the integrand factors into a product of two functionals, one of which is dominant 
in the limit under consideration. By systematically exploiting this feature, we obtain the asymptotic behavior 
of path integrals for the physical situations of (1) weakly complex potentials, (2) high energy and complex poten­
tials, (3) weak real potentials, and (4) strong real potentials. In the complex cases, the techniques indicate a 
means to handle (complex valued) turning points. In the sections treating strong and weak potentials, we relate 
the relative ease with which one may exploit the factorization of the integrand to the theories of regular and 
singular perturbations. In the singular case, several examples are presented, one of which is a high energy 
evaluation of the path integral associated with the" Langer transformed" radial equation. Finally, using more 
conventional techniques, we construct the complete asymptotic series for each case, thus formally establishing 
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INTRODUCTION 

When Feynman introduced the path integral in 1948,1 
he did so primarily for calculational purposes. He 
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sought a representation of the propagator of quantum 
mechanics from which one could obtain quantum pro­
perties in much the same way as one can derive from 
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the various integral representations of the special 
functions many of their properties. He successfully 
applied his representation in various perturbation2 
and variationaI3 calculations. Since then, various 
authors (Morette,4 Gutzwiller, 5 Pechukas,6 Gel'fand 
and Yaglom,7 Buslaev, 8 to mention a few) have real­
ized that the path integral is particularly suited for 
smalln or semiclassical approximations. To date, 
these approaches have been disappointing in that few 
unknown facts about quantum mechanics have been 
learned from them. However, there are other areas 
of physics in which function space integrals with 
oscillatory integrands occur (for example, in the study 
of scattering from a random medium 9 ). In these 
areas the meaning of various approximations of the 
underlying partial differential equations is not as well 
understood as is the Schrodinger equation, and it is 
hoped that the function space integral will offer some 
insight into the various approximations. Such con­
siderations lead us to believe that once methods to 
approximate these integrals over function space are 
better understood, new physical results will follow. 
Therefore, at this point it seems mathematically 
appropriate to perform asymptotic evaluations of 
several Feynman path integrals which have not been 
treated previously, but where the results still can be 
compared with those of more conventional techniques. 

While asymptotic evaluations of path integrals are 
necessarily formal, when properly understood and 
carefully presented, they are very convinCing. To be 
so, however, the particular limit under consideration 
must be precisely stated and the calculations sys­
tematically performed. In this study, the primary 
purpose is to enhance the understanding of the mathe­
matical nature of this function space integral through 
systematically performing several asymptotic evalua­
tions. We have attempted to clearly present all neces­
sary formal arguments. In particular, we asymptoti­
cally evaluate the path integral for several classes 
of integrands, each class representing a different 
physical situation (complex potentials with small 
imaginary parts, complex potentials at high energies, 
weak potentials, and strong potentials). Mathemati­
cally, each class is characterized by a different large 
parameter. Thus, in contrast with most previous work, 
we are forced to evaluate the integral asymptotically 
with respect to parameters other than n. 
All of the integrals studied are related since the inte­
grands all factor into the product of two functionals, 
one of which is dominant. This factorization is really 
the key feature which enables us to obtain each ap­
proximation clearly. Although natural, apparently 
these factorizations have not been exploited in pre­
vious asymptotic calculations of path integrals. 

Perhaps one of the more interesting results of this 
work is the relationship between factorizations which 
may be utilized and regular and singular perturbation 
theory. This relationship is discussed in some detail. 
The first sections study integrands with complex 
potentials. These sections seem particularly relevant 
to random scattering since there the integrands are 
similar. 

In Sec.1, we develop the path integral solution of the 
time-dependent Schrodinger equation with a complex 
potential and discuss the difficulties in obtaining from 
this representation an asymptotic expansion in the 

parameter n. In Sec. 2 we circumvent these difficul­
ties by seeking an asymptotic solution of the path 
integral when the complex part of the potential is 
weak. The notion of the integrand as a product of two 
factors first occurs in this section. In Sec. 3, we con­
sider a problem of more practical interest, namely, 
the time-energy Fourier transform of the path inte­
gral (with complex potential). There we derive high 
energy asymptotic expansions of this "time-path" 
integral. Although our results are valid in n dimen­
Sions, when specialized to one dimension they indi­
cate a means to handle (complex) turning points. In 
Sec.4 we discuss the limits of weak and strong poten­
tials, obtaining, approximations in each case. For 
weak potentials one immediately obtains the eikonal 
approximation from the path integral. In the case of 
strong potentials, the approximation techniques are 
more delicate, the approximation being singular. 
Since this singular nature seems particularly in­
teresting, we present several concrete examples. 
One of these is the high energy evaluation of the 
radial Schrodinger equation complete with the cor­
rect (1 + ~-)2 factor. 

To date no one has estimated the accuracy of sta­
tionary phase calculations of the path integral directly 
from the integral itself. In lieu of such estimates, we 
have been forced to compare our results with those 
of more conventional techniques. These formal cal­
culations are given in the appendices and, in each case, 
they agree with the path integral results. We remark 
that, in the body of path integral literature, verifica­
tions that the approximation is asymptotic to the solu­
tion usually proceed in a manner similar to that used 
by Pauli10 [that is, by applying the Schrodinger opera­
tor to the approximation, one notices that the result is, 
say,0(n2)]. The procedure we adopt, due to Keller and 
collaborators,1l,12 has the advantage of systemati­
cally constructing the asymptotic expansion to all 
orders in the small parameter, while at the same time 
giving some rationale for the speCification of certain 
underdetermined functions which are inherent in such 
expansions. Since Keller'S technique has not been pre­
viously applied to the time-dependent Schrodinger 
equation (although its applicability was clear), we pre­
sent these asymptotic construetions in some detail in 
several appendices. We believe that Keller'S construc­
tions are the most systematic available to obtain 
the complete asymptotic series, although it appears 
that the path integral eventually will offer a more 
systematic approach since one needs only to evaluate 
an "integral" asymptotically. 

1. HEURISTIC CONSTRUCTION FOR A COMPLEX 
POTENTIAL 

We seek the fundamental solution of the Schrodinger 
equation with a complex potential; V(x) ::: U(x) -
igW(x),gW ~ 0; i.e., the solution of the following ini­
tial value problem: 

in ;tK(x,tly,o) == (- :~ vi + V(X))K(x,tly,O), 

t> 0, (1.1) 

K(x, tl y, 0) == 0, t < 0, (1. 2) 
and 

lim K(x, t 1 y, 0) == on(x - y). 
t .... o+ (1. 3) 

J. Math. Phys., Vol. 13, No.5, May 1972 
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Here x and yare vectors inRn. K may be represen­
ted as a path integral, 

K(x, tly, 0) = .k(X,tly,O)Dz exp{(iln)S[z('), t]} 

x exp{- (gln)w(z('), tl}, (1.4) 

where 

S(z(·), t1 == lot ~m (~dY - U(Z(o-»] do-, (1. 5) 

w[z(')' tJ == t W(x(o-))do-, (1. 6) o 

and P(x, tl y, 0) is that collection of real valued paths 
connecting the space-time points (y, 0) and (x, t). 

(Throughout the paper, P will be defined by 

{P(x, t I y, 0) == {continuous, real, vector valued func­

tions z(u) of the time u such that z(O) = y, 

z(t) = x}} (1. 7) 

However, functionais appearing in the integrand (such 
as Sand w) will be defined differently in each section 
of the paper.1 

Explicitly the path integral in (1.4) is defined by 

.k(x.tIY,O)DZ exp(ks[z(')' t1) exp(-iw[z(')' t]) 

== lim --. - loo dnz 1 ••• 1-00 dnzN_l ( 
m )nN12 00 00 

N->oo 21TlnM 

x exp{~ ~ [(~ (Zr~:j_l)2 - [U(Zj) - igW(Z)16t)]} , 

(1. 8) 

where t:d == tiN, Zo =: y, and ZN =: x. As long as this 
(N - 1 )-fold integral exists, the path integral may be 
seen to solve Eqs. (1.1) and (1. 3) by replacing the 
real potential in Feynman's original "proof"l with a 
complex one. We remark that W(x) is restricted to 
be positive just to insure the existence of the integral. 

Since the potential is complex, one is motivated to 
consider extending the class of paths P which are 
being summed over to the collection of complex 
valued paths connecting the space-time points (y,O) 
and (x, t), CP(x, tly, 0). Without questioning its mean­
ing, we consider this formal extension, 

K kp(x.tIY,O)Dz exp{(i/fi)S[z('), t]} 

x exp{- (gln)w[z( .), tJ}, (1. 9) 

and seek to evaluate it asymptotically as n vanishes. 
Fur small n one would expect this extension to be 
dominated by those paths which make the functional 
S[z(·), tJ + iw[z('), t] stationary with respect to neigh­
boring paths in the class CP. Thus, we are led to 
seek (complex valued) solutions of the variational 
problem, 

o(S + iW)\z(.) 0, z(O) = y, z(t) = x, (1.10) 

which, assuming sufficient analyticity, are just the 
solutions of 

m d
2
z(T) = '"' V(z), (0) v z = y, 

dT2 
z(t) x. (1. 11) 
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For simplicity we assume (1.11) admits only one 
solution,~(·). (If it admitted several, we would sum 
the final formula over the candidates.) Treating the 
formal expression (1. 9) as a path integral, we expand 
the integrand about ~(.), truncate this expansion after 
the quadratic term, and evaluate the remaining Gaus­
sian path integral. The result is 

K ~ A exp«iln){S[ H'), t] + igw[ ~(.), tJ}), as n -7 0, 

(1. 12) 
where 
A = (21TintnI2 [det (0 2(S[~('), t] + igw[ ~(.), tJ»)] 1/2. 

ox;oYj 
(1. 13) 

It is not at all clear what such formal calculations 
mean. Nevertheless, in Appendix A we apply the tech­
niques of Keller, 11, 12 and construct a series which 
is asymptotic to the solution of the initial value prob­
lem (1.1)-(1. 3). The leading term of this series 
agrees with (1.13); in particular, it contains the path 
~ ('). Thus, the dominant path in the asymptotic solu­
tion is the complex valued path ~(.), and, if one is to 
obtain it from a path integral, the path ~(.) must be a 
member of the collection being summed over. That 
is, one must give the proper interpretation to an 
expression such as (1. 9) in order that it be well de­
fined and equal to (1. 4). We do not know how to handle 
this problem primarily because such expressions 
diverge due to terms such as exp{-[mRe(~)Im(~)1 
At1} which appear in the integrand. [Here, ~ =: 

(Zi-Zi-l)' i 1,2, ... ,N.] 

However, these problems of extension can be avoided 
if real parameters dominate. In these cases, it will 
be unnecessary to introduce representations such as 
(1.9) and will be sufficient to use representation 
(1. 4) to generate the asymptotic behavior. In the 
following two sections, we consider two situations of 
this type, namely, complex potentials with weak ima­
ginary parts and complex potentials at high energies. 

2. WEAKLY COMPLEX POTENTIALS 

Again we consider the initial value problem (1. 1)-
(1. 3) and the path integral representation of its solu­
tion, Eq. (1. 4). The integrand of this path integral is 
seen to be a product of two functionals, 
exp{(iln)S[z( .), tn and exp{- (gin) w[z(·), tl}. For 
small n the first is a rapidly oscillating functional of 
the path z(·), while the second is a positive functional. 
In addition the latter depends critically upon the ratio 
gin. When this ratio is large, it is a rapidly decreas­
ing exponential; when small, it is slowly varying. Thus, 
when g is O(n) or smaller, the second factor is a 
slowly varying, positive functional, and the path inte­
gral should be dominated by that path(s) inP(x, tl y, 0) 
which makes the argument of the oscillatory exponen­
tial stationary with respect to neighboring paths (in 
P). Such a path must be a solution of the variational 
problem 

oS!z(.) = 0, z(O) = y, z(t) = x, (2.1) 

or equivalently the two-point boundary value problem 

d 2 z 
m -(a) = - "VU, z(O) = y, z(t) = x. (2.2) 

da 2 

For simplicity we assume this problem has a unique 
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solution, ~(.). We now replace the smooth functional 
with its value at the path ~(.), remove the resulting 
constant from the integrand, expand the functional 
S[z(·), t] about ~(.) neglecting terms of higher than 
second order, and obtain 

K(x, tly, 0) ~ R(x, tly, 0), for sufficiently small 

fiandg, (2.3) 
where 

R(x, tly, 0) == exp{(i/1i)S[~(')' t]} exp{-(gj1i)w[~(')' t]} 

x.1,(O. t 10.0) Dl1 exp{(i/fi) Q[71('), t]} (2.4) 

and where the quadratic functional Q is calculated to 
be 

Q[ll( .), t] = f~ l ~ (~~t - ~(V 2U(x»x=Ho) 172 (U)J du. 

(2.5) 

Being Gaussian, the remaining path integral may be 
explicitly calculated,5 yielding 

R(x, t I y, 0) = B exp {(i/fi)S[ ~(.), t]} exp{- (g /fi)w[~ (.), t]}, 

(2.6) 
where 

B == (- l)n (21Tifi)--n/2 [I det(O 2:~ ~ii' tl) Ir /2 
e-i (rr/2)B(f('» 

, J (2.7) 

and j3(~ (.» is the total reduction in rank of the deter­
minant along the path H'). 

There are several points to notice about this result. 
Firstly, the dominant path is real and determined by 
the real part of the potential. From Sec. 1 we know 
that for this to be sO,g must not be large. Secondly, 
the approximation seems natural; that is, when V is 
weakly complex, one might expect to be able to use 
only its real part to define the classical mechanics, 
to construct the approximate kernel from rays asso­
ciated with this classical mechanics in a typical WKB 
fashion, and finally to take the complex part of the 
potential into account with an exponential sink of 
probability, a sink depending upon the time integral of 
the complex part of the potential evaluated along the 
"classical path ~(')." Thirdly, the approximation is 
clearly invalid if x (or y) is located at a zero of 
{det[(%xi)(%Xj)S(~(')' t)]}-l. These occur at caus­
tics associated with the classical rays of the real 
potential U. Even if x and yare not located at a caus­
tic~~(') may pass through several "on its way between 
x and y." j3(H'» counts the number of times this 
occurs, and the path integral quickly indicates the 
phase assoclated with each occurrence. Certainly the 
"natural argument" presented above does not indicate 
how one should account for this phenomena. 

Finally, we have checked the order of accuracy of 
K (Eq. (2. 6)1 in two ways. One method is to take the 
asymptotic expansion as Ii vanishes given in Appendix 
A[Eq. (A25»), solve Eq.(A26) for the rays by a power 
series in g, and use only the first term of this expan­
sion to define S[~('), t]. More directly, one may seek 
an asymptotic expansion of K of which (2.7) is the 
leading term. This we do in Appendix B. Both tech­
niques confirm that K is the correct leading term in a 
formal asymptotic expansion of K. 

3. ruGa ENERGY AND COMPLEX POTENTIALS 

While in the time dependent picture, the calculation 
is extremely direct, for practical purposes it is often 
desirable to work in the time independent framework. 
Consider G(x, y, E), the Fourier transform of 
K(x, tly, 0): 

1 (i ) G(x, y, E) == iff fa' dt eXPViEt K(x, tl y, 0) 

= ii fa' dt .1,(x.tly.O)Dz 

x exp(~{Et + S[z(·), t]})exp(-lw[z(')' tJ). 
(3.17 

Here E is given a small positive imaginary part E, 

and (3.1) is interpreted as the limit as E vanishes. 

In this section we interpret the Fourier transform 
together with the path integral as a "double integral" 
which we seek to evaluate asymptotically for large E. 
We begin by placing the integral in an equivalent form: 

G(x, y, E) 

= -- ( dr lim --- _ ... _ dnz··· dnz 1 00 (mJEN)nNI21OO J: 
ifiJE Jo }{-'>oo 21Tifir co co 1 N-l 

x exp j iJE [r + is (m ~ Iz. - z'_11 2 - V(z.) ~)~{ I fi j =1 2 r J J J NE ~ \ 
(3.2) 

1 ('" ( (i i IE 1) == ifi,)lf Jo dr Jp(X.lly.O)Dz exp Ii T </>[z('),r,E , 

(3.3) 
where 

(1 (m (dz)2 7 ~ </>[z('), 7, E] == 7 + Jo 27 du - E V(z(u»;du. (3.4) 

When V is bounded, whether complex or not, a very 
simple approximation is applicable. The integrand 
factors rather naturally into the product of two expo­
nentials, 

exp{(iJE/fi)</>} = exp{(iJE/fi)T [z(·), r]} 

x exp{-(ij1iJE)J.L[Z(·),7]}, 

where 
(1 m (dZ(U») 2 

T[z('),r] =7 + Jo 27 \(,lU du 

and 1 

J.L[Z(·), r] = 7 fo V(z(u))du. 

(3.5) 

(3.6) 

(3.7) 

The first factor becomes highly oscillatory as E be­
comes large, while the second becomes more and 
more slowly varying as a function of the "path" 
(z(·), r). For large E the "time-path" integral will be 
dominated by those paths (~(·),ro) about which the 
functional T is stationary with respect to neighboring 
paths in P and nearby times r. But these are just the 
solutions of the variational problem 

6Tlf (.) = 0, z(O) = y, z(l) = x (3.8) 

with 70 determined by the constraint 

1 =~ f~(~E,)2d(J. 
2r5 \1 u 

(3.9) 

The Euler equation associated with (3.8) is 
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m d2~(a) _ 0 1:(0) = y, 1:(1) 
T da2 -,., ., = x. (3.10) 

Thus, ~(a) is given by 

~(a) = y + (x - y)u, (3.11) 

and TO is calculated to be 

TO = + [im(x-y)2J1/2. (3.12) 

As in Sec. 2, we evaluate the functional 
exp{-(i/1Z,)E)J..I[z( .), T]} along the path {~( .), TO) and 
remove this constant from the integral. The remain­
ing time-path integral is merely that of a free par­
ticle and may be calculated explicitly, 

G(x, y, E) ~ G(x, y, E) as E --7 co, V bounded, (3.13) 

where 

G(x, y, E) ~ D exp (i[2mE]1/2(X - y») 

x exp [- ;:; f01 V(y + (x - Y)U)dU] (3.14) 

and where 

D ~ - (i/1Z)(m/2E)1/2. (3.15) 

Thus, for large E and bounded V the eikonal approxi­
mation is immediately obtained from the path inte­
gral even when V is complex. In this approximation 
the potential is accounted for by integration along the 
"free particle rays." 

Clearly in many actual cases when E is finite, (3. 14) 
is inadequate. For in such cases, there may exist 
"forbidden regions" of space in which the character 
of G is not oscillatory. Equation (3.14) shows no such 
regions. Also, in such cases there will exist rays 
which reflect from the forbidden areas. These are 
not present in Eq. (3.14) which contains only a direct 
ray. 
To ifl(!lude such effects, we reconsider the factoriza­
tion of the integrand in Eq. (3. 3) by writing cp as the 
sum of its real and imaginary parts. Viewed in this 
manner, it seems natural to factor the integrand as 

exp[(iv'E/1Z)CP] = exp{(i~E/1Z)F[z(')' T, E]} 

where 
x exp{-(g/1Z~E )w[z( .), T, E]} (3.16) 

where 
'= (ft )+nI2 ~ (8 2F[~('), T, E] )J1/2 

H). 2''''' det "" , . TrW uXkuYz 
(3.25) 
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F[z(·), T, E] 0= T + f~ r;;. (~~) 2 - ; U(Z)] du 
~ (3.17) 

and 1 

w[z('),T,E] 0= foTw(z)du. (3.18) 

The first factor is wildly oscillatory for large E. The 
paths (z (.), T) which make F stationary with respect 
to neighboring paths will dominate the integral pro­
vided the complex part of the potential is weak rela­
tive to the real part, for example, if W is bounded and 
g is sufficiently small. In this case, (~(.)) will be the 
solution of the variational problem for F, 

(6F)t(.) = 0, ~(O) = y, ~(1) = x, (3.19) 

with the critical time TO determined by the constraint 

!. m (dZ) 2 + Q = 1. (3.20) 
2 T2 da E o 

The Euler equations of this problem are 

m d
2
z(u) = _..!.. \I U, z(O) = y, z(1) == x. (3.21) 

T2 du2 E Z 

We assume that x and yare in the same allowed 
region of the potential U. As we have discussed, Eqs. 
(3.20) and (3.21) may admit several solutions which 
we index by a setJ, (~j(·),Tj)' j E J. Since only the 
immediate vicinities of these paths will contribute 
significantly to the "time-path" integral, we write it 
as a sum over J, each term of which is integrated 
only over the immediate vicinity of the path 
(~ j ( .), Tj ), 

1 (dE ~ G(x,y,E) ~ . m ~ (dT kDz exp ~ cp[z('),T,E] , 
divE jCJ .lR;) " 

asft.....,co, (3.22) 

wher~ (.IJ x R) are small regions of (Z('),T) space 
contallllllg (~F)' T). 
Again we evaluate each slowly varying functional at 
the path (~j(·),T), remove it from the integrand,and 
evaluate the remaining "time-path" integrals by sta­
tionary phase. This is most easily accomplished by 
first evaluating the path integral asymptotically, and 
then taking the Fourier transform of the result.5 
Expanding F about ~ through second order in T/j(') 0= 

(z(') - ~(.)) and performing the resulting path inte­
gral, we obtain 

(3.23) 

(3.24) 

We now asymptotically evaluate the Fourier trans­
form of (3.24) by expanding it about Tj and evaluating 
the Gaussian integral. The result is 

(3.26) 

(3.27) 
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where 

L. ==[ 2rri~ (d2
F)-1 J1/2 H .. 

J -...)E dT2 J 
(3.28) 

Equation (3.27) may be considerably simplified if the 
classical equations, (3. 20) and (3.21), are used to eli­
minate Tj and to express the result directly in terms 
of (x, y, E). The final expression together with the 
explicit specifications of the branches of the square 
roots is 

G(x, y, E) ~ G(x, y, E), 

where 

asE---'>oo, 

G(x, y, E) == [(- 1)n/2rrnn-l] ~ ~(x, y, E) 
jCJ 

X exp[(i/n)Rj(x, y, E)] exp[- (g/fi...)E)Wj ], 

(3.29) 

(3.30) 

Rj == hX 

+ [P(X'))1 /2dx' (evaluated along the classical 

pathj connecting x and y at energy E), (3.31) 

(3.32) 

{3j is the total reduction in rank of ~ along the classi­
cal path in question, and Wj is the functional W evalua­
ted along the classical path. 

Many of the comments at the end of Sec. 2 for the 
time-dependent case apply here as well. The time­
path integral tells us that in this approximation we 
need only use the real part of the potential to define 
the appropriate classical mechanics with the com­
plex part entering only through an exponential sink of 
probability, a sink depending upon the time integral of 
this complex part evaluated along the classical path. 

The phase differences of (- i{3jrr /2) between the 
various terms arise from treating the caustics asso­
ciated with the classical rays of the real potential 
U( '). The interpretation of these phases is particu-
1arly clear in the one-dimensional case. For exam­
ple, let U(·) be a continuous, monotonic, increasing 
function such that U(x o) = E. If x < y < x o' Eqs. 
(3.20) and (3.21) will possess two solutions (~d('), T d) 
and (~r('), Tr } corresponding to the direct and reflec­
ted classical rays. In this special example, Eq. (3. 30) 
reduces to 

G(x,y,E) =; [P(X)P(y)]-1/2jexp [-i J; (P(z) 

+ irng W(~)dZ l + e- in/2 exp [+ i to(P(z) 
P(z) J . nY,' 

. W(Z))d i rx (P() . W(Z))d II + lnlgp(Z) Z -If Jxo Z + zrngP[zT zJI' (3.33) 

where P(z) = + 2rn[E - U(z)]1/2. We emphasize that 
the phase difference of e- in /2 arises directly from the 
evaluation of the time-path integral and depends only 
upon the real part of the potential. Had we proceeded 
with the more conventional WKB approaches, it would 
have arisen from "connection formulas for complex 
valued turning points." 

Each approximation derived in this section is the 
leading term in an asymptotic expansion of G(x, y, E), 
as may be verified by methods similar to those 
applied to the time dependent case. We omit these 

calculations since the formulas are so closely re­
lated to the well-known high-energy WKB and eikonal 
approximations and turn to a strong potential limit. 

4. WEAK AND STRONG POTENTIALS-REGULAR 
AND SINGULAR PERTURBATIONS 

In this section we consider only real potentials and 
fix all constants with the exception of the potential 
strength g. The path integral to be studied is 

K(x, tly, 0) = };,(x.tIY,O)Dz exp{(i/n)T[z(')' t]} 

x exp{- (i/n)gw[z('), tJ}, (4.1) 
where 

T[z('),t] == J~ irn(~~yda, (4.2) 

and 
w[z(·), t] == J~ V(z(a))da. (4.3) 

When g is very small, it is clear that we may proceed 
as in the first part of Sec. 3, that is, to remove the 
second factor from the integrand evaluated along the 
"free particle path" and to evaluate the free propa­
gator: 

K(x, tly, 0) ~ (m/2rrint)n/2 exp{(i/1i)T[~(')' t]} 

x exp{- (i/1i)gl<'[~('), t]}, (4.4) 
where 

~(a) = y + (x - y)a/t. (4.5) 

This is just the time-dependent eikonal approximation, 
valid for weak potentials. 

A far more intriguing limit is that of large g. In this 
case, the second factor in (4.1) makes the integrand 
wildly oscillatory for large values of g. In analogy 
with all preceding material, we would expect the path 
integral to be dominated by those paths ~(.) which 
make the functional w[z(·), t] stationary. However, the 
following calculation, 

ow[z(·),t] = ° J~ V(z(a))da = J~ (VV'oz)da = OV07:i 

a 
==9 -a V(z) = 0, i = 1,2,3, ... ,n, (4.6) 

Zi 

shows that the only possible solutions are constants 
associated with critical points of the function V. 
However, these will not be members of the class 
P(x, t I y, 0) since the boundary conditions will not be 
satisfied. This simple analysis is just too naive. 

The difficulty is overcome by invoking a change of 
variable. We replace T - gw by the equivalent func­
tional 

S[z('),g1/2t] == g1/2 Jtlz t lirn(~z)2 - V(z(a)~da. 
l a ~ (4.7) 

Under this change, K is written as 

K(x, tly, 0) = Jp(x.V7Itly.O)DZ exp{(i/n)gl/2S[z(·),gl/2t]}. 

(4.8) 

Now as ...;g increases, S[z('),gl/2t] becomes large 
(this is particularly so if gl/2 t is fixed or if 
V(z) -s 0) and the complete integrand, exp[ (ig1/2 /fi)S] , 
becomes a rapidly OSCillating functional of the path 
z(·). This oscillatory behavior forces the path inte­
gral to be dominated by those paths ~ (.) which make 

J. Math. Phys., Vol. 13, No.5, May 1972 



                                                                                                                                    

790 D A V I D W. MeL AUG H LIN 

the entire functional S stationary with respect to 
neighboring paths in the class P(x, Ji t I y, 0). The 
Euler (or ray) equations associated with this varia­
tional principle are 

d 21; r 
m - = - V'tV, 1;(0) = y, ~(yg t) = x. 

da2 
(4.9) 

As above, we expand the integrand through second 
order about the function 1;(') and perform the resulting 
Gaussian path integral obtaining 

K (x TI 0) ~ (27fifi)-nI2 [det(02S(I;(.),T))] 1/2 
T , y, g~co g1/2 OXjOYj 

exper S(I;('),T)) , (4.10) 

where T == /g- t, and KT == K(x, T /.,(i I y, 0). That (4.10) 
is the leading term in an asymptotic approximation is 
verified in Appendix C by more conventional tech­
niques. 

Thus, in the variables (x, T) the problem associated 
with large g reduces to the same calculations involved 
in the usual small n, fixed g approximation. There is 
one important difference, however. We would actually 
like to solve the problem in the "physical" variables 
(x, f). In this case, as long as (4.10) is valid through 
T = O(rg), we need only an approximate solution of 
the ray Eqs. (4. 9) valid uniformly in a E [0, fl, t fixed 
> O. Thus, it may be possible to use the large para­
meter rg which appears in (4.9) to obtain an explicit 
representation of 1;('). In the analogous small Ii case, 
when the solution is sought in the "physical" (x, t) 
variables, there is no n dependence in the ray equa­
tion to be exploited. 

To see how one could use this additional g dependence 
of the ray equations, we change variables to remove 
the parameter g from the boundary conditions, 

d2~ m -=-gV'V, 1;(0) =y, 
da'2 

I;(t) = x. (4.11) 

We seek an asymptotic approximation of (4.11) valid 
in the limit of large g. The source of the difficulty in 
the "naive method" described above is now apparent, 
that is, the problem of finding these approximate rays 
is a singular perturbation problem. In attempting to 
use only the potential energy functional w to define 
the rays, we lost the boundary conditions. This loss 
of boundary conditions is a reflection of the singular 
nature of the problem. On the other hand, the problem 
of a weak potential was successfully treated by using 
only the kinetic energy functional T to define the 
rays. In that case, had we followed the procedure of 
"stretching the time variable," the ray equations 
would have been the same, 

d2 1; 
m -=-gV'V, 

da 2 
1;(0) = y, W) = x, (4.12) 

but the solution is desired for small g. Solving (4.12) 
in the limit of vanishing g is merely a regular per­
turbation problem which involves no loss of boundary 
conditions. This singular-regular nature is the 
underlying reason that the problem of dominant w is 
more delicate than that of dominant T. 

A one-dimensional paraboliC barrier with smooth 
variable coefficients, 
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V(~, a) = - t f(Eag 2 - h(a)~ - h 2(a)/2f(Ea), 

f(') > 0, E2 = 1/g, (4.13) 

provides a simple example which illustrates one 
method by which the g dependence of the ray equa­
tions may be utilized. In this case, V(~, a) is negative 
and Eq. (4.10) certainly is applicable. Rather than 
calculate the ray ~ exactly, we seek a uniformly valid 
apprOXimation through the methods of Singular per­
turbation theory,1 3 

In this case with m set equal to 1, Eq. (4. 12) be­
comes 

E2d2~(a) =f(Ea)~(a) + h(a), 
da2 

~(O) =y, W)=X. 

(4.14) 

Here y, x and h(a)/f(Ea) are assumed to satisfy the 
inequality Y ::s - h(a)/f(Ea) ::s x so that the barrier 
lies between the initial and final points. The auxi­
liary equation, 

(4.15) 

has two roots, 

D = ± (1/E)[j(Ea)]1/2, (4.16) 

both of which are singular as E vanishes. This indi­
cates that the solution will possess both a left boun­
dary layer near a = 0 and a right boundary layer 
near a = f, and leads us to seek a solution of the form 

(4. 17) 

where aL == alE, aR == (t - a)/E. Working first in the 
interior region away from both boundaries, we seek 
an asymptotic expansion to I;ia; E) of the form 

co 

~ia; E) ~ ~ ~~(a)Ej. (4.18) 

PlaCing expansion (4.18) into the ray equation (4.14), 
we find that the I;/j satisfy 

d2~ 
/'-2 

f(Ea)~/(a) + h(a) = __ J_" , j E (0,1,2, ... ), 
J da 2 

~I = ~I = O. (4.19) 
-I" -2 

Thus, the leading behavior of ~ia) is seen to be 

~ia) ~ - h(a)/f(Ea). (4.20) 

In the left boundary layer, ~L(aL) == ~(EaL) - ~iEaL) 
satisfies 

d2~L 
-- = f(E2aL)~L' (4.21) 
dar 

Writing ~L as (AL(UL; €) exp{- J;L[j(€2 u )] 1/2da}), we 
find AL satisfies 

d 2AL dAL E2 f'(E2 aL)AL -- - 2[f(E 2a )]1/2 - - - (4.22) 
dar L daL - 2 [j(E2aL)]1/2' 

Seeking AL as 6:0 ALEj, we find 
J 

d 2ALj dALj f'(E 2aL) 
--- 2[f(E 2a )]1/2 - - A 
dar L daL - 2[j(E2aL)]1/2 Lj-2' 
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j E (0,1,2, ... ), A-l :::: A_2 :::: O. (4.23) 

Demanding only bounded solutions as aL ~ + 00, we 
find the leading behavior of ~L(aL) to be 

~L(aL) '" aLe-FL(OL), 

where 

FL(aL) == J;L [f(E2a)]1/2 da, 

(4.24) 

(4.25) 

and aL is a constant to be determined. Similarly, in 
the right boundary layer we find 

~R(aR) '" ~e -FR (oR), 

where 

FR(aR) == J;R[f(Et - E2a)]1/2da, 

(4.26) 

(4.27) 

and aR another constant. Hence the leading behavior 
of the ray Ha) is given as 

Ha) '" aLe -FL(O/£} - [heal/jew)] + ~e -FR[(t-o)I€J. (4.28) 

The boundary conditions ~ (0) = y, W) = x specify 
aL and aR to be 

aL = [y + h(O)/j(O)] - [x + h(t)/j(Et)]e-FL(t/t} 

+ O(e-2FL (t/€) (4.29) 

and 

aR =:: [x + h(t)/j(Et)] - [y + h(O)/.f(O)]e-FL(t/£} 

+O(e-2FL (t/€). (4.30) 

The physical interpretation of this approximation is 
clear. In the limit of a steep barrier, the particle, in 
a time of O(E)' proceeds exponentially from the initial 
point y to the top of the barrier, "rides" with the bar­
rier until a time a such that (t - 0) is O(E), and finally 
proceeds exponentially to the final point x. 

Using Eq. (4. 25) for the ray, we calculate the leading 
asymptotic behavior of K to be 

K'" Ko == (27Tin)-1/2(D)1/2 exp[(i/1f)S), as E ~ 0, 

where 

s == J~ do ~! (_ h'(a) + Eh(a)!,(w»)2 
l2 j(w) J2(Ea) 

+j~~O) (al e-2FL(OL) + aje-2FR(OR)) 

+ (j(EU)]1/2 rl h'(a) _ Eh(a)!'(W») 

E L\j(EU) J2(w) 

x (aLe-FL(OL)_~e-FR(OR»]~, 
and 

(4.31) 

(4.32) 

D == -~ t dqf(w)(e-FR (t/€)e- 2 FL (oL) 
E2 0 

+ e-FL(t/C)e-2FR(oR». (4.33) 

In order to be certain that Ko is a valid approxima­
tion, we applied the Schrodinger operator to it. This 
rather tedious calculation establishes that 

[
iii ~ + li2 ~ + _1_ (j(EI)X2 + 2h(l)x + h

2(t»),1 K 
at 2 ax 2 2E2 j(El) J 0 

=:: [O(€)]Ko (4.34) 

as long as t is bounded away from zero. (Clearly 
here we had to assume j and h were sufficiently 
smooth.) 

While (4.26) seems complicated, it is explicit in the 
sense that the integrand is explicitly given and not 
just "the solution of the ray equations." It is this 
feature which makes the technique interesting in that 
one could apply it to problems whose ray equations 
are not explicitly solvable. 

In the problem at hand, it is instructive to compare 
the approximation with the exact solution when h == 0 
andj == 1. In that case,Ko is calculated to be 

Ko'" (7TiEIi)-1I2e-t/2€exp[(i/2liE)(x2 + y2 - 4xy e-t /€)], 

(4.35) 
while the exact answer is 

K = (27Tili€)-1/2[sinh(t/€)]-1/2 

x exp{(i/2liE)(X2 + y2) coth(t/E) - 2xy csch(t/€)]}. 

(4.36) 

These agree for small E as long as t is bounded away 
from. zero, although K 0 is considerably the simpler. 

We close this section by applying these path integral 
techniques to the radial Schrodinger equation, 

(_! £ + V(r) + l(l + 1) _ E) G(r r" E l) 
2 dr 2 r2 ' , , 

== - oCr - r'). (4.37) 

As is well known, the singularity at the origin of the 
angular momentum barrier renders this equation 
ill-suited for high energy approximation. Following 
Langer,14 we remove this singularity with the change 
of variable r = ex, 

(_! £ + W(x) + L) g(X,X'i E, L) == - o(x - x'), 
2 dx 2 

(4.38) 
where 

L == (l + i)2, W == (V - E)e2x, 

g == (r'r)-1/2G(r, r'; E, I), and eX' r'. (4.39) 

Treating L as a continuous variable, we write g as 

g == i .r: d'A e-iALg(x,X'iE,'A), 

where g is the solution of 

(- ~ + W(x) - i~) g~(x x" E 'A) == 0 
2ax 2 o'A' ., , 

(4.40) 

lim g = o{x - x'). (4.41) 
x'-o+ 

The solution of (4. 41),g, may be represented as a 
path integral, 

g(X,X'i E, 'A) j;(x,Alx1,O)Dzexp{iS[z('), E, 'A]}, 

where (4.42) 

S[z(')' E, 'A] =' IoA [~(~~) 2 + (E - V)e2z]da. (4. 43) 
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For large E, bounded V, the potential Ee2 z dominates, 
and the methods of this section apply. Replacing ~ 
with ~' 1ft in the definition of the path integral, we 
obtain 

g(x, x'; E,~' 1ft) 

== k(X,A'lx',O)DZ exp{iftSo[z('), E, ~'n, (4.44) 

where 

So[z(·), E, ~'] = j;' [i (~dt + ~ - V~») e2zJ da. 
(4.45) 

For large E, fixed ~', this last path integral is domi­
nated by that path(s) which makes So stationary. The 
Euler equations of this variational principle are 

d
2
z == + (2 _ 2V(z) _ V')e2z, z(O) == x', 

da2 E E 

z(~') == x. (4.46) 

For every ~', if V is sufficiently smooth and E suffi­
ciently large, these will possess a unique solution 
~(a, E, ~'). Hence, for large E, g will be approximated 
by 

_ Ix x" E ~) ~ (ft )1/2 (I 0 2So[ H'), E, ~'] I) 1/2 
g \" , 'ft 27Ti OXOX' 

x exp{ift So[~('),~', En. (4.47) 

We now change variables from ~ to ~' 1ft in the 
Fourier transform to obtain 

g(x'x"E L)-~ (aod~' e-iLA'I..fE<r(x X"E~) , " -,[E Jo <> , , '.fit 

~ ~ Co d~' e-iLA'/v'EIi(~)1/2 (I 02So I) 1/2 
ft . 0 ~ 27TZ oxox' 

x exp(ift S o)J . (4.48) 

Due to the oscillatory nature of exp(i.fit So), for large 
E this Fourier transform is dominated by neighbor­
hoods of the critical points ~o of the integrand as 
defined by 

_~ +(OSo) == 0 
E a~' A'~AO 

(4,49) 

This equation is easily seen to possess two solutions, 
~d and ~~, corresponding to the direct path and the 
one that reflects from the angular momentum barrier, 
and g is approximated by 

g(x,x';E,L)~ ~[(n:)1/2 (I a
2
s /)1/2 exp (-- iL~d +iftSO[~d(.),E,~d)) 

'IE 27Tt axax' A';A 'IE 

XCdT} expli ,[E2
E SO(~d)T}2) + (I~I) 1/2 exp (- iL~~ + i,[E So[~r(·),E,~~]);:, dT} exp(ift SO(~~)T}2)J, 

\' axax' A'=A~ 'IE 2 

where 

So(~~) = [~S(H·),E,~~ A=A' ~ O. 
r a~2 J : 

Evaluating these Gaussian integrals while using 
(4.49) to eliminate ~d' we obtain 

r 

G(x,x'; E, l) ~ i[P(r)P(r')]-1/2 

(4. 51) 

x [exp(i j;' P(r)dr) + e- in/2 exp(- i j;'°P(r)dr 

+ i .r~ P(r)dr»), (4.52) 

where 

[ ( 
(l +r2t )2)Jl/2, P(r) == 2 E - U(r) - -'----"-''- (4. 53) 

and r 0 is defined by P(r 0) = O. The phase difference 
of e-in/2 between the two terms in (4.52) arises from 
the difference in sign of SO(~d)' Eq. (4.51), forcing a 

r 
different rotation of contour for each Gaussian inte-
gral. Thus we see that the potential dominance which 
occurs after the "Langer transform" of the radial 
equation is rather naturally treated by these tech­
niques. The final formula contains the correct (l + t)2 
factor in the local wave number. 

5. STRONG SCALAR AND VECTOR POTENTIALS 

In this section we consider the following more gene­
ral path integral in the limit of large g: 

K(rf , tl r I , 0) = .Eo(rf,tlrI,O)Dz exp(i/n)S[z('), t,g], (5.1) 

J. Math. Phys .• Vol. 13, No.5, May 1972 

where 
(t [1 (dZ) 2 

S[z('),t,g] = J02m da -g2V{a,z(a)) 

dz'J + gaj(a, z(a» d~ , 

(4. 50) 

(5.2) 

and where V and ai are sufficiently smooth functions 
of a and z. In the limit of large g, this is a singular 
problem. As in Sec. 4, we change variables to obtain 

K(rf , T /g 1 r 1> 0) = .h,(rf' T IrI'O) Dz 

x exp{(ig /Ti)So[ z(·), T ,g]}, T = gt (5.3) 

(
a ~ dZ;l 

+aj g,z(a); d:Jda. (5.4) 

By the same procedures discussed above, we obtain, 
for fixed T, large g, 

~ - '= (~) 1/2 [I (a 2S0(~») I'J 1/2 
K K 2 '''' det a a 7Tln r I rf 

xe-iB(f)n/2 exp(~So[~(')'T,g]), (5.5) 

where ~(.) is the solution (assumed unique) of the 
two-point boundary value problem 
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and where {3(~) is the total reduction in rank of the 
deter minan t along ~ ( '). 

Once again, assuming (5.5) valid through T of O(g), it 
may be advantageous to express the ray equations 
explicitly as functions of t, 

mE 2 d2~k __ av + E(aaj _ aak) d~ _ E aak 
da2 - a~k ~ as da aa' 

~(o) = rp ~(t) = r/ , E = l/g. (5.7) 

One can then seek the rays explicitly for small values 
of the parameter E by the techniques of singular per­
turbation theory. 

In order to illustrate the calculation of the rays in 
several dimensions with the techniques of singular 
perturbation theory, we pick the simple example of 
motion across a parabolic barrier in the presence of 
a uniform B fieid, specifically, 

V(r) = - t Ex2, a(r) = (B /2)(- yx + xy), (5.8) 

where E and B are constants satisfying the inequality 
E - B2 > 0. For these potentials the ray equations 
may be solved explicitly, offering a check on the sin­
gular perturbation calculations. For this special 
case, the ray equations (5.7) become 

d2x dy 
E2 -= Ex + EB-

da2 da' 
(5.9) 

d2y dx 
E2 -=-EB-, 

da2 da 
(5.9') 

together with the boundary conditions 

X(O) =xI , x(t) =xl ' y(O) =Yl' y(t) =yj' (5.10) 

Here we have set m = 1 and ignored the" z motion" 
since it is trivial. 

The characteristic polynomial associated with the ray 
equations (5. 9) is 

w(A) == det 
EAB 

(5.11) 

the four roots of which are 0, O,± [(E - B2)/E 2J1/2. 
Two of these are singular as E goes to zero, indicat­
ing that the solution will possess two boundary layers, 
a "left" layer near a = ° and a "right" one near a = t. 
In the "inner region" away from both boundary layers, 
we seek a solution of the form 

00 

R(a; E) ~ E RjEj, R == (X, Y). 
joO 

(
~) (1 e-wt/t 
;. e-wt / E 1 o = B/w -(B/w) e-wt / E 

E. (B/w)e- wt /< - B/w 
) 

o 
o 
1 

1 

(5.12) 

Inserting this into the ray equations, we find that the 
R j satisfy 

EJS + BYj _1 = Xj _2 , BJs + Yj - 1 = 0, R-l = R-2 == 0, 

j = 0,1,2, ... , (5,13) 

where dots denote derivatives with respect to a. 
These possess the solutions 

JS = cj , Yj = - (E/B)cj+1a + dj , j = 0,1,2, ... , 
(5.14) 

where coequals ° and the remaining cj and ~ are con­
stants to be determined. 

Turning now to the left boundary layer, we assume a 
solution of the form 

0() 

rL(aL; E) == r(EaL; E) - R(EaL; E) ~ E rLjEj, 
j=o 

aL == a/E. 
(5.15) 

Inserting this ansatz into the ray equations, we dis­
cover rLj == (xLj ;YLj) satisfy 

d2xLj dYLj 
--=B -- + ExL · 
dar daL J (5.16) 

d2YLj dxLj . 
-- = -B --, J = 0,1,2, .... 
dar daL 

The solutions of (5. 16) which vanish at infinity are 

-WOL + (B/) -WOL XLj = aLje , YLj = waLje, 

w=(E-B2)1/2, j=0,1,2,"', (5.17) 

where the aLj are constants to be determined. Simi­
larly, in the right boundary layer, the solution, 

0() 

rR(aR) == r(t - EaR) - R(t - EaR) "'.0 rRjEj, 
)=0 

is found to be 

YRj = - (Blw)~je-WOR, 

j = 0,1,2,''', (5.18) 

where the aRj are constants to be determined. 

Thus, the asymptotic behavior of the solution is given 
by 

y(a) ~.0 E· - a .e-WO/E - - C· a + d. - - a .e-W(t-o)/E 00 (B E B ~ 
j~O J W L) B )+1 ) W 'R) , 

as E ~ 0, (5.19) 

where u..' == + [E _B2]1/2, Co = 0, and aLj'~j,Cj' and 
~ are constants to be determined by the boundary 
condition 

(5.20) 
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where 

(A;,Bj,Dj,EJ) == (Xl'Xj,Y1,Yj ), j = a, 
= (- cj> - cj ' a, 0), j == 1,2, .. . . (5.21) 

Inverting this system, we find the constants to be 
given by 

a - W-l(X - X e-wt / E) Lo - I j , 

a - W-l(X - X e-wtlE ) 
:Ro - j I ' 

do = Y
1 

- (B/w)W-l[x/1 + e-2wt / E
)- 2Xj e-wt

/ E
], 

C1 = (B/Et)[(Y
1 
-Yj)-(B/w)W-l(Xj + Xj )(1_e- wt / E)2], 

(5.22) 
and 

an' = aL · = - W-1c.(1 - e-wt / E ) 
"J J J 

r4 = W-1cj (B/w)(1 - e-wtlE )2 (5.23) 

C'~l = 2W-1c.(B2/c..)Et)(1 - e-wt / E)2, j = 1,2, . ", 
J J 

where W =' (1 - e-2wt / E). 

As mentioned above, the rays for this problem may 
be calculated explicitly, and Eqs. (5.19) are found to 
agree with their asymptotic expansions. We remark 
that for this simple case the equations valid in the 
boundary layers (5.16) are the complete ray equa­
tions and the only actual simplification is in the boun­
dary conditions. This is not so in general. For exam­
ple, we have calculated the rays for motion across a 
potential barrier in the presence of a slowly varying 
magnetic field (and its corresponding electric field) 
by these techniques. There a simplification was ob­
tained at each step. However, since the algebra was 
more involved, the problem did not seem as appro­
priate an illustrative example as the simple problem 
discussed above. 

It is not difficult to think of other mathematicalpoten­
tials where techniques such as these could be appli­
cable. However, we hope they could be of use in prob­
lems' of direct physical interest. In addition to random 
scattering, one possibility is the class of problems 
where the potential is the sum of several, one of which 
is strong relative to the others. Finally we remark 
that, while in this paper we have treated all para­
meters as if they were dimensionless, in physical 
applications it would be necessary to convert to 
dimensionless expansion parameters. 
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APPENDIX A 

In this appendix using techniques of Keller, Lewis and 
Cohenll,12 as applied to the heat equation, we obtain 
the asymptotic expansion of K, the solution of the 
initial value problem (1.1)-(1. 3), through all orders 
in n. The construction is formal in the sense that no 
mathematical proof is presented to establish that the 
sequence of partial sums is indeed asymptotic to K. 
For convenience we modify the initial condition 
slightly to read 

lim K(x,t\y,a) = (21TiYi)n/2on(x_y), (AI) 
t-o+ 

J. Math. Phys., Vol. 13, No.5, May 1972 

and seek an asymptotic expansion of K of the form 

K(x,t\y, 0) ~ exp(~S(x,t\y,O)) ~ (ifi)jbj(x,t\y, 0). 
FO (A2) 

Placing (A2) into the Schrodinger equation and, assum­
ing sufficient analyticity, we obtain the following set 
of equations for Sand bj : 

1 as ( 2n1 (Vx S)2 + V(x) + at = 0 A3) 

and 

1 VxS' Vxbj - 1 V}S a 
2m V;bj _2 + m + 2m bj - 1 + (jlbj - 1 = 0, 

j = 1,2,' . " b_1 == 0. (A4) 

Equations (A3), (A4) may be viewed as first-order 
differential equations which may be solved recur­
sively by the method of characteristics.15 The only 
obvious condition imposed upon the functions Sand bj 
is that (A2) must satisfy (AI). The set (A3), (A4) is 
thus underdetermined. We shall use the exactly solv­
able "canonical problem" V(x) = V(x) Ix =y == V(y) as a 
rationale for any additional specifications needed for 
uniqueness. This canonical problem has the explicit 
solution 

(
m\n/2 [i(mjx-yj2 )l 

Kc = T) exp ft \'2 t - V(y)t J . (A5) 

We solve Eq. (A3) by the method of characteristics. 
Define E and K by 

E == - a Sand K == Vx s. at 

In terms of K and E, Eq. (A3) becomes 

E = (K2/2m) + V. 

(A6) 

(A7) 

The characteristic equations are then calculated to 
yield the ray equations, 

dt 
da = 1, 

dE 
da = 0, (A8) 

and the equation for S(a), 

dS K2 
da=m- E . (A9) 

These equations constitute a system of five ordinary 
differential equations with complex coefficients which 
will enable us to solve for S along a given ray, a 
solution of Eqs. (A8) which satisfies the consistency 
condition (A7). In all, we need to specify five (com­
plex) constants, two of which are vectors. 

If we wish to identify the parameter a with the time, 
one of these is eliminated. Solving the analogous ray 
equations for the canonical problem, and comparing 
the results with its exact solution (A5), indicates a 
convenient speCification of another of these constants, 

x(a = 0) = y. (Ala) 

Once K is known, the consistency condition deter­
mines the constant E. The rays are then uniquely 
indexed by a parameter r, 
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K(a = 0) = r. (All) 

Then, along the ray indexed by r, 

(A12) 

For convenience we transform to ray coordinates 
(a, r). The Jacobian of this transformation, 

= I o(t,x) I 
J(a, r) - 0 (a, r) , 

satisfies 

(A13) 

dJ = J(V • dx + ~ ~) = J(V .~). (A14) 
do x do 0 t da x m 

Now Eqs. (A4) may be written along the rays as 

d (v . K) 1 
da bj -1 + ~m bj -1 = - 2m v} bj _2 , 

j = 1,2,"', b_1 = 0, (A15) 

which, when combined with Eq. (A14), yields 

d I J - Jl/2V2 
da LJl/2bj_l =. 2m x bj -2 , j = 1,2, "', b_1 = O. 

(A16) 

Equations (A16) may be integrated along the rays, 

JI/2b.1/2=_~ (0 (JI/2V2b. )da' +d. (A17) 
;-1 2m Jo x ;-2 J-l' 

where {~} are constants. In order to complete the 
construction of t~ asymptotic expansion, we need 
specify S(a = 0), r,~. To do this, we again compare 
with the canonical problem. For it the corresponding 
quantities, labeled with a superscript c, are 

Sf-(o) = i m{[xr(a) - y]2 /o} - V(y)a + Sf-(a = 0), (A18) 

[Jf(a)b3(a»)1/2 = (a/m) 1/2b 3(a) = d3, (A19) 

[Jf(a)bf(a)]1/2 = df, i = 1,2, .... (A20) 

Comparing this with the exact solution of the canoni­
cal problem (A5), we see that a consistent specifica­
tion is 

xr(a = t) = x (which determines r), 

db = 1, 

~c = 0, j = 1,2, .... 

(A21) 

(A22) 

(A23) 

(A24) 

Following Keller, we assume that these same speci­
fications apply to the problem at hand. Thus, the for­
mal asymptotic expansion of K is given by 

0() 

K(x, tl y, 0) ~ e i / 1iS (x,tly,O) ;S (in)j b
j 

(x, tl y, 0), (A25) 
yO 

where 

S(x, tl y, 0) = J~ [~(~~)2 - V(z(O»J do 

and where z(o) is the solution (assumed unique) of 

(A26) 

The bj are given in terms of the ray z(a) by 

b o = (r1/2)0=t = [det(~~~~ ~ ~m 1/2 

= Idet(oS(x,tl y ,0»)]1/2 (A27) 
L dxiOY j 

and 
(A28) 

where the integration is performed along the ray z(a). 
We remark that if the potential is complex, the ray 
will be complex valued and that the leading term of 
(A25) is in agreement with Eq. (1.12). Also, this con­
struction will only be valid until the first caustic is 
reached. One would then be forced to perform a local 
analysis in the vicinity of the caustic. 

APPENDIX B 

In this appendix we consider the Schrodinger equation 
in the form 

in :t K(x, tl y, 0) = - :~ Vx2K(x, tl y, 0) 

+ [V(x) + nV(x)]K(x, tly, 0), (Bl) 

together with the initial condition 

lim K(x, tl y, 0) = (27Tm)nI20n(x - y). 
t->o+ 

(B2) 

Here V(x) and V(x) are (possibly) complex functions 
of x. We seek a solution of the form 

K(x, tl y, 0) = exp[(i/fi)S (x, tl y, 0)], (B3) 

where S is a complex function which may be expres­
sed asymptotically as a power series in n, 

ao 

S(x,tIY,O)~ B nj~(x,tly,O). 
j=O 

(B4) 

PlaCing (B4) and (B3) into (B1) and equating coeffi­
cients of like powers of n results in the following 
system of equations: 

(B5) 

oil 
- at ~ = - 2m V}Sj_l + m VxSo'VA 

j-l 
+ -2

1 B (VxSk)'(Vx~-k)' j E: (2,3, .. '). (B7) 
m k=1 

Equation (B5) is identical with (A3), so that equations 
(A6)-(A9) again apply. Notice that only V and not V 
enters these equations. USing the same canonical 
problem as in Appendix A, we find that the same rays, 
indexed by r, once again apply. Integrating (B5) 
along these rays, we obtain 
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To integrate (B6) along a ray, we realize that it is 
equivalent to 

d ( () I )_ i 2 -da S1 xr a ,a y,O - 2m V So - V. (B9) 

If we define A1 (xr(a), a I y, 0) by 

- i InA1 = Sl + f; V(xr(a')da', (B10) 

then it satisfies 

dA 1 1 
da = - 2m (V}So)A1' (Bll) 

But (Bll) is the same equation as (A4), and thus its 
solution is 

(B12) 

Similarly Eqs. (B7) may be integrated along the rays, 

Sj(xr(a), al y, 0) = J; Jj(a')da' + Sj(a = 0), 

j = 2,3, .. " (B13) 

Once again the various constants are specified by 
the initial condition and the canonical problem. Pick­
ing that ray ~ which passes through x at a = t, we 
find the leading term to be 

K(x tly 0) ~ rdet(aS(x, tly, 0))]1/2 
, , h~O L aX

i 
aYj 

\ ~ (t [~(d~) 2 - V(~)lda\l. 
x exp I 11 Jo 2 da 

x exp (- i J~ V(~ (a»da ). (B15) 
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Generalized Mechanics 
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The quantization scheme for generalized Hamiltonians recently proposed by Hayes is shown to be inconsistent. 
The theory of constraints developed by Dirac is used and leads to a consistent theory. 

1. INTRODUCTION 
In recent years several attempts 1 have been made to 
extend the mechanics of systems described by 
Lagrangians containing second and higher order deri­
vatives. In one of these works, Hayes 2 has concentra-

J. Math. Phys., Vol. 13, No.5, May 1972 

ted on the quantization of such systems. We will show 
that the techniques used by Hayes lead to a theory in 
which the Hamiltonian is no longer the generator of 
time translation for the system, and for which canon­
ical quantization cannot be performed. The constraint 
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To integrate (B6) along a ray, we realize that it is 
equivalent to 

d ( () I )_ i 2 -da S1 xr a ,a y,O - 2m V So - V. (B9) 

If we define A1 (xr(a), a I y, 0) by 

- i InA1 = Sl + f; V(xr(a')da', (B10) 

then it satisfies 

dA 1 1 
da = - 2m (V}So)A1' (Bll) 

But (Bll) is the same equation as (A4), and thus its 
solution is 

(B12) 

Similarly Eqs. (B7) may be integrated along the rays, 

Sj(xr(a), al y, 0) = J; Jj(a')da' + Sj(a = 0), 

j = 2,3, .. " (B13) 

Once again the various constants are specified by 
the initial condition and the canonical problem. Pick­
ing that ray ~ which passes through x at a = t, we 
find the leading term to be 

K(x tly 0) ~ rdet(aS(x, tly, 0))]1/2 
, , h~O L aX

i 
aYj 

\ ~ (t [~(d~) 2 - V(~)lda\l. 
x exp I 11 Jo 2 da 

x exp (- i J~ V(~ (a»da ). (B15) 
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APPENDIX C 

In this appendix we show that the large g approxi­
mation of Sec. 4 is the first term of an asymptotic 
expansion in the parameter g-l. Consider the Schro­
dinger equation with delta function data, 

(- ~V} + g2V(x) - i :i}K(X, tly, 0) = 0, 

lim K(x, tly, 0) = (27Ti)n/20n(x - y). 
t~o+ 

t> 0, (Cl) 

(C2) 

Dividing Eq. (C1) by g2 and making the change of 
variables T = gt, we find 

- - V2 + V(x) - Y- - K(x T I y 0) = O. ( 
1 . a) 

2g2 x g aT ' , (C3) 

For fixed T, large g, Eq. (C3) is of the form studied 
in Appendix A; hence, K(x, T I y, 0) possesses an expan­
sion of the form 

00 

K(x, T I y, 0) ~ exp(ig"S(x, T I y, 0» L) g j A.! (x, T I y, 0), 
j~O 

g-H/J. (C4) 

The calculations of Appendix A show that the first 
term of (C4) is in agreement with Eq. (4. 10). 
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The quantization scheme for generalized Hamiltonians recently proposed by Hayes is shown to be inconsistent. 
The theory of constraints developed by Dirac is used and leads to a consistent theory. 

1. INTRODUCTION 
In recent years several attempts 1 have been made to 
extend the mechanics of systems described by 
Lagrangians containing second and higher order deri­
vatives. In one of these works, Hayes 2 has concentra-
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ted on the quantization of such systems. We will show 
that the techniques used by Hayes lead to a theory in 
which the Hamiltonian is no longer the generator of 
time translation for the system, and for which canon­
ical quantization cannot be performed. The constraint 
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theory developed by Dirac3 will be used to illustrate 
how a consistent theory is constructed. 

2. LAGRANGIAN THEORY 

For a Lagrangian depending upon variables qj and its 
derivatives %'" = d m qj / dt m, Ostrogradsky4 formulated 
a technique which yields the equations of motion, the 
generalized moments, and the Hamiltonian of the 
system. We consider the action 

(t2 (. d
N%) s =), L qJ,qJ""" -- dt, 

tl dt N 
(2.1) 

where j = 1, 2, ... ,R. The independent variables are 
the qj and the derivatives %"'. Variation of the action, 
holdmg the endpoints fixed, leads to the equations of 
motion 

~ (_ l)n ~(a L ~ = O. 
n~O dt" aqjJ 

(2.2) 

The appearance of ijj and higher order derivatives 
forces us to use the method of Ostrogradsky in con­
structing the Hamiltonian. The Ostrogradsky method 
treats the variables 

N-l-l . di ( OL ~ 

qj ¢;> ~.l = iPo (- I)' dti \aq/l+ 1) , l :so N - 1, (2. 3) 

as independent coordinates and their canonical 
momenta. The Hamiltonian is defined by 

R N-l 

H = :E 6 (~,l%l+l) - L. 
j=l I~O 

(2.4) 

Hayes claims that the Hamiltonian is a function of 
'lJV + 1 variables,N momenta, the generalized coord­
inate, and N derivatives of the generalized coordinate. 
However, direct calculation shows that the Hamilton­
ian is a function only of the N - 1 derivatives of the 
generalized coordinates. We have from Eq.(2.4), 

aH ==p aL 
oqf }.N-l oqf 

(2.5) 

From Eq. (2. 3) we see that the definition of lj.N-l is 

p = aL 
}.N-l a N 

Thus 

aH ;;=: o. 
aqf 

qj 

As Hayes points out, there is no guarantee that Eq. 
(2.3) can be used to eliminate the highest derivative 
of the % from the Hamiltonian. If qJ:l cannot be ex­
plicitly eliminated from the Hamil(onian, then it must 
appear as the multiplier of a constraint. We shall 
return to the question of the constraint problem in 
Sec.4. 

Ostrogradsky's definition of the momenta, coordinates, 
and Hamiltonian ensures that the usual relations 

aH • ---p aq'" - j.rn' 
) 

(2.6a) 

(2.6b) 

are valid for the canonical pairs. Equations (2.6) 
follow from the relation 

• aL 
p. + p. 1 =--. J.m ).m- a m 

qj 
(2.7) 

3. GENERALIZED COMMUTATORS 

Hayes proposes that the commutation relations among 
the canonical variables be generalized. He postulates 
that 

(3.1) 

where C(n,N) is a c number and is to be chosen "such 
that the usual uncertainty relation holds." 

This change in the commutation relations necessitates 
a change in the form of the Schrodinger equation. 
Consider the expectation value of an operator 0 

~ I R N-l ~ (0) = n n dqj[Itt*OItt]. 
j~l m=O 

(3.2) 

We have 

d(O) = In Nil dq",[J;*OItt + Itt*o~ + Itt*OOI/lJ. (3. 3) 
dt j~l m~O J at 

Take 0 to be a linear combination of the Ij. m and %m. 
It is clear that the Schrodinger equation 

HI/I = in~r (3.4) 

or a simple generalization involving the C(n,N), will 
not properly describe the time-dependence of the 
wavefunction. If all the C(n,N) are equal, we could 
obtain a proper theory by replacing If by If C 0, N) in 
(3.4), but this amounts to merely rescaling If. A 
simple example where rescaling does not work is des­
cribed by the Lagrangian for two noninteracting 
particles: 

(3. 5) 

We now investigate the consequences of the commuta­
tion relations proposed by Eq. (3.1). Let us suppose 
that there are no constraints (or that they have been 
removed by the method suggested in Sec. 4). The 
Hayes and Ostrogradsky variables may be related by 
the linear transformation 

(3.6) 

where HQ and HF(OQ and 0 P) are the Hayes (Ostro­
gradsky) position and momentum operators and other 
subscripts have been suppressed. See Hayes, Ref. 2, 
Eqs. (19) and (20). 

Hayes commutation relations are then satisfied by the 
variables HQ n and HPn' Since the C(n,N) are c, num­
bers the rules of the algebra are unaffected by the 
transformation. Furthermore, the vectors of the 
Hilbert space are unaffected by the transformation 
I HQ) = loQ). To complete the study of the Hayes 
variables, we need only construct the algebra table for 
the new variables. 

Suppose the vectors 0 Q are eigenvectors of the 0 Qn' 
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Trivially, then, the elements of the Hayes matrices 
are 

(3.7a) 

~ . a 
(Qn11ln I Qn) == - z1fC(n,N)aQn 15(Qn - Qn')' (3.7b) 

The multiplication and addition tables follow immed­
iately. 

4. CONSISTENCY OF THE THEORY 

If a Lagrangian contains high order derivatives and 
Ostrogradsky's method is used, we find that constraint 
relations exist among the canonical variables. 
Furthermore, some of these constraints do not com­
mute. The constraints act to reduce the size of the 
Hilbert space of state vectors describing the system. 
Dirac argues that noncom muting (second class) con­
straints must be eliminated from the theory, since 
such constraints can generate unphysical vectors in 
the Hilbert space. 

The extra variables are eliminated by transforming 
one constraint to a canonical variable Y2' The other 
constraint then also transforms. This constraint is 
solved for IT 2' the variable conjugate to Y2' The pair 
of constraints are eliminated by substituting for IT 2 

and Y2 = 0 in the new Hamiltonian. 

Suppose we have two constraints G1 and Gz• 

Gl = Gl[Pj - U(Qm.j' P,J») = 0, r,m 'l" n 

and 

Gz = G2 [Qn.j - V(Qm.i'P'.J)} = 0, r,m 'l" n, 

[G l , G2 } 'l" o. 

(4.1a) 

(4.1b) 

Here U and V are functions of the coordinates and 
moments other than Pj and Qn .j' 

Make the transformation 

w = 1f 2G 2 + W', 

where W' is not a function of 112 but completes the 
description of the transformation. 

Then 
aw 

Y2=-a =G 2 =0. (4.2) 
1T2 

In general 112 will not be zero. However, the con­
straint G1 will also transform under W, 

G 1 (~, P~ , ... , Qn. i. Qm.j ... ) 

=> G 1(F(ITn • j , 1fm .},·· ., Yn,j' Ym,j .•. » = O. (4.3) 

IT 2 is removed from the theory by solving Eq. (4.3) 
for 1T 2· 

The SUbstitutions of Y2 = 0, IT 2 = f{IT m , yn) are made 
in the transformed Hamiltonian reducing the number 
of canonical pairs by one. 

As a specific example, we consider the Lagrangian 
introduced by Hayes, 

3 

L = - ~~mXjXj - V(X 1 ,x2 ,X3 ), (4.4) 
j=1 

which generates the familiar equation of motion 
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.. av 
mxj = --a-' 

Xj 

The momenta are 

P l. 
j.O = 2:mxj 

and 
p. 1 = - ~mx,] 1. J 

(4.5) 

(4.6a) 

(4.6b) 

Since Xj and Xj are considered to be independent vari­
ables, Eqs. (4. 6) are constraints. Let 

G1 = [Ij,o - ~mxj] = 0 
and 

G2 = [Ij.1 + ~mxj] = O. 

(4.7a) 

(4.7b) 

For the system described by the Lagrangian (4.4), 
Hayes evaluates C(O, 2) and e(l, 2) and finds 

e(o, 2) = C(l, 2) == ~. 

Thus, we have 

(4.8) 

If the system is to be quantized, we see that there can 
exist no state vector for which (4. 7a), (4. 7b), and 
(4.8) are valid operator equations. To eliminate the 
extra variables, we will transform the constraints 
using the method outlined above. The Lagrangian 
(4.4) gives rise to the Hamiltonian 

H =~[lj.OXj + xj(lj.l + ~mx)] + V(x 1,x2,X3). (4.9) 
J 

We first perform the transformation (Xj -7 Ij.1) -7 

(Qj.l,1T j •1)· 

As the generating function, we choose 

W _ '" (Ij'.llj.l) 
I-LJ . 

j m 

The transformation equations 

Q' _ aWl 
j.l-ap

" J.1 

yield 

P~ 1 = -mx., 
J. ] 

Qi.l = Ij.llm. 

aw 
x' =---

] aF. I 
J, 

The second transformation from variables 

(4.10) 

(4.11) 

(4. 12a) 

(4. 12b) 

(Pi.l' Qj ,I' Pi .0' Xj) to variables (1T), yj, 1T}, yj) is gen­
erated by the transformation 

W 2 = 1T',(Q I. I + ~ x.) + 1T':(Q'. I - h
J
,). 

J]. 1 J]. 
(4.13) 

Upon solving the transformation equations, we have 

yj = - (Qj.1 + ~Xj), 

Y" =- (Q' 1- tx), 
} }. } 

l): I = IT; + 14/, 
and 

(4.14a) 

(4. 14b) 

(4. 14c} 

(4. 14d) 

Solving Eqs. (4. 12c) and (4. 12d) for 7Tj and 11/, we 
obtain 
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11"~ = ~ p~ 1 - P 0 
) ). ). 

11'} = ~P;.l + 1}.O 

(4. 15a) 

(4. 15b} 

From the constraint relations, we see that y) = 0 and 
11'} = O. Thus, using Eqs. (4. 10) and (4.13), we have 
transformed the constraints into a conjugate pair of 
variables. The theory is made complete when yj and 
11'} are set to zero in the new Hamiltonian, 

H' = '" [- 1.(11". - 11''' )(11"' + 11"") - x. '] + V[( "- '.)] L.J 2) ) } ) J Y J Y J YJ ' 
1 

We obtain the usual Hamiltonian without constraints, 5 

1 See, for example, M. Borneas Phys. Rev.l86, 1299 (1969), and 
references contained therein. 

2 C. F. Hayes, J. Math. Phys.lO, 1555 (1969). 
3 P. A. M. Dirac, Can. J. Math. 2,129 (1950); 3,1 (1951). 
4 E. T. Whittaker, Analytical Dynamics (Cambridge U. P., Cam-

p."2 
H'= 6-2) + V(y"). 

j m ) 
(4. 16) 

5. CONCLUSION 
We have shown that the formalism developed by Hayes 
to treat generalized Hamiltonians is not consistent. 
The Dirac theory of constraints must be used to elim­
inate superfluous variables and to generate a consis­
tent theory 

Since the variables p~' and yj obey the usual commuta­
tion relations, we cari retain the usual SchrOdinger 
equation with Eq. (4. 16) defining the Hamiltonian op­
erator. 

bridge, 1937), p. 265. 
5 This form of the Hamiltonian is unique. The ambiguities demon­

strated by C. F. Hayes and J. M. Jankowski [Nuovo Cimento 58, 
494 (1968)] arise because they make transformations on the 
Hamiltonian which are not canonical. 
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We generalize ordinary probability theory to those von Neumann algebras A, for which Dye's generalized ver­
sion of the Radon-Nikodym theorem holds. This includes the classical case in which A is an Abelian von 
Neumann algebra generated by an observable or complete set of commuting observables. Via Gleason's 
theorem, this also includes the case of ordinary quantum mechanics, in which A = JJl(H) is the von Neumann 
algebra of all bounded operators on a separable Hilbert space H. Particular consideration is given to the con­
cepts of conditioning, sufficient statistics, coarse-graining, and filtering. 

1. INTRODUCTION 
In two fundamental papers Dyel and Segal2 have 
introduced models of noncom mutative probability and 
integration theories. In both models a pair (A, w) 
conSisting of a measure algebra A and a measure w 
on Ii have been specified. But while Segal places 
restrictions on the "gage" w, requiring it to be uni­
tarily invariant, Dye requires the algebra A to be a 
a-finite and finite von Neumann algebra. Umegaki3 
and his collaborators have carried these theories to 
a considerable extent. However, they continue to 
impose invariance and finiteness restrictions. 

Our purpose here is to investigate the non-Boolean 
probability theory of ordinary quantum mechanics in 
a separable Hilbert space H. A is therefore (as least 
in the absence of superselection rules) the von Neu­
ma'1n algebra B(H) of all bounded linear operators on 
H, and the measures are the countably additive posi­
tive linear functionals w on A. In this context, neither 
Dye's or Segal's frameworks appear to be suitable. 
In Dye's case Jf3(H) is not finite (unless H is finite 
dimensional). In Segal's case there are no nontrivial 
bounded gages (again, unless H is finite dimensional) 
and the only unbounded gages on B(H) are proportional 
to the trace functional T, all one-dimensional pro­
jections in B(H) being unitarily equivalent. In this 
latter case T cannot be normalized to obtain a prob­
ability measure (state) so that a probability theory is 
out of the question. On the other hand, although B(H) 
is not finite if H is infinite dimensional, Dye's main 
result, namely the generalized Radon-Nikodym 
theorem, remains true for B(H). As we shall Show, 
this follows using a result of Gleason. 4 

We shall derive our results as far as possible for an 
arbitrary von Neumann algebra Ii and arbitrary mea­
sures w, while including in each section their applica­
tions to the "extreme" cases, A Abelian (classical 
case) and At. = 1B(H) (pure quantum case). These re­
sults briefly are as follows. 

In Sec. 2 we combine the theorems of Dye and Glea­
son which leads to a relation between the density 
operators of quantum mechanics and the Radon­
Nikodym derivative in Dye's sense. Some of the re­
sults of this section are not new 5; their derivation is, 
however, simple enough to justify a restatement of 
the proofs. 

In Sec. 3 we generalize the notion of conditioning with 
respect to a von Neumann subalgebra lB. For reasons 
of physical relevance and mathematical simplicity, 
particular attention is given to the case of an Abelian 
B. This then leads to severe restrictions on the struc­
ture of lBi and w. It is shown that conditioning with re­
spect to Abelian B exists if and only if B contains a 
discrete part and the density operator W of w com­
mutes with B. In this case the conditional expectation 
of w given IB appears as a Radon-Nikodym derivative 
very much like in classical probability. 
In Sec. 4 we consider the concepts of equivalence of 
states relative to a subalgebra R and of sufficient 
statistics. PhYSically, B may be interpreted as a 
partial measurement (for instance, measurement of 
the macroscopic observables in statistical mechan­
ics). B-equivalence then leads to the concept of 
macrocells, and B is a sufficient statistic for those 
states which have equal R-expectations. 6 We show 
that IB-equivalence and B-sufficiency are comple-
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11"~ = ~ p~ 1 - P 0 
) ). ). 

11'} = ~P;.l + 1}.O 

(4. 15a) 

(4. 15b} 

From the constraint relations, we see that y) = 0 and 
11'} = O. Thus, using Eqs. (4. 10) and (4.13), we have 
transformed the constraints into a conjugate pair of 
variables. The theory is made complete when yj and 
11'} are set to zero in the new Hamiltonian, 

H' = '" [- 1.(11". - 11''' )(11"' + 11"") - x. '] + V[( "- '.)] L.J 2) ) } ) J Y J Y J YJ ' 
1 

We obtain the usual Hamiltonian without constraints, 5 

1 See, for example, M. Borneas Phys. Rev.l86, 1299 (1969), and 
references contained therein. 

2 C. F. Hayes, J. Math. Phys.lO, 1555 (1969). 
3 P. A. M. Dirac, Can. J. Math. 2,129 (1950); 3,1 (1951). 
4 E. T. Whittaker, Analytical Dynamics (Cambridge U. P., Cam-

p."2 
H'= 6-2) + V(y"). 

j m ) 
(4. 16) 

5. CONCLUSION 
We have shown that the formalism developed by Hayes 
to treat generalized Hamiltonians is not consistent. 
The Dirac theory of constraints must be used to elim­
inate superfluous variables and to generate a consis­
tent theory 

Since the variables p~' and yj obey the usual commuta­
tion relations, we cari retain the usual SchrOdinger 
equation with Eq. (4. 16) defining the Hamiltonian op­
erator. 

bridge, 1937), p. 265. 
5 This form of the Hamiltonian is unique. The ambiguities demon­

strated by C. F. Hayes and J. M. Jankowski [Nuovo Cimento 58, 
494 (1968)] arise because they make transformations on the 
Hamiltonian which are not canonical. 

Noncommutative Probability on von Neumann Algebras 

S. Gudder and J .-P. Marchand* 
Department of Mathematics. University of Denver, Denver. Colorado 80210 

(Received 11 November 1971; Revised Manuscript Received 21 January 1972) 

We generalize ordinary probability theory to those von Neumann algebras A, for which Dye's generalized ver­
sion of the Radon-Nikodym theorem holds. This includes the classical case in which A is an Abelian von 
Neumann algebra generated by an observable or complete set of commuting observables. Via Gleason's 
theorem, this also includes the case of ordinary quantum mechanics, in which A = JJl(H) is the von Neumann 
algebra of all bounded operators on a separable Hilbert space H. Particular consideration is given to the con­
cepts of conditioning, sufficient statistics, coarse-graining, and filtering. 

1. INTRODUCTION 
In two fundamental papers Dyel and Segal2 have 
introduced models of noncom mutative probability and 
integration theories. In both models a pair (A, w) 
conSisting of a measure algebra A and a measure w 
on Ii have been specified. But while Segal places 
restrictions on the "gage" w, requiring it to be uni­
tarily invariant, Dye requires the algebra A to be a 
a-finite and finite von Neumann algebra. Umegaki3 
and his collaborators have carried these theories to 
a considerable extent. However, they continue to 
impose invariance and finiteness restrictions. 

Our purpose here is to investigate the non-Boolean 
probability theory of ordinary quantum mechanics in 
a separable Hilbert space H. A is therefore (as least 
in the absence of superselection rules) the von Neu­
ma'1n algebra B(H) of all bounded linear operators on 
H, and the measures are the countably additive posi­
tive linear functionals w on A. In this context, neither 
Dye's or Segal's frameworks appear to be suitable. 
In Dye's case Jf3(H) is not finite (unless H is finite 
dimensional). In Segal's case there are no nontrivial 
bounded gages (again, unless H is finite dimensional) 
and the only unbounded gages on B(H) are proportional 
to the trace functional T, all one-dimensional pro­
jections in B(H) being unitarily equivalent. In this 
latter case T cannot be normalized to obtain a prob­
ability measure (state) so that a probability theory is 
out of the question. On the other hand, although B(H) 
is not finite if H is infinite dimensional, Dye's main 
result, namely the generalized Radon-Nikodym 
theorem, remains true for B(H). As we shall Show, 
this follows using a result of Gleason. 4 

We shall derive our results as far as possible for an 
arbitrary von Neumann algebra Ii and arbitrary mea­
sures w, while including in each section their applica­
tions to the "extreme" cases, A Abelian (classical 
case) and At. = 1B(H) (pure quantum case). These re­
sults briefly are as follows. 

In Sec. 2 we combine the theorems of Dye and Glea­
son which leads to a relation between the density 
operators of quantum mechanics and the Radon­
Nikodym derivative in Dye's sense. Some of the re­
sults of this section are not new 5; their derivation is, 
however, simple enough to justify a restatement of 
the proofs. 

In Sec. 3 we generalize the notion of conditioning with 
respect to a von Neumann subalgebra lB. For reasons 
of physical relevance and mathematical simplicity, 
particular attention is given to the case of an Abelian 
B. This then leads to severe restrictions on the struc­
ture of lBi and w. It is shown that conditioning with re­
spect to Abelian B exists if and only if B contains a 
discrete part and the density operator W of w com­
mutes with B. In this case the conditional expectation 
of w given IB appears as a Radon-Nikodym derivative 
very much like in classical probability. 
In Sec. 4 we consider the concepts of equivalence of 
states relative to a subalgebra R and of sufficient 
statistics. PhYSically, B may be interpreted as a 
partial measurement (for instance, measurement of 
the macroscopic observables in statistical mechan­
ics). B-equivalence then leads to the concept of 
macrocells, and B is a sufficient statistic for those 
states which have equal R-expectations. 6 We show 
that IB-equivalence and B-sufficiency are comple-
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mentary concepts. The notion of B-equivalence has 
been used for some time now for the purpose of (i) 
measurement theory in quantum mechanics, (ii) non­
equilibrium statistical mechanics, (iii) ergodic theory, 
and (iv) equilibrium statistical mechanics and phase 
transitions. It has been explicitly pointed out pre­
viously7 that this notion plays a central role in the 
formulation of coarse-graining which we generalize 
in Sec. 5. 

In Sec. 5 the physical notion of coarse-graining7 is 
generalized to suitable von Neumann algebras. 
Coarse-graining of a state w on A with respect to a 
subalgebra B roughly means choosing in the B -
equality class of w the state with maximal entropy. 
Physically this is related to the notion of minimal 
phenomenology by answering the question: What is 
the most probable state of the system if only a par­
tial measurement B has been carried out? It turns 
out that the concept of coarse-graining is meaning­
ful only if a dominating state (in physics, for instance 
an equilibrium state) is specified beforehand, relative 
to which w admits a density. In the Abelian case, 
coarse-graining can be expressed analytically as a 
Radon-Nikodym derivative and geometrically as a 
projection onto n. Since in quantum mechanics the 
trace T dominates all states, it is natural to coarse­
grain with respect to T. This is, however, possible 
only in the restricted case where H~ contains pro­
jections with finite-dimensional range, as already 
pointed out by Emch.7 

In Sec. 6 we consider the familiar notion of filtering. s 
The difference between filtering and coarse-graining 
is as follows: While coarse-graining asks for the 
most probable state of a system whose a priori pro­
babilities relative to B are known, filtering asks the 
question: Given a system in state w, what state is it in 
after a measurement of B? In other words, while both 
filtering and coarse-graining transform w into Il­
equal states, filtering conserves the information of w 
within the subspaces invariant under B maximally 
while coarse-graining destroys it. Geometrically, 
filtering corresponds to projecting onto the commu­
tant Sf of B (8 ~ B'). 

A last general remark. In the noncommutative case 
the Radon-Nikodym theorem of Dye is much more 
complicated than in the classical theory. In fact let 
w, v be measures on A with w absolutely continuous 
with respect to v. Then by Dye's theorem we have 
w(A) =: v{T*AT) for every A ( /\ for some square­
integrable operator T. This reduces to the usual 
form w(A) = v{(dw/dv)A) only if v(T*AT) =: v(TT*A), 
where dwl dv = TT*, which in turn holds only if either 
A is Abelian or v is cyclic. This problem lurks in the 
background of aU our subsequent work, and it is 
therefore helpful to call it to the reader's attention 
from the beginning. 

2. DYE'S THEOREM 

Let H be a Hilbert space, A a von Neumann algebra of 
operators on H, FA the set of all (self-adjoint) pro­
jections in A. A is v-finite if any collection of mu­
tually orthogonal projections is at most countable. A 
is finile if there exist no partial isometries n in A 
such that nPfl* == I for P '" 1. If H is separable, then 
the von Neumann algebra A Ilt(H) of all bounded 
operators in H is a-finite but not finite if dim H = 00. 
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If A is Abelian and H separable or if A is of types 
In' Ill' then it is a-finite and finite. 

A measure w on PA is a nonnegative mapping w: PA -7 

R + such that (1) w(O) :0:: 0, (2) w(L:Ai) = I;w(Ai) for 
any countable set of mutually orthogonal projections 
in PA • An integral won A is a positive linear func­
tional. w: A ~ C sati~fying (1) and (2). An integral w 
on A IS a slale on A if w(J) = 1. Let w, v be measures 
or integrals. Then w is ahsolutel)! continuous with 
respect to v (w -< v) if v(P) = 0 implies w(P) = 0, 
P E PA • If w < l' and v -< w, then w and 11 are equi­
valenl (w '" v). Note that ~ is indeed an equivalence 
relation. 

Let w be an integral on A. L 2(A, w) is the Hilbert 
space of operators generated by the operators in A 
with respect to the inner product (A l ,A2 ) :;;:; weAl *A 2). 

L1 (A, w) is the Banach space of operators generated 
by the operators in A with respect to the L1 -norm 
IIAI11:;:= w(IAi) == w«A*A)1/2) == IIIAI1/211~. A is 
called A-integrable, l\-square-integralJle if A E 
L1 (A, w), A EL2(A, w), respectively. 

Theorem 2.1; (Dye) Let A be a a-finite, finite 
von Neumann algebra and w -< v integrals on A. Then 
there exists an operator l' E L 2 (A, v) such that weAl = 
v(1'*AT) for aU A E A. 

1'T* is called the (generalized) Radon-Nikodvm deri­
valive of w with respect to v (T1'* 0= dw/dv). - Notice 
T1'* E' L 1 (I~, v). The theorem of Dye admits various 
interpretations for various choices of the algebra A. 
We conSider, in particular, the two extreme cases: (1) 
A Abelian (classical case), (2) A = lB(H)(pure quantum 
case). 

(1) The Classical Case 

Let (n, L, 11) be a finite measure space,A the algebra 
of bounded L-measurable functions A on n. A can be 
thought of as a von Neumann algebra in the Hilbert 
space L 2(n, L, 11) if we define Ajg(w) =f(w)g(w), 
f E A, g E L 2(0, L, 11). Then the expectation w(A) = 
JAdp. is an integral on A. (A, w) is called a measure 
algebra. Since l"~ is Abelian, Dye's theorem applies: 
If w < v, there exists a function l' E L 2 (A, v) such that 

weAl = v(1'*AT):::: v(T*TA) = v«dwldv)A),for aHA E 

A, where T* is now the complex conjugate of l' and 
dw/ dv = TT* = IT 12 E L1 (A, v) is the ordinary 
Radon-Nikodym derivative. Conversely, it is well 
known that if A is an Abelian von Neumann algebra 
and w a measure on A, then (A, w) is isomorphic to a 
measure algebra (A:, w) on a measure space (fl, L, w) 
so Dye's theorem reduces to the Radon-Nikodym 
theorem. 

(2) The Pure Quantum Case 

Let H be a separable Hilbert space and A = B(H). If 
dim H = oo,A is a-finite but not finite so that Dye's 
theorem does not directly apply. But in this special 
case we have the following theorem. 

Theorem 2.2: (Gleason) If dim H> 2 and w is a 
measure on PA , then there is a unique positive trace 
class operator W such that w(A) = T(WA) for all A ~ 
PA • 

Note that linearity of w is not an assumption but 
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rather is a consequence of this theorem. Gleason's 
theorem can be extended to obtain the following. 

Theorem 2.3: If dim H > 2 and w is an integral on 
A, then there exists a unique positive trace class 
operator W such that w(A) = r(WA) for all A E A. 
(We call W the density operator of w.) 

Proof: Since w restricted to PA is a measure, 
Gleason's theorem being applied, there is a positive 
trace class operator W such that w(A) = r(WA) for all 
A EPA' If A = j>"PA(d>") is self-adjoint, we have 
w(A) = j>..w[PA(d>..)] = j>"T[WPA(d>")] = T[W j>'PA(d>")J 
= T(WA). If A E. A is arbitrary,w(A) = 1w(A + A *) 
+ (1/2i)w[i(A -A*)] = r(WA). It is clear that W is 
unique. 

We can now prove Dye's theorem for type 100 algebras. 

Theorem 2.4: Let A = 1ll>(H) be a type 100 algebra 
and w -< v integrals on A. Then there exists a unique 
operator dw/dv E Ll (A, v) such that w(A) = 
v «(dw/dv)A) for all A E A. 

Proof: By Theorem 2.3 there exist unique oper­
ators W, V such that w(A) = r(WA), v(A) = r(VA) for 
all A EA. Let Ev be the support of V (Le., the ortho­
gonal complement of the projection onto the null space 
of V). Since w -< v, it follows that EvW = WEy = W. 
Since V is one-to-one on EvH, the operator V-lEv is 
well defined. Define dw/dv = V-lEy W. Then w(A) = 
T(WA) = T(V(dw/dv)A) = v«dw/dv)A) for all A E A. 

Finally we relate Gleason's theorem to Dye's theorem. 

Theorem 2.5: If 2 < dim H < (Xl, then W = dw/dT. 

Proof: The trace r is an integral on A which 
majorizes all other integrals (w < T for all integrals 
w). Therefore; by the theorems of Gleason and Dye, 
w(A) = r(WA) = r(T*AT) = r(TT*A) = r{(dw/dT)A) for 
all A E A, and, since W is unique, W = dw/dv = TT*. 

3. CONDITIONAL EXPECTATION 

We now want to generalize the classical notion of con­
ditioning to our noncom mutative case. Classically, 
if (0, A, 11) is a probability space and Ill> a sub a­
algebra of A, then for A E A the conditional prob­
ability of A given Ill> is a function P /1 (A I Ill» measurable 
relative to Ill> and satisfying fBPIJ(A IIll»dll = Il(A n B) 
== IlA(B) for all B Cc Ill>. Let us first find the quantum 
analog of IlA(B). Now by definition IlA(B) = Jl(A I B) x 
Il(B), where Jl(A IB) is the conditional probability of A 
given B, so that it suffices to find the quantum analog 
of Jl(A IB). 
Let w be a state on A = 8(H). According to the usual 
quantum formalism, after the a priori measurement 
of B E PA the initial state W becomes BWB/ T(W B), 
and hence the conditional probability of A E PA in this 
state is 

w(A/B) = T(BWBA)/T(WB) = T(WBAB)/T(WB) 
= w(BAB)/w(B). 

Therefore, w A (B) == w (B AB) should be considered 
as the quantum analog of IlA' 

Definition 3.1: Let A be an arbitrary von Neu­
mann algebra on Hand B ~ A a von Neumann sub­
algebra of A. Let w be an integral on A. Then the 
R-expeclalion of A E A with respect 10 w is an oper-

ator Ew(AI H) E B satisfying w[BEw(AI B)B] = wA(B) == 
w(BAB) for all BE PB' 

As we shall see the H-expectation need not, in general, 
exist. Thus A -} Ew(A I 8) must be thought of as a map 
whose domain is a subset of A. Also Ew(A I B) is 
unique only to a projection in B of w measure zero. 
One can ensure uniqueness by requiring Ew(A I H) to 
have the same support as w on B. 

Theorem 3.1: The H-expectation has the following 
properties: 

(1) It maps a subset of A onto lll>. 

(2) LinearitY:'Ew(O'lA l + 0'2A211ll» = 0lEw(Alllll» 
+ 0'2Ew(A21 H). 

(3) Involution: Ew(A * I B) = Ew(A 11lJ\)*. 

(4) Conservation of identity: Ew(/IB) = I. 
(5) Idempotence: Ew(Ew (A I H) I H) = Ew(A I B). 

Proof: (1) Let B' E H. Then the defining property 
w[BE,)B' IIll»B] = w(BB'B) for all B E P" implies 
E)B'IH)=B'. Hence Ewis onto. (2) w[BEw(O'lAl + 
0'2A2)IB)B] = w[B(O'lAl + 0'2A 2)B] = O'lw(BAlB) + 
0'2w(BA2B) = O'lw[BE",(A111ll»B] + 0'2w[BEw(A21 B)B] 

=w[B(O'lEw(Alllll» + O'zEw(A 2 1lll»)B] forallB EIll>. 

(3) w[BEw(A* 1lll»B] = w(BA*B) = w[(BAB)*] = 
[w(BAB)]* = (w[BEw(A I Ill»B]) * = w[(BEw(A IIll»B)*] = 

w[BEw(A 11ll»*B] for all B E PB' (4) and (5) follow from 
the proof of (1). 

(1) Classical Case 

Let (0, ~,Il) be a measure space, (A, w) the corres­
ponding measure algebra, and H .£. A a subalgebra. 
The projections PH are the characteristic functions 
XB on 0 with B a set in the sub a-algebra of ~ corres­
ponding to the subalgebra H of A. The above definition 
now reads for A = XA' W(XBEw(XA I H)XB) = WXA (XB) = 
w(XnXAXn) for all Xn ~ PH' or, in terms of ~ and Jl, 

jBP (A Ill~)dJl = Il(A n B). But this is the defining 
prtperty of the ordinary conditional expectation of A 
given H. 

(2) Pure Quantum. Case 

Let H be a separable Hilbert space, A = H(H) and H S 
A a von Neumann subalgebra. In the theorem that 
follows we first prove some general results con­
cerningthe restriction w! of wA to H. 

Theorem 3.2: (1) w! is a measure for all A E A if 
and only if WE H'. (2) wl is a measure for all states 
w on A if and only if A E R'. (3) If w! is a measure, 
then wl -< w H

• (4) wl*(B) = wl(B)*. 

Proof: (1) Suppose WEB' and Bi is a sequence of 
mutually orthogonal projections in B. Then wA (LB j ) 

= w(L;BjA6Bj) = ~ w(BjAB) 
, ,j 

= ~ r(WBiAB) = ~ r(BjWBjA) = ?=T(BjBiWA) 
',j '.j !,j 

= 6 r (BjWA) = 6 r(WBj ABi ) = ~W(BiABi) 

= 6 W A(Bj ). 
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Conversely, suppose wA is additive on B for every 
A E A and BE PH' Then wA(B + B1-) = wA(I) = w(A) = 
wA(B) + wA(B1-) =w(BAB) + w(B1-AB1-) = 2w(BAB)­
w(BA) - w(AB) + w(A). Hence 2w(BAB) = w(BA) + 
w(AB) or 2r(BWBA) = r«WB + BW)A) for every 
A E A. Let A = Pq" the one-dimensional projection on 
the vector cp, to obtain 2(BWBCP, cp) = «WB + BW)CP, cp) 
for every cp E H. Since these operators are self­
adjoint, 2BWB = WB + BW. Multiplying this last 
equation by B on the left and right, we obtain BW = 
WB = BWB. The proof of (2) is similar. (3) If w(B) = 
0, we have r (BWB) = r(WB) = O. Since BWB is posi­
tive, we conclude that BWB = O. Hence wA(B) = 
w(BAB) = r(BWBA) = O. (4) Finally wA*(B) = 
r(WBA*B) = r[(BABW)*] = [r(BABW)]* = [w(BAB)]* 
=wA(B)*. 

We now consider the case in which IB is Abelian. The 
study of conditioning with respect to non-Abelian sub­
algebras is more difficult and its operational meaning 
in physics less transparent. In the Abelian case, the 
existence of the B-expectation for all A E A imposes 
rather heavy limitations on the algebra B and the 
states. 

Theorem 3.3: Let 8 be an Abelian subalgebra of 
A. The following statements are equivalent: 

(1) Ew(A lIB) exists for all A E A, 

(2) w.: is a measure on PH for all A E A, 

(3) WE 8 /. 

If Ew(A I B) exists, then it is unique and is given by 
Ew(A I 8) = j(dwA/dw/)P(dlt), where B = {P(~): 
~ E B(R)}", w'(l!.) = w(P(~)), w ~(~) = w(P(~)AP(~)). 

Proof: It is clear that w~ is a measure if Ew(A I H) 
exists. Conversely, suppose w.: is a measure. Then, 
via Theorem 3.2 (3), w~ -< w' so that dwA/dw ' exists. 
Now for B = P(l!.o) E IB, w[J(dw~/dw/)P(dlt)B] = 

J(dw~/dw')w[P(dA n ~o)] = L)dw~/dwl)dwl = w~(~o) 
= w (BA B) = wA(B). Hence J(dwA/dw')P(d X) is a B­
expectation for A. Thus (1) and (2) are equivalent. 
The equivalence of (2) and (3) follows from Theorem 
3.2 (1). To show uniqueness, suppose Ew (A I H) is a IB­
expectation for A. Then. since Ew(A I B) E B. we have 
Ew(A 18) = Jf(lt)P(dlt) for some Borel measurable 
functionf. If l!.o E B(R), we obtain 

1 f(A)dw ' = .£ f(lt)w(P(dA» = Jf(A)w[P(dlt n ~o) 
o 0 

= Jf(A)W[P(dA)P(l!.o)] = w[jf(A)P(dA)p(l!.o)] 

= w[Ew(A I B)P(~o)] = w)P(~o)] 
= w[P(l!.o)AP(l!.o)]· 

Also J", (dw;jdw')dw' = WA(~O) = w[P(~o)AP (l!.o)}· 
o 

Hencef = dwA/dw ' a.e. [w']. 

Next we express the conditional expectation as a 
Radon-Nikodym derivative, in analogy to the classical 
case. 

Theorem 3.4: If B is Abelian, Ew(A 18) exists for a 
positive A, and WEB I, then Ew(A I B) = dwl/dwH in 
the sense of Dye. 

Proof: Suppose Ew(AI 8) exists and A is positive. 
Thus w): is a measure. We now show that w)l has a 
unique extension to an integral on B. If T = 
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}f(lt)P(dlt) E B is self-adjoint, define wl(T) = 
Jf(lt)wl[P(dA)] and, if T E 8, define wl(T) = 
1WA (T + T*) + (1/2i)wl[i(T - T*)]. Since A is posi­
tive, it follows that w! is a positive measure so that 
w.: becomes a positive functional on lB. To show w.: 
is linear on H, it suffices to show that w 1 is additive 
on self-adjoint operators in lB. Suppose T 1 = 
Jf l(A)P(dA), T 2 = Jf2(A)P(dA) E H are self-adjoint. 

Then w1(Tl + T 2 ) = wl[J(fl + f 2 )(A)P(dA)] = 
ft.fl + f2)(A)W~[P(dlt)] = Jfl(lt)W~[P(dA)] + 
Jf2(A)W~[P(dA)] = wl(T 1) + w~(T2)' 
It is easily seen that this positive linear extension is 
unique. Since B is a finite von Neumann algebra and 
wl < w H, the Dye derivative dwl/dwll exists. By Dye's 
theorem there is aTE L 2(B, w) such that for every 
B E B, wl(B) = w"(T*BT) = wH(T*TB) = 

wB«dw1/dwH)B). On the other hand, wX(B) = 
w"(Ew(A I B)B) for every B E B whence the conclusion. 

The following lemma shows the type of restriction 
imposed on B by the requirement that W E S'. 

Lemma 3.1: If B ~ 1B/, WE B /, then B contains a 
discrete part PdH and the support Ewof W is contained 
in Pd' 

Proof: Since B is Abelian, there is a bounded self­
adjoint operator A = J ltPA(dA) such that B = {pA(~): 
~ E B(R)}". Let Pd and Pc be the discrete and con­
tinuous parts of H relative to A. Now Pd H is spanned 
by the eigenvectors of A. On the other hand, let W = 
~ wJl, Wi> 0, be the spectral form of W. If Ew is the 
support of W, we have Ew = ~Pi' and, since W is com­
pact, the projections Pi have finite-dimensional range. 
Now W E H' implies Pi E 8 /. Therefore, the Pi reduce 
A, and we have A = ~PiAPi + PoAPo' where Po is the 
projection onto the null space of W. Noticing that all 
the operators ~APi are self-adjoint, we see that their 
eigenvectors cP~ span all the subspaces PiH. On the 
other hand, the CPj are eigenvectors of A and hence 
cPj E PdH. So we conclude EwH = "'£PjH ~ PdH. 

We therefore obtain the following corollary..to 
Theorem 3.4. 

Corollary 3.1: Suppose B is Abelian. (1) Ew(A I B) 
exists for all A E A if and only if IB has a discrete 
part {BJ" and WE 1B/. (2) If Ew(A lIB) exists for all 
A E A, then it is unique and 

Ew(A 18) = J(dw.;jdw')P(dA) = ~w(B.) .. o[wiBYw(Bi)]Bi· , 
We mention here, for completeness, Umegaki's 
characterization theorem for B-expectations in his 
framework (which as we mentioned in the introduction 
is different from ours) and then verify his conditions 
in our case when B is Abelian. 

Theorem 3.5: (Umegaki3) Ew(A I I~) is a Illi-expecta­
tion if and only if it is (1) a linear map from A onto IB, 
(2) involutary, (3) conserves the identity, (4) satisfies 
Ew[AEw (A I 11lli) I B] = Ew[Ew (A IB)A'I B] = 

Ew(A I B)Ew(A' IlIlI), (5) contractive: w( IE(A 11lli) I) ~ 
w(IA I), IA I = (A *A)1/2. 

Theorem 3.6: If B ~ R' and Ew(A 18) exists for all 
A E A, then it satisfies Umegaki's conditions (1)-(5). 
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Proof: Conditions (1)-(3) have been demonstrated 
in Theorem 3.1. (4) Applying Corollary 3.1 (2), we 
have 

Ew (AEw(A' I ~) lIB) = 6 WAE 
",(A' I") (B i ) B. 

i w(B
i
) , 

= 6 w(BiAEwWIIB)Bi ) Bi 

i w(Bi ) 

"" W{BiA6j[WA,(Bj)/w(B)]Bj} 
-u B 
- i w(B

i
) i 

_ "" w N(Bj ) W(BiA B) _ "" w A,(Bi ) wA(Bi ) -u B·- u B .. 
i,j w(Bi ) w(Bi ) , i w(Bi ) w(Bi ) , 

The other two expreSSions lead to the same result. 
(5) Applying Theorem 3.1 (3) and Corollary 3.1 (2), 
we have 

w(IEw(A I B) I) = w{[Ew(A * IIB)Ew(A 1IB)]1/2} 

= w [(6 wA*(B~ wA(Bi ) B) 1/2J 
w(Bi ) w(Bi ) iJ 

= w [(6 I wA(Bi ) 12B~ 1/2J= W[6 IWA(Bi ) I Bi] 
w(Bi ) 'J w(Bi ) 

I
, lOA(Bi) I 

= 6 -- lO(Bi ) = 6 I w(AB;) I. 
w(Bi ) 

By the polar decomposition we obtain A = T IA I, 
where T is a partial isometry. Hence 

6 I w(AB;) I = 6 I w(T IA IBi) I :S 6w(lAIBi) = lO(IAI). 

4. IB-EQUALITY AND llj-SUFFICIENCY 

We now generalize the classical concepts of (f priori 
probabilities on a subalgebra and sufficient statistics. 
Let A and IB b. A be von Neumann algebras. Two 
states w, v on A are IB-equal (or llt-equivalent) if their 
restrictions lOB, v to IB coincide. We then use the 
notation w!l v. Let {Wi: i E I} be a (possibly uncount­
able) collection of states on A. We say that IB is suf­
fieien/ for {Wi: i E I} if for any A E A there is an 
EA E IB such that whenever Ew.(A lIB) exists we have 

• 
Ew.(A lIB) = EA a.e. [Wi] for all i c I. Two states w, v 
ort A are IB-suffieienl (denoted lO~ v) if lO ~ v and IB is 
sufficient for {w, v}. Notice w~v· if and only if w ~ v 
and Ew(A lIB) = Ev(A I R) for all A E A when these 
expressions exist. The relations ~ and ~ are equi­
valence relations. We call the equivalence classes 
R -{'ells and R -suffs, respectively, and use the notation 
s~ ={v: v~lO}, S~ ={v: v~w}. 

The IB-cells are uniquely determined by a measure­
ment of R alone; on the other hand, two states of a IB­
cell cannot be distinguished by the measurement of 
8 alone. The R-cells thus represent exactly the infor­
mation on the states contained in a measurement of 
lB. In quantum statistics this concept is basic. Let, 
for instance,1B represent the (commutative) algebra 
of macroscopic observables. The lB-cells then 
appear as the so-called macrocells, containing the 
macroscopically equivalent states. The lIl\-suffs, on 
the other hand, yield no information whatsoever on 
the lIl\-expectation of w except for the support of Wll. 
For example, Ew(B lIB) = B is independent of wand 
hence, for A = IB, all states (with equal supports) are 

mutually B-sufficient. The concept of sufficient 
statistics has so far mainly been used in the classical 
theory; see, however, Umegaki.6 

The two concepts are, in a certain sense, comple­
mentary to each other. This is indicated by the fol­
lowing extreme cases. Let III = {O, I} be the trivial 
subalgebra. Then S: contains all states onA, while 
S,:: contains only w, since Ew(A 1lB} = w(A)J. Now let 
IB = A. Then S:; contains only the state w, while S;;; 
contains all states equivalent to w, since Ew(A IA) = A 
independently of w. 

Theorem 4.1: (1) If WE S: n S!, then w is unique 
I 2 

and w(A) = w1TEw (A I ~)] for all A E A. (2) {w} = 
2 

S,:: n S!. (3) If IB is Abelian and A = lB(H), then {w} = 
S~ n S~, where w is given in (1). 

I 2 

Proof: (1) w(A) = wA(I) = w[Ew(A IlB)] = 
w1[Ew (A I R)]. (2) follows from (1). (3) Let w be de­
fined as in (1). Then, for B E lB, w(B) = w 1[Ew (B lIB)] 

2 

= w 1 (B) so that WE S:. Furthermore, for B E IB, 
I 

A E A we have, by Theorem 3.5 (4), Ew (AB IlB) = 
2 

E (AEw(B I R) IlB) = Ew (A IIB)Ew(B IlB) = Ew (A IIB)B. 
w 2 2 2 

We then obtain, for B E: PIl , A E A, the following: 
W[Ew{A I R)B] = wA(B) = w(AB) = wl[Ew (AB I lJ\)] = 

2 

w 1[E w2 (A IIIl\)B] = W[EW2 (A I R)B]. Hence Ew(A I R) = 
E (A I JH) a.e. [w J. It is also easy to show that w ~ w2 W 2 

so that w E S~ . 
2 

Theorem 4. 1 (2) can be interpreted by saying that if 
the a priori probability Wll of B and the ~-expecta­
tions of all A E A with respect to ware known, then 
the state w is uniquely defined by w(A) = wll[Ew(A lIB)]. 

We now give a characterization of IB-sufficiency which 
differs from the one of Halmos and Savage. 6 

Theorem 4.2: Suppose IB b. lB' and A = R(H). Then 
IB is sufficient for a set of states M C IB' on A if and 
only if there exists a state v on A s~h that Mil ~ V" 

and dw':/dv1 = dwll/dvB a.e. [VAl for every A E A, 
wEM • 

Proof: In order to see that the condition is suf­
ficient, we claim Ew(A lIB) = Ev(A lIB) a.e. [w] for all 
A E A. Indeed, w ll [Ev(A IIB)B] = vB[(dw B /dv") 
Ev(A IIB)B] = v "[Ev (A IlB}Bdw B /dvB] = v,.r(B(dwR/dv")) 
= vjl(B(dwlldv"» = w)f(B) = lOll [Ew(A Illli)B] for all 
B E pll. For necessity, via a proof similar to Lemma 
7 of Halmos and Savage,M Il has an equivalent count­
able subset {wr}. Let v(A) = 60' i wi(A), A E A, 
Q1i> 0, L;Q1; = 1. Then Mil ~ VB and v E 8'. Let 
E.,,(A lIB) = E(A lIB) a.e. [lo], for every w EM. For 
fixed w EM we have v,r«(dwl'/dvll)B) = 6Q1.W. B 

• 'A 
«(dW" /dvB)B) = 60' iW:\Ew. (A I JB)(dw" /dvll)BJ = , 
60'; w~[E(A IlB)(dw" /dvll)B] = v"[E(A IIB)(dwll/dv )Bl 

= wll[E(A IIB)B] = wB[Ew(A IlB)B] = w~(B) = 

v1«dw~/dv~)B). Hence dwB/dv l
! = dwA/dvl! a.e. [VA]' 

Classical Case 

Let (n, ~, 11) be a measure space, {Ai E ~} a countable 
partition of n and A E ~. We use the notation w(f) = 
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!fd/l. If IB is the sub a-algebra generated by {AJ we 
have Ew(X", lIB) = ~[w",(x",. )/w(x",Jlx",. and, applying , " 
Theorem 4.1 (3), /l(A) = w[Eu,(x6IlB)] = 
~[/l(A n A;)I!..L(Ai)]t.J.(Ai) = 6/l(AIA i)f..L(A i), which is a 
familar elementary formula. Similarly, if f..L E S~ n 
S~2' we obtain f..L(A) = w l [E

w2 
(X ",lIB)] = 1 

~[f..L2(A n Ai)/f..L 2(A;lJ f..Lt(A i ). 

5. COARSE-GRAINING 

Let A be an arbitrary von Neumann algebra and let 
w, v be integrals on A satisfying w < v. We say w 
admits a I'-density dlt'/dl' if there exists an operator 
dw/dv E Ll(A,v) such that weAl = v«(dw/dv)A) for all 
A E A. We denote the set of such integrals by D(v) = 
{w: w < v, w admits a v-density}. There are many 
important special cases in which w admits a V-density 
when w < v. For example, in the classical case 
(A ~ A'), in the pure quantum case [A = B(H)l, and 
when A. is finite, a-finite and v is cyclic, we know this 
is true. In tilese special cases, the ordinary Radon­
Nikodym derivative, the density operator W, and Dye's 
derivative, respectively, are the densities. 

DefiniLion 5.1: Let nt ~ A be von Neumann alge­
bras and w E D(v) states on A.. The (lB, v) coarse­
graining of w is a state C:w E D(v) n S~ satisfying 
dC~w/dv E Ll(B, v). 

This definition is sufficiently general to encompass 
the usual cases of coarse-graining in the classical 
and pure quantum cases. Usually the lB coarse-grain­
ing of w is defined as a state in S~ with maximal 
entropy; however, our definition is more general since 
the maximal entropy may be infinite in which case 
there may not exist a unique coarse-graining state. 

Lemma 5.1: (i) A state w' on A. is a (lB, v) coarse­
graining of w if and only if (1) w' E D(v), dw'/dv E 

L1 (la, v) and (2) v«(dw'/dv)B) = weB) for all BEla. 
(ii) If C~w eXists, it is unique. 

Proof: (i) Since w'(B) = v«(dw'/dv)B) for all B E 

lB, w' E S~ if and only if weB) = v«(dw'/dv)B) for all 
BEnt. (ii) If w' is a (la, v) coarse-graining of w, by 
(2) dw'/dv = dC:w/dv a.e. [v] so that w' = C:w. 

This last lemma permits us to verify the special 
cases easily. For example, if wE D(v), then dC:w/dl l 

= dw/dl1 and dC~w/dw = I since v«(dw/dv)A) = weAl 
for alIA E:: A andU!«(dC~w/dw)B) =w(B) for all BE. nt. 

Theorem 5.1: If Wll E D(v il
), then C~'W exists, is 

unique a.e. [v"] and dC::w/dv = dw"/dv ll a.e. [v"]. 

Proof: Since wI' E D(vll
), we have dwn'/dvll 

E II 

Ll (lB, v) and v[(dwR/dvl')B] = v"[(dwll/dv")B] = w (E) 
weB) for all B E lB. Therefore, the integral w'(A) = 
v[(dwll/dvll)A] satisfies (1) and (2) and so is a (la, v) 
coarse-graining of w. This proves existence. Now 
let C~w be a (llt, v) coarse-graining of w. Then (1) 
and (2) imply vll[(dC:/dv)B] = v[(dC~w/dv)B] = weB) 
= wH(B) = vB[(dwB/dvll)B] for every B E B. It follows 
that dC!'w/dv = dw"/dv ll a.e. [VB]. 

Let w, v be states on I\.. satisfying WE D(v) and 
dw/dv E L 2(1\.., 11). Then the information lv(w) of w 
with respect to 11 is defined by lv(w) = II dw/dv II, where 
II . II is the norm in L 2 (1\.., v). 
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Theorem 5.2: If there is a state in S~ with finite 
information, then C~IW exists and is the unique state 
in S ~ with minimal information. 

Proof: Let Wo E S~ n D(v), dY'o/dv E L 2(A., v). 
Now L 2 (B, v) is a closed subspace of the Hilbert space 
L 2(A, v). Therefore, there exist unique elements Au 
A2 such that dwo/dv = Al + A 2, Al E L 2(lB, v), A2 E 

L 2(lB,v).l. Now v(A 2B) = (A;,B) = 0 for every B E 

L 2 (H, v), where ( . , . ) is the scalar product in 
L 2(A., v). Hence v(A1B) = v[(Al +A 2)B] = 
v«(dwo/dv)B) = wo(B) = weB) for every B E lB. If wl 
is the state w 1(A) = v(AtA), it follows that w 1 = C~IW. 
This implies At = dC:w/dv. Hence lv(wo) = 
II dwo/dv II = (II dC~w/dv 112 + IIA2112)1/2 2': II dC~w/dvll = 
Iv(C~w). Thus C!;w has minimal information in S~. To 
show C~w is the unique state in S ~ with minimal infor­
mation, suppose w' E S w has minimal information. 
Then, if we write dw'/dv = Ai + A 2, Ai E L 2(8, v), 
A2 E L 2(11il, v)ol, we obtain, as above, (1IdC~w/dvI12 + 
IIA2112)1I2 = lv(w') = Iv (q'w) = IldC,~'w/dvll. Hence 
A2 = 0 and dw'/dv E L 2(lB, v) n L1 (A, v). Thus 
dw'/dv E Ll(B,v) and hence w' is a O~,v) coarse­
graining of w. It follows from Lemma 5.1 (ii) that 
w' = C!I W • 

Theorem 5.3: Let pll be the projection of L 2(1\, v) 
onto L 2 (1B, v). If dw/dv E L 2 (A, v) then Cilw exists, 
dC~'w/dv E L 2 (lB, v) and dC~'w/dv == Plld;;;/dv. 

Proof: From the proof on Theorem 5.2, it follows 
that dw/dv = A1 + A2 = (dC~w/dv) + A 2 , dCv w/dv E 

L 2(B, v), A2 E L2(n~, v)ol. Hence P"A 2 = 0 and 
Phdw/dv == dC~'Wldv. 

It follows from Theorem 5.3 that if dw/dv E L 2(A., v) 
then C~'W is the element of L 2( 1B, v) such that 
II dC~!w/dv - dw/dvll is a minimum. 

(1) Classical Case 

If A is Abelian, w ./ v states on 1\.., then dw/dv exists 
uniquely a.e. [v] and is a density. It follows from 
Theorem 5.1 that C~'w(A) = v«(dwll/dvll)A) exists and 
is unique. The above theory can easily be generalized 
to integrals and even integrals with infinite values. 
The following example shows that C:w may exist 
even if v has infinite values. However, this imposes 
some restrictions on Rand w. Let A be Lebesque 
measure and f..L < A on R. Let A be the Borel sets on 
R, {A i E A} a countable partition of Rand lB the sub 
a -algebra generated by{ Ai}' Then according to 
Theorem 5.1 we would expect dC~ /l/dA = df..LI'/dAB = 
6,\(",.) ,.O[/l(Ai)/A(Ai)lx", .. However, this formula is , , 
only valid if A (ll;l < CI) whenever M(A i) ~ O. In the 
oiher case the (II>, A) coarse-graining would not exist. 

(2) Pure Quantum Case 

Let /\.. = R(B). In this case there are many states v 
such that wE D(v) for every state w. Indee~ if ¢i is 
a complete orthonormal set for H, OI i > 0, l..JOI i = 1, 
let V = 1.] Ci i p,p, be the density operator for v. In 
particular, if diln B = n, then T/n with density operator 
l/n is such a state. Again the above theory can be 
generalized to a certain extent to infinite value inte­
grals. For example w E D( T) for every integral wand 
dw/dT = W the density operator of w. 
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In this case it is natural to introduce the so-called 
Liouville space L 2 (A, T) and its subspace L 2 (8, T) and 
to consider the (B, T) coarse-graining. If 8 is Abelian, 
then one would expect C~w(A) = T«(dwH/dTIl)A). Hence, 
in simplified notation, if e Ilw has the density operator 
e"w, then we would have C~IlW = dWII/dT~ As in the 
classical case e~w exists if Band ware suitably re­
stricted. 

As an example, let B = {B J N be a countable partition. 
Then one would expect dw B 

/ dTH = ~ r (B.) "0 , 
[w(BYT(Bj)]B j = de~w/dT = ellw. This formula is 
valid if and only if the projections B j not annihilated 
by ware finite, T(Bj ) < 00. In the other case, 
de~w/dT does not exist. In this example Theorem 
5.3 is particularly transparent geometrically, since 
when it exists C"W = L;r(B.) "o[W(Bj)/T(Bj)}Bj = , 
L;r(B j ) "o(W,Bjh(Bj))Bjh(Bi) = P"W and we have: 

Lemma 5.2: ellw = Er(WI H). 

Proof: 

T (B.) T(BWB) 
E (WIIB)= L; ~Bj= L; " B· 

r r(Bj ) " ° T(B j) T(Bi),rO T(B j) , 

w(B.) 
L; --' B. = e w. 

T(B j ) "'0 T(Bj ) , 

For the information we obtain, as in Theorem 5.2, 
IT(w o) = Ildwo/dTII = IIwoll = [T(Wn)]1/2:::-: Ilde~lwo/ 
dd = IleBwl1 = IT(e"W) for any Wo E s~. If we de­
fine the entropy of W by H(W) = - T(W log W),. we 
notice that - H(W) has the same extrema as IT(W) = 
[T(W2)]1/2. Hence Theo.rem 5.2 may be stated as 
follows: 

Theorem 5.4: If ei'w exists and H(e"W) < 00, then 
e IIW is the unique state in s~ with maximal entropy. 

Renlarl?: As we have seen, coarse-graining with 
respect to T is rather restricted, since it exists only 
if B has a finite discrete part. Furthermore, the 
classical case does not admit a universally dominating 
measure like T in the quantum case (for example, the 
Lebesgue measure A on R dominates only the abso­
lutely continuous measures on R). These observa­
tions were part of our motivation for defining a re­
lative coarse-graining of w with respect to another 
state v which may not be Tor A. Our concept may, 
however, be still too restricted, since we assumed the 
existence of densities. It may be possible to define the 
coarse-graining in terms of Dye's operators T rather 
than TT*. 

6. FILTERING 

In this section we relate the ordinary concepts of 
filtering (or pinching, or reductio~) of states with re­
spect to a discrete observable to our previous theory 
and to coarse-graining in particular. Our results re­
present essentially a generalization to infinite alge­
bras of similar results obtained previously by Davis. 8 

In his paper, Davis also gives a rather detailed and 

• The research for this work was conducted under N.S.F. Grant 
GP-23304. 

critical discussion of the concept of conditioning, the 
main concern of Sec. 3. 

Let A = tl\(H) be a type I von Neumann algebra,S = 
{B j } "a discrete Abelian subalgebra generated by the 
partition {B j} and w a state on A with density oper­
ator W. The B-filtering is a map FI' from states into 
states defined by F"W = L;BjWBj . [Notice that FBW 
is in fact a state, since it is positive and T(FDlW) = 
L;T(WBj) = T(W) = 1.] 

Theorem 6. 1: Let P Il' be the projection of the 
Liouville space L 2(A, T) onto L 2 (B I, T). Then F"W = 
pBl'W. 

Proof: FIlW E 1B' since for any B. E {BJ we have 
J J ~ 

(FIlW)Bj = L;jBjWBjBi = BjWBj = BjL;jBjWBj = 

B.(FIIW). It follows that FIlW E L 2(IB', T). Since W = 
J 

Fil W + (W - F 1\ W) it remains to show that W - FBI W 
, (" ) A E L 2(B', T)1.. It suffices to show that W - F W .1 

for all A E 1B'. If A E B/,we have (W,A) = (W,6 BjA) 
=6(W,BjA) = L;(w,BjABj) =L;T(WBjABj) = 
L;T(BjWBjA) = T(L;BjWBjA) = T(F"WA) = (FIIW,A). 
Hence (W - FHW,A) = O. 

Theorem 6.2: F 1\ W is the state in S ~ n B' with 
maximal information. 

Proof: We already showed that FIIW E B'. Now 
FBW E SB since T(FllWB.) = T(L;jBjWBjB) = T(WB) = 
w(B) for Wevery Bj E {BJ. Since IIFBW - wI12 is 
muiimal among all elements of L 2(B', T) and 
IIFIIW - wI12 = IIWI12 - IIF IlWli 2, we must have 
I T(FJ'W) = IIFllwl1 maximal. 

Theorem 6.3: Coarse-graining and filtering are 
idempotent operators satisfying: (1) eBe" = ell,FIlFfI 
= jiB, CIlFIl = Flie" = ell, (2) FIl = e" if and only if IB 
is maximal Abelian. 

Proof: (1) follows from the fact that ell and F" 
are projections onto L2(a~, T) and L2(!f!\~ T), respec-

tively, and that L2(H~, T) is a closed subspace of 
L 2 (H', T) since H S;;; B'. The same reasoning proves 
(2) since Fli = p"' = pll = ell if and only if B = 1B' is 
maximal Abelian. 

A simple example helps to visualize the difference 
between filtering and coarse-graining. Let dim H = 3, 
A = B(H),B = {B,B1.}", where B = diag(1, 1,0), B1. = 
diag(O, 0,1). Then 

S: = {V: Vll + V22 = Wll + W22 ' V33 = W33}; 

FIlW = (~~~ ~~~ ~ ); 
o 0 W33 

ellw = diag(1(Wll + W22 ),1(Wll + W22 ), W33 )· 

As seen in this example, both filtering and coarse­
graining are reduced by the subspaces B j E lB. But 
while filtering conserves the entire information with­
in the "boxes," coarse-graining destroys it com­
pletely. 
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