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#### Abstract

E. Chacón, $\dagger$ Mikael Ciftan, $\ddagger$ and L. C. Biedenharn

Duke University, Durham, North Carolina 27706 (Received 30 June 1971) An explicit algebraic expression [containing the minimal number ( $n-1$ ) sums] for the general reduced Wigner coefficients associated with the multiplicity free Kronecker product $\left[h_{1} \cdots h_{n}\right] \times[p 0 \cdots 0]$ of irreducible representations of $U(n)$, is determined. The calculation employs a combined use of recursive relations derived for the Wigner coefficients, and matrix elements (with respect to Gel'fand basis states) of a generator of $U(n)$ raised to an arbitrary power. We also give an alternative procedure using the techniques of the "pattern calculus." The method is illustrated first for the case of $U(3)$ and then generalized to arbitrary $U(n)$. It is found that the results can be expressed succinctly in terms of a new algebraic function $S_{n m}$ - thereby elucidating the structural details of the underlying algebra.


## 1. INTRODUCTION

The applications of a symmetry group in physics are almost entirely subsumed under the reduction of the Kronecker (direct) product of unitary irreducible representations (irreps). This reduction forms the well-known Clebsch-Gordan series (in the space of irrep labels) and the explicit matrices (in the vector spaces of the irreps) which effect this reduction are termed Wigner coefficients, to accord with Wigner's original derivation ${ }^{1}$ of these coefficients (in 1931) for $S U(2)$.
When the group $S U(3)$ became important in many fields of physics, Moshinsky ${ }^{2}$ and later several authors ${ }^{3-5}$ derived algebraic expressions for the special $S U(3)$ Wigner coefficients associated with the multiplicity-free Kronecker product

$$
\left[\begin{array}{lll}
h_{1}^{\prime} h_{2}^{\prime} h_{3}^{\prime}
\end{array}\right] \times\left[\begin{array}{lll}
p & 0 & 0 \tag{1}
\end{array}\right]
$$

of irreps of $U(3) .{ }^{6}$ Throughout this paper we shall speak of $U(n)$ and not distinguish $S U(n)$ except as the subset having $h_{3}^{\prime}=0$. We shall use Young frames $\left[h_{1} h_{2} \cdots h_{n}\right]$ to denote the irreducible representations (IR) of the group $U(n)$. Multiplicity-free Wigner coefficients are unique to within over-all phase. For $S U(3)$ there exists a canonical definition of the general (not necessarily multiplicity-free) Wigner coefficient, which is unique to within phase and equivalence under the Weyl group (this is the meaning we ascribe to "canonical").
The methods employed in the derivations of the above mentioned special $S U(3)$ Wigner coefficients were varied: in some cases the realization of the corresponding states by boson operators and the evaluation of a scalar product of boson polynomials ${ }^{2}$; in other cases, the solution of recursion relations. ${ }^{3}$ The re-
sults obtained are also of a varied degree of complexity, ranging from expressions containing two sums to expressions with six summations for the $S U(3)$ reduced Wigner coefficient, also called isoscalar factor. [It is known ${ }^{2}$ that the $U(n)$ Wigner coefficient can be factorized into a product of a $U(n-1)$ Wigner coefficient times a $U(n)$ reduced Wigner coefficient (RWC). (In $S U(3)$ the RWC is called "isoscalar factor" corresponding to isospin group (SU2) contained in SU3.) As it is supposed that the analysis proceeds in successive steps, once we know the $U(n-1)$ Wigner coefficients, it is the $U(n)$ RWC which should next be evaluated.]

In this paper we shall obtain an algebraic expression for the $U(3)$ RWC associated with the Kronecker product in (1) which is comparable in simplicity to other expressions hitherto published. Furthermore, the present analysis gives rise to simple rules that make the formula comprehensible. This clarification of structural details and the resulting algorithm allows one to readily generalize the results obtained for $U(3)$ to $U(n)$; in fact, in Secs. 3 and 4 of the present paper, we give algebraic expressions for the general Wigner coefficients of $U(n)$ associated with the Kronecker product

$$
\left[\begin{array}{lll}
h_{1} & \cdots & h_{n}
\end{array}\right] \times[p 0 \cdots \cdots]
$$

In a notation which is an adaptation of the usual $S U(2)$ notation to the case when we use Gel'fand labels for the states, the coefficient we shall evaluate is
$\left\langle\begin{array}{cccccccc|cccc}h_{1}^{\prime} & & h_{2}^{\prime} & & h_{3}^{\prime} & p & 0 & 0 & h_{1} & h_{2} & h_{3} \\ & q_{1}^{\prime} & & q_{2}^{\prime} & & ; & & q & 0 & & & q_{1} \\ & & q_{1}^{\prime} & & & & & q_{2} & \end{array}\right\rangle$.
(2)

Since this expression denotes a complete $U(3)$ Wigner coefficient, the general $U(3)$ RWC will be the quotient of the coefficient in (2) by the $U(2)$ Wigner coefficient

$$
\begin{align*}
& \left\langle\begin{array}{ccc|cc}
q_{1}^{\prime} & { }^{q_{2}^{\prime}} & q & 0 & q_{1} \\
q_{1}^{\prime} & q_{2} \\
& 0 & q_{1}^{\prime}
\end{array}\right\rangle \\
& =\sqrt{\frac{\left(q_{1}-q_{2}+1\right) \cdot\left(q_{1}^{\prime}-q_{2}^{\prime}\right)!q!}{\left(q_{1}-q_{2}^{\prime}+1\right)!\left(q_{2}-q_{2}^{\prime}\right)!}}\left(\delta_{q_{1}+q_{2}, q_{1}^{\prime}+q_{2}^{\prime}+q}\right) \tag{3}
\end{align*}
$$

It greatly helps toward clarifying the content of our expressions if we make use of the operator notation

$$
\left\langle\begin{array}{ccc}
\bar{m}_{13} & \bar{m}_{23} & \bar{m}_{33} \\
\bar{m}_{12} & & \bar{m}_{22} \\
& \bar{m}_{12} &
\end{array}\right|\left\langle\begin{array}{lll} 
& & \Gamma_{11} \\
& \Gamma_{12} & 0 \\
M_{13} & M_{12} & 0
\end{array}\right.
$$

The symbol between the initial and final states denotes a "Wigner operator" which carries two patterns sharing common IR labels $\left[M_{13} 00\right]$. The lower pattern is the ordinary Gel'fand pattern, while the upper one (written in inverted form) is formally identical to another Gel'fand pattern. The weight compo-
discussed by Louck in his review paper. ${ }^{7}$ Ir: this notation the Wigner coefficient (2) is written as

where $t=h_{1}-h_{1}^{\prime}, s-t=h_{2}-h_{2}^{\prime}, p-s=h_{3}-h_{3}^{\prime}$, or in more general notation
0
0


nents $\Gamma_{11}, \Gamma_{12}-\Gamma_{11}, M_{13}-\Gamma_{12}$ of the upper pattern denote the changes that the operator effects upon the initial state representation labels $m_{13}$; furthermore the changes that the Wigner operator produces upan the initial $U(2)$ and $U(1)$ labels are obtained using the projection


The operator

$$
\left\langle\begin{array}{c}
\gamma \\
M_{12} \\
0
\end{array}\right\rangle
$$

is the $U(2)$ Wigner operator, and the operator in square brackets is the $U(3)$ reduced Wigner operator. If this $U(3)$ Wigner operator is taken between maximal initial and final $U(2)$ state labels, then $\gamma=0, \bar{m}_{12}=$ $m_{12}, \bar{m}_{22}=m_{22}+M_{12}$. The condition $\gamma=0$ eliminates the summation.
A distinctive feature of our approach is that the coefficient in (2) appears as a linear combination of coefficients with $q=0$, these latter which have a very simple (monomial) structure are easy to evaluate either by a recursive process or by the arrow pattern calculus ${ }^{5}$; we shall discuss both methods. To obtain the Wigner coefficient (2) from the $q=0$ case, one needs the matrix elements (ME) of powers of certain generators of $U(3)$; we shall again discuss two alternative methods to obtain these ME, one using the Wigner-Eckart theorem, and the other employing the pattern calculus rules. The detailed derivation of the coefficient in (2) will be carried out in Sec.2. It will

be seen that the analysis of Sec. 2 is generalizable to $U(n)$. In Sec. 4 we discuss this generalization and show that the algebraic formula for the RWC associated with the Kronecker product $\left[h_{1}^{\prime} h_{2}^{\prime} \ldots h_{n}^{\prime}\right] \times$ $[p 0 \ldots 0)$ of IR of $U(n)$ contains ( $n-1$ ) sums. In Sec. 3 we discuss the structure of those special coefficients in (2) which have $q=0$.

## 2. DERIVATION OF THE $\boldsymbol{U}(3)$ RWC

A very fruitful technique in the evaluation of Wigner operators-for both practical as well as theoretical purposes-is the method of embedding in larger unitary groups; this general procedure has a long history of success in both the Frobenius and the Young treatment of the symmetric group. Similar methods were first given by Louck ${ }^{8}$ and by Brody, Moshinsky, and Renero, ${ }^{9}$ and also independently by Biedenharn, Giovannini, and Louck. ${ }^{10}$ The latter paper showed in particular that the embedding of $U(n)$ in $U\left(n^{2}\right)$ is optimal in two senses: (1) All other cases can be exhibited as special cases, and (2) there exists a faclorization lemma, explicitly involving the properties of the canonical splitting of the multiplicity.

It follows from Refs. 9 and 10 that the Wigner coefficient in (2) is identical to the scalar product

where each symbol

$$
\left\langle\right)\left|\begin{array}{l}
0 \\
0
\end{array}\right\rangle
$$

stands for a state belonging to the symmetric IR $[a+b+c, 0 \cdots 0]$ of $U(9)$, and classified by a subgroup $U^{u}(3) \times U^{l}(3)$ of $U(9)$; the state being a Gel'fand state

$$
\left|\begin{array}{llll}
a & b & c \\
& x & y & \\
& z &
\end{array}\right|
$$

with respect to transformations by the (upper) $U^{\mathrm{u}}(3)$ group with generators $C^{\mu \nu}$, and also a Gel'fand state

$$
\left|\begin{array}{lll}
a & b & c \\
& s & \\
& & \\
& & r
\end{array}\right\rangle
$$

with respect to transformations by the (lower) $U^{l}(3)$ group with generators $\mathfrak{C}_{\mu \nu}$. [For the time being we set $h_{3}^{\prime}=0$ in (4). There is no loss of generality in doing this; at the end of this section we shall mention how to obtain the general result with $h_{3}^{\prime} \neq 0$ from the result of the case $\left.h_{3}^{\prime}=0\right]$.
Explicit realizations of the $U(3) \times U(3)$ states, as well as of the generators $C^{\mu \nu}, \mathrm{C}_{\mu \nu}$ in terms of boson creation and annihilation operators

$$
\begin{equation*}
a_{\mu}^{\nu}, \bar{a}_{\mu}^{\nu} \quad \mu, \nu=1,2,3 \tag{5}
\end{equation*}
$$

are well known. ${ }^{11}$ In particular we shall quote the following result that is needed later:
$\left(\begin{array}{ccc} & 0 \\ 0 & 0 \\ p & 0 & 0 \\ q & 0 \\ & 0\end{array}\right)=\sqrt{\frac{(p-q)!}{p!q!}} e_{23}^{q}\left(\begin{array}{ccc} & 0 \\ & 0 & 0 \\ p & 0 & 0 \\ 0 & 0\end{array}\right)$.
Now, let us denote provisionally any three operators like those appearing in the scalar product (4) by $B_{1}$, $B_{2}, B_{3}$, respectively. Then, if $\mathcal{L}$ is a $U(3)$ generator, we have the identity

$$
\begin{aligned}
& \langle 0| B_{1}^{+}\left(\mathcal{L} B_{2}\right)^{+} B_{3}|0\rangle \\
& \quad=\langle 0| B_{1}^{+} B_{2}^{+} \mathscr{L}^{+} B_{3}|0\rangle-\langle 0|(\mathcal{L B})^{+} B_{2}^{+} B_{3}|0\rangle ;
\end{aligned}
$$

and iterating ( $q-1$ ) times this result we arrive at
$\langle 0| B_{1}^{+}\left(\mathcal{L}^{q} B_{2}\right)+B_{3}|0\rangle$

$$
\begin{equation*}
\left.=\sum_{\alpha}(-)^{\alpha}\left({ }_{\alpha}^{q}\right)\langle 0| \mathcal{L}^{\alpha} B_{1}\right)^{+} B_{2}^{+}\left(\mathcal{L}^{+}\right)^{q-\alpha} B_{3}|0\rangle . \tag{7}
\end{equation*}
$$

When we use this formula in Eq. (4), with the expression given in (6) substituted for the middle state, we come to the conclusion that the scalar product in (4) is equal to
$\binom{p}{q}^{-1 / 2} \sum_{\alpha} \frac{(-)^{\alpha}}{\alpha!(q-\alpha)!}$

$$
\begin{align*}
& \times\left(0 \left\lvert\,\left\{\left.e_{23}^{\alpha}\left(\begin{array}{ccc} 
& h_{1}^{\prime} & \\
& h_{1}^{\prime} & \\
h_{1}^{\prime} & h_{2}^{\prime} \\
& q_{1}^{\prime} & \\
& q_{2}^{\prime} & 0 \\
& q_{1}^{\prime} &
\end{array}\right\} \right\rvert\, \begin{array}{ccc} 
& 0 & \\
0 & 0 \\
p & 0 & 0 \\
0 & 0 \\
& 0 &
\end{array}\right)\right.,\right. \\
& e_{32}^{q-\alpha}\left(\right)(0) . \tag{8}
\end{align*}
$$

The matrix elements (ME) of the generators of $U(3)$ with respect to Gel'fand states are well known. ${ }^{12}$ Using repeatedly these ME we can calculate the ME of any power of a generator. This, however, is not a very practical procedure; so we prefer to use the fact ${ }^{13}$ that

$$
\begin{align*}
T_{\tau}^{k}=\sqrt{\frac{(2 k)!}{(k+\tau)!(-\tau+k)!}}\left(\mathrm{C}_{13}\right)^{\tau+k}\left(\mathrm{C}_{23}\right)^{k-\tau} \\
\tau=k, k-1, \ldots,-k \tag{9}
\end{align*}
$$

are the components of an $S U(2)$ irreducible tensor of rank $k$; using the Wigner-Eckart theorem we can calculate its ME with respect to $U(3)$ Gel'fand states, and specialize the result to $\tau=-k$.
The techniques of the pattern calculus afford a very economical derivation of the desired result for the operator $\left(\mathrm{e}_{23}\right)^{\alpha}$.
Consider the operator $\bigodot_{23}$ itself. Using the known matrix elements one finds that
$e_{23}=\left(\begin{array}{llll}0 & 0 & 0 \\ \Delta= & 1 & 0\end{array}\right)+\left\langle\begin{array}{lll}0 & 0 & 0 \\ \Delta= & 0 & 1\end{array}\right)$,
where the two operators given correspond to the patterns

with each operator giving $U(3): U(2)$ and $U(2): U(1)$ contributions. The algebraic factors corresponding to the patterns of the first operator are

$$
\begin{gather*}
\frac{\left(p_{12}+1-p_{13}\right)\left(p_{12}+1-p_{23}\right)\left(p_{12}+1-p_{33}\right)}{\left(p_{12}+1-p_{22}\right)} \\
\left.\times \frac{\left(p_{12}-p_{11}\right)}{\left(p_{12}-p_{22}\right)}\right)^{1 / 2} \tag{12a}
\end{gather*}
$$

while those of the second operator are

$$
\begin{array}{r}
\left(\frac{\left(p_{22}+1-p_{13}\right)\left(p_{22}+1-p_{23}\right)\left(p_{22}+1-p_{33}\right)}{\left(p_{22}+1-p_{12}\right)}\right. \\
\left.\times \frac{\left(p_{22}-p_{12}\right)}{\left(p_{22}-p_{11}\right)}\right)^{1 / 2} \tag{12b}
\end{array}
$$

Using the fact that the numerators ${ }^{14}$ of the two operators

$$
\Delta=\left(\begin{array}{ccc}
0 & 0 & 0 \\
& 1 & \\
& 0
\end{array}\right) \text { and }\left(\begin{array}{ccc}
0 & 0 & \\
& 0 & \\
& 0 & 1
\end{array}\right)
$$

commute, we find
$\left(C_{23}\right)^{\alpha}=\sum_{\beta} \frac{\alpha!}{\beta!(\alpha-\beta)!}\left\langle\begin{array}{ccc}0 & 0 & 0 \\ \alpha-\beta & \beta\end{array}\right\rangle_{R} D_{\alpha-\beta, \beta}$,
where
$D_{\alpha-\beta, 8}=\left[\left(p_{12}-p_{22}\right)\left(p_{12}-p_{22}+\alpha-2 \beta\right)\right]^{1 / 2}$
(This and other similar results will be discussed in more detail in a future paper.)
$\left(D_{\alpha-\beta, \beta}\right)^{2}$ is a sum of reciprocals of rational factors, the sum being expressed in Eq. (14) as a monomial in a closed algebraic form; it arises from the denominator contributions. 14 Similarly,

$$
\left\langle\begin{array}{crc}
0 & 0 & 0 \\
\Delta: & \alpha-\beta & \beta
\end{array}\right\rangle_{R}
$$

arises from numerator contributions ${ }^{14}$ and it is the analog of the $U(2)$ renormalized operators, ${ }^{14}$ the ME of which can be obtained directly by the use of the arrow pattern calculus rules.
By any of the two alternative methods, we find

$$
\mathfrak{C}_{23}^{\alpha}\left(\begin{array}{ccc} 
& h_{1}^{\prime} &  \tag{13}\\
h_{1}^{\prime} & h_{2}^{\prime} & \\
h_{1}^{\prime} & h_{2}^{\prime} & \\
q_{1}^{\prime} & q_{2}^{\prime} & 0 \\
& q_{1}^{\prime} &
\end{array}\right)=\alpha!\sum_{B} G_{B}\left(\begin{array}{cccc} 
& & h_{1}^{\prime} & \\
& h_{1}^{\prime} & & h_{2}^{\prime} \\
h_{1}^{\prime} & & h_{2}^{\prime} & \\
q_{1}^{\prime}+\beta & & 0 \\
& & q_{2}^{\prime}+\alpha-\beta \\
& & q_{1}^{\prime} &
\end{array}\right)
$$

with
$G_{B}=\frac{\sqrt{\left(q_{1}^{\prime}-q_{2}^{\prime}+1\right)\left(q_{1}^{\prime}-q_{2}^{\prime}+2 \beta-\alpha+1\right)}}{\beta!(\alpha-\beta)!}$

$$
\begin{equation*}
\times \frac{\left(q_{1}^{\prime}-q_{2}^{\prime}+\beta-\alpha\right)!}{\left(q_{1}^{\prime}-q_{2}^{\prime}+1+\beta\right)!} \frac{\sqrt{\frac{\left(h_{1}^{\prime}-q_{1}^{\prime}\right)!\left(h_{2}^{\prime}-q_{2}^{\prime}\right)!\left(h_{1}^{\prime}-q_{2}^{\prime}+1\right)!}{\left(q_{1}^{\prime}-h_{2}^{\prime}\right)!\left(q_{2}^{\prime}\right)!\left(q_{1}^{\prime}+1\right)!}} \sqrt{\sqrt{\frac{\left(h_{1}^{\prime}-q_{1}^{\prime}-\beta\right)!\left(h_{2}^{\prime}-q_{2}^{\prime}-\alpha+\beta\right)!\left(h_{1}^{\prime}-q_{2}^{\prime}-\alpha+\beta+1\right)!}{\left(q_{1}^{\prime}-h_{2}^{\prime}+\beta\right)!\left(q_{2}^{\prime}+\alpha-\beta\right)!\left(q_{1}^{\prime}+1+\beta\right)!}}} \frac{\sqrt{\frac{\beta!}{\left(q_{1}^{\prime}-q_{2}^{\prime}-\alpha+\beta\right)!}}}{\sqrt{\frac{1}{\left(q_{1}^{\prime}-q_{2}^{\prime}\right)!}}}}{\sqrt{\frac{1}{2}}} \tag{16}
\end{equation*}
$$

$\mathfrak{C}_{32}^{q-\alpha}\left(\begin{array}{ccc} & & h_{1}^{\prime} \\ & \\ h_{1}^{\prime} & & h_{2}^{\prime} \\ h_{1} & & h_{2} \\ q_{1} & & h_{3} \\ & q_{1}^{\prime} & \end{array}\right)=(q-\alpha)!\sum_{\gamma} E_{\gamma}\left(\begin{array}{cccc} & & h_{1}^{\prime} & \\ & h_{1}^{\prime} & & h_{2}^{\prime} \\ & & \\ h_{1} & & h_{2} & \\ q_{1}-\gamma & h_{3} \\ & & q_{2}-q+\alpha+\gamma\end{array}\right)$,
with
$E_{\gamma}=\frac{\sqrt{\left(q_{1}-q_{2}+1\right)\left(q_{1}-q_{2}+1+q-2 \gamma-\alpha\right)}}{\gamma!(q-\alpha-\gamma)!} \times \frac{\left(q_{1}-q_{2}-\gamma\right)!}{\left(q_{1}-q_{2}+1+q-\alpha-\gamma\right)!}$

$$
\begin{equation*}
\times \frac{\sqrt{\frac{\left(q_{1}-q_{1}^{\prime}\right)!}{\left(q_{1}^{\prime}-q_{2}\right)!}}}{\sqrt{\frac{\left(q_{1}-q_{1}^{\prime}-\gamma\right)!}{\left(q_{1}^{\prime}-q_{2}+q-\alpha-\gamma\right)!}}} \times \frac{\sqrt{\frac{\left(h_{1}-q_{1}+\gamma\right)!\left(h_{2}-q_{2}+q-\alpha-\gamma\right)!\left(h_{1}-q_{2}+q+1-\alpha-\gamma\right)!}{\left(q_{1}-h_{2}-\gamma\right)!\left(q_{2}-h_{3}-q+\alpha+\gamma\right)!\left(q_{1}-h_{3}+1-\gamma\right)!}}}{\sqrt{\frac{\left(h_{1}-q_{1}\right)!\left(h_{2}-q_{2}\right)!\left(h_{1}-q_{2}+1\right)!}{\left(q_{1}-h_{2}\right)!\left(q_{2}-h_{3}\right)!\left(q_{1}-h_{3}+1\right)!}}} . \tag{18}
\end{equation*}
$$

In formulas (16) and (18), as well as in all the basic formulas in the rest of the paper, we can achieve a great deal of simplicity in notation if we use two algebraic functions that will be defined now. Let ( $h_{1}$... $h_{n}$ ) be a set of Gel'fand labels of an IR of $U(n)$, and let $\left(q_{1} \cdots q_{m}\right)$ be another set of Gel'fand labels of an IR of $U(m)$, with $m=n$ or $m=n-1$, these being the only two cases that interest us. Furthermore, let us suppose that the labels $h_{s}, q_{s}$ obey the "betweenness" relations: $h_{s} \geqslant q_{s} \geqslant h_{s+1}$ for all $s$. Then make the following definition:

$$
\begin{aligned}
S_{n m}\left(h_{1} \ldots\right. & \left.h_{n} ; q_{1} \ldots q_{m}\right) \\
& \equiv \sqrt{\frac{\prod_{k=1}^{m} \prod_{s=1}^{k}\left(h_{s}-q_{k}+k-s\right)!}{\prod_{k=1}^{n-1} \prod_{s=k+1}^{n}\left(q_{k}-h_{s}+s-k-1\right)!}}
\end{aligned}
$$

$$
\begin{equation*}
m=n \text { or } n-1 \tag{19}
\end{equation*}
$$

As a particular case of this definition, notice that $\left[S_{n n}\left(h_{s} ; h_{s}\right)\right]^{2}$ is related to the dimension $\Delta_{n}\left(h_{1} \ldots h_{n}\right)$ of the IR $\left(h_{1} \cdots h_{n}\right)$ of $U(n)$; in fact

$$
\begin{align*}
{\left[S_{n n}\left(h_{1} \cdots h_{n} ; h_{1} \cdots h_{n}\right)\right]^{2} } & =\prod_{i<j=2}^{n}\left(h_{i}-h_{j}+j-i\right) \\
& =\prod_{k=1}^{n} k!\Delta_{n}\left(h_{1} \cdots h_{n}\right) \tag{20}
\end{align*}
$$

It will be found that all the basic results of this paper can be expressed very neatly in terms of $S_{n m}$ functions and their squares. This was the reason for writing Eq. (16) and (18) in that peculiar way, as it is easy to verify that each square root in those formulas is an $S_{3 m}$ or $S_{2 m}$ function, and the rational part is an $\left[S_{22}\right]^{2}$, so we can rewrite $G_{\beta}$ and $E_{\gamma}$ as
$G_{\beta}=\frac{S_{22}\left(q_{s}^{\prime} ; q_{s}^{\prime}\right) S_{22}\left(\bar{q}_{s}^{\prime} ; \bar{q}_{s}^{\prime}\right)}{\left[S_{22}\left(\overline{q_{s}^{\prime}} ; q_{s}^{\prime}\right)\right]^{2}} \frac{S_{21}\left(\bar{q}_{s}^{\prime} ; q_{1}^{\prime}\right)}{S_{21}\left(q_{s}^{\prime} ; q_{1}^{\prime}\right)} \frac{S_{32}\left(h_{s}^{\prime} ; q_{s}^{\prime}\right)}{S_{32}\left(h_{s}^{\prime} ; \overline{q_{s}^{\prime}}\right)}$
with $\bar{q}_{1}^{\prime} \equiv q_{1}^{\prime}+\beta, \bar{q}_{2}^{\prime} \equiv q_{2}^{\prime}+\alpha-\beta$ and
$E_{\gamma}=\frac{S_{22}\left(q_{s} ; q_{s}\right) S_{22}\left(\bar{q}_{s} ; \bar{q}_{s}\right)}{\left[S_{22}\left(q_{s} ; \bar{q}_{s}\right)\right]^{2}} \frac{S_{21}\left(q_{s} ; q_{1}^{\prime}\right)}{S_{21}\left(\bar{q}_{s} ; q_{1}^{\prime}\right)} \frac{S_{32}\left(h_{s} ; \bar{q}_{s}\right)}{S_{32}\left(h_{s} ; q_{s}\right)}$
with $\bar{q}_{1} \equiv q_{1}-\gamma, \bar{q}_{2} \equiv q_{2}-q+\alpha+\gamma$.
We shall next describe a rule by means of which one can write very easily the different terms that occur in the definition (19) of the $S_{n m}$ functions. We shall state the rule for the case $n=3$, the generalization to arbitrary $n$ should be obvious.

Draw a row of $n=3$ dots, and assign to each dot the labels $h_{1}, h_{2}, h_{3}$, respectively. Below this row of dots draw a second row, of either $m=3$ dots [case (a)] or $m=2$ dots [case (b)], and assign to them the labels $q_{1}, q_{2}, q_{3}$ in case (a) or $q_{1}, q_{2}$ in case (b). As it is supposed that $h_{s} \geqslant q_{s} \geqslant h_{s+1}$, we shall draw the dots in the second row in such a way that the set of labels resemble a Gel'fand pattern, i.e., the dot associated to $q_{s}$ should be drawn between the dots corresponding to $h_{s}$ and $h_{s+1}$. (See the two diagrams below.) Next, draw an arrow from every dot

in one row to every dot in the other row, the direction of the arrow being such that the final dot is always to the right of the initial dot. To each arrow associate a factorial $(t-h+\epsilon)$ !, where $t$ is the label at the tail of the arrow, $h$ is the label at the head of the arrow, and $\epsilon$ is the number of dots, in any single row, which are located to the right of the initial dot and to the left of the final dot. Multiply together all these factorials and distribute them in a fraction, with arrows going downwards giving numerator contributions, and arrows going upwards giving denominator contributions. Finally, take the positive square root of the fraction.

Following this rule one can easily verify that with Fig. 1(a) is associated the function

$$
\sqrt{\frac{\left(h_{1}-q_{1}\right)!\left(h_{1}-q_{2}+1\right)!\left(h_{1}-q_{3}+2\right)!\left(h_{2}-q_{2}\right)!\left(h_{2}-q_{3}+1\right)!\left(h_{3}-q_{3}\right)!}{\left(q_{1}-h_{2}\right)!\left(q_{1}-h_{3}+1\right)!\left(q_{2}-h_{3}\right)!}}
$$

and with Fig. 1(b) is associated the function

$$
\sqrt{\frac{\left(h_{1}-q_{1}\right)!\left(h_{1}-q_{2}+1\right)!\left(h_{2}-q_{2}\right)!}{\left(q_{1}-h_{2}\right)!\left(q_{1}-h_{3}+1\right)!\left(q_{2}-h_{3}\right)!}}
$$

which are precisely $S_{33}\left(h_{s} ; q_{s}\right)$ and $S_{32}\left(h_{s} ; q_{s}\right)$ according to definition (19).
Substituting the last results in (8) we see that the scalar product in (4) is equal to

$$
\begin{equation*}
\binom{p}{q}^{-1 / 2} \sum_{\alpha \beta \gamma}(-)^{\alpha} G_{\beta} E_{\gamma} \tag{23}
\end{equation*}
$$

But now the scalar product in (23) is nothing else but a Wigner coefficient of type
$\left(\begin{array}{cccccccccc}h_{1}^{\prime} & h_{2}^{\prime} & 0 & p & 0 & 0 & h_{1} & h_{2} & h_{3} \\ m_{1}^{\prime} & m_{2}^{\prime} & ; & 0 & 0 & m_{1} & m_{2} \\ & r_{1} & & & 0 & & & r_{1}\end{array}\right)$.

In the next section we shall obtain the algebraic expression of the Wigner coefficient (24); the result appears in Eq. (48). From this result we see that this type of coefficients are independent of the value of $r_{1}$,
and furthermore they are proportional to $\delta m_{1} m_{1}^{\prime}$, $\delta m_{2} m_{2}^{\prime}$. This means that in Eq. (23) we have $\delta_{q_{1}-\gamma, q_{1}^{\prime}+\beta} \times \delta_{q_{2}-q+\alpha+\gamma, q_{2}^{\prime}+\alpha-\beta}$, or equivalently: $\delta_{q_{1}+q_{2}, q_{1}^{\prime}+q_{2}+q} \delta_{\gamma, q_{1}-q_{1}^{\prime}-8}$ and the last Kronecker delta allows us to eliminate the summation over $\gamma$ leaving only two sums in (23).
Hence, substituting Eq. (16), (18), and (48) into Eq. (23), dividing by the $S U(2)$ coefficient in (3) in order to have the $U(3)$ RWC, and subtracting $h_{3}^{\prime}$ from every $h_{s}, h_{s}^{\prime}$, $q_{s}, q_{s}^{\prime}$ in order to have the result valid for $h_{3}^{\prime} \neq 0$, we arrive at the following algebraic expression for the special $U(3)$ RWC we are discussing,

$$
\begin{align*}
& \left\langle\begin{array}{ccc}
h_{1}^{\prime} & h_{2}^{\prime} & h_{3}^{\prime} \\
q_{1}^{\prime} & q_{2}^{\prime}
\end{array} ; \begin{array}{cccc}
p & 0 & 0
\end{array} \| \begin{array}{ccc}
h_{1} & h_{2} & h_{3} \\
q_{1} & q_{2}
\end{array}\right\rangle=\delta_{h_{1}+h_{2}+h_{3}, h_{1}^{\prime}+h_{2}^{\prime}+h_{3}^{\prime}+p} \delta_{q_{1}+q_{2}, q_{1}^{\prime}+q_{2}^{\prime}+q} \\
& \times \sqrt{(p-q)!\left(q_{1}^{\prime}-q_{2}^{\prime}+1\right)\left(h_{1}-h_{2}+1\right)\left(h_{1}-h_{3}+2\right)\left(h_{2}-h_{3}+1\right)} \\
& \times \frac{\sqrt{\frac{\left(q_{1}-q_{1}^{\prime}\right)!\left(q_{2}-q_{2}^{\prime}\right)!\left(q_{1}-q_{2}^{\prime}+1\right)!}{\left(q_{1}^{\prime}-q_{2}\right)!}}}{\sqrt{\frac{\left(h_{1}-h_{1}^{\prime}\right)!\left(h_{2}-h_{2}^{\prime}\right)!\left(h_{3}-h_{3}^{\prime}\right)!\left(h_{1}-h_{2}^{\prime}+1\right)!\left(h_{1}-h_{3}^{\prime}+2\right)!\left(h_{2}-h_{3}^{\prime}+1\right)!}{\left(h_{1}^{\prime}-h_{2}\right)!\left(h_{2}^{\prime}-h_{3}\right)!\left(h_{1}^{\prime}-h_{3}+1\right)!}}} \\
& \times \frac{\sqrt{\frac{\left(h_{1}^{\prime}-q_{1}^{\prime}\right)!\left(h_{2}^{\prime}-q_{2}^{\prime}\right)!\left(h_{1}^{\prime}-q_{2}^{\prime}+1\right)!}{\left(q_{1}^{\prime}-h_{2}^{\prime}\right)!\left(q_{2}^{\prime}-h_{3}^{\prime}\right)!\left(q_{1}^{\prime}-h_{3}^{\prime}+1\right)!}}}{\sqrt{\frac{\left(h_{1}-q_{1}\right)!\left(h_{2}-q_{2}\right)!\left(h_{1}-q_{2}+1\right)!}{\left(q_{1}-h_{2}\right)!\left(q_{2}-h_{3}\right)!\left(q_{1}-h_{3}+1\right)!}}} \sum_{p_{1} p_{2}}(-) p_{1}+p_{2}\left(q_{1}^{\prime}-q_{2}^{\prime}+p_{1}-p_{2}+1\right) \\
& \times \frac{\left(q_{1}^{\prime}-h_{2}^{\prime}+p_{1}\right)!\left(q_{1}^{\prime}-h_{3}^{\prime}+1+p_{1}\right)!\left(q_{1}^{\prime}-q_{2}+p_{1}\right)!\left(h_{1}-q_{1}^{\prime}-p_{1}\right)!}{p_{1}!\left(q_{1}^{\prime}-q_{2}^{\prime}+1+p_{1}\right)!\left(h_{1}^{\prime}-q_{1}^{\prime}-p_{1}\right)!\left(q_{1}-q_{1}^{\prime}-p_{1}\right)!\left(q_{1}^{\prime}-h_{2}+p_{1}\right)!\left(q_{1}^{\prime}-h_{3}+1+p_{1}\right)!} \\
& \times \frac{\left(q_{1}^{\prime}-q_{2}^{\prime}-p_{2}\right)!\left(q_{2}^{\prime}-h_{3}^{\prime}+p_{2}\right)!\left(h_{1}-q_{2}^{\prime}+1-p_{2}\right)!\left(h_{2}-q_{2}^{\prime}-p_{2}\right)!}{p_{2}!\left(h_{1}^{\prime}-q_{2}^{\prime}+1-p_{2}\right)!\left(h_{2}^{\prime}-q_{2}^{\prime}-p_{2}\right)!\left(q-q_{1}+q_{1}^{\prime}-p_{2}\right)!\left(q_{1}^{\prime}-q_{2}+q+1-p_{2}\right)!\left(q_{2}^{\prime}-h_{3}+p_{2}\right)!} \\
& =\delta_{h_{1}+h_{2}+h_{3}, h_{1}^{\prime} h_{2} h_{3}} \delta_{q_{1}+q_{2}, q_{1}^{\prime}+q_{2}^{\prime}+q} \sqrt{(p-q)!} S_{22}\left(q_{s}^{\prime} ; q_{s}^{\prime}\right) S_{22}\left(q_{s} ; q_{s}^{\prime}\right) \frac{S_{33}\left(h_{s} ; h_{s}\right) S_{32}\left(h_{s}^{\prime} ; q_{s}^{\prime}\right)}{S_{33}\left(h_{s} ; h_{s}^{\prime}\right) S_{32}\left(h_{s} ; q_{s}\right)} \\
& \times \sum_{p_{1} p_{2}}(-)^{p_{1}+p_{2}}\left(\frac{S_{32}\left(h_{s} ; q_{s}^{\prime}+p_{s}\right) S_{22}\left(q_{s}^{\prime}+p_{s} ; q_{s}^{\prime}+p_{s}\right)}{S_{32}\left(h_{s}^{\prime} ; q_{s}^{\prime}+p_{s}\right) S_{22}\left(q_{s}^{\prime}+p_{s} ; q_{s}^{\prime}\right) S_{22}\left(q_{s} ; q_{s}^{\prime}+p_{s}\right)}\right)^{2} . \tag{25}
\end{align*}
$$

## 3. THE MONOMIAL WIGNER COEFFICIENT $\left|\begin{array}{c}\gamma \\ p \\ 0 \\ 0 \\ 0\end{array}\right|$

To complete the proof of the validity of formula (25) for the $U(3)$ RWC, we have yet to obtain the value of the special coefficient given in Eq. (24). As the derivation of this type of coefficients for $U(n)$ is just as easy as for $U(3)$, we shall discuss the general case, i.e., we shall obtain an algebraic expression for the $U(n)$ Wigner coefficient,

$$
\left\langle\begin{array}{ccccc|ccc}
h_{1}^{\prime} & \ldots & h_{n-1}^{\prime} 0 & p & \ldots & 0 & h_{1} & \ldots \tag{26}
\end{array} h_{n-1} h_{n},\right.
$$

where the word "max" means that the corresponding Gel'fand state is of highest weight (maximal) in $U(n-2)$,
To begin with, if we factorize the coefficient (26) into a product $[U(n-1)$ Wigner coeff $] \times[U(n)$ RWC], the first factor is
$\left(\begin{array}{cccc|ccc}m_{1}^{\prime} & \ldots & m_{n-1}^{\prime} & 0 & \ldots & 0 & m_{1} \ldots l \\ r_{1} & \ldots & m_{n-1} \\ r_{n-2} & 0 & \ldots & 0 & r_{1} \ldots c & r_{n-2} \\ \max & \max & \max \end{array}\right\rangle=\prod_{s=1}^{n=1} \delta_{m_{s} m_{s}^{\prime}}$
and as the RWC does not depend on $r_{s}$, we see that the whole coefficient (26) is independent of $r_{s}$.
The derivation of the coefficient (26) will be done in two steps. In the first step, we shall express (26) as a multiple of a Wigner coefficient of the same type as
(26) but specialized to $m_{s}=m_{s}^{\prime}=h_{s}^{\prime}, s=1,2, \ldots$, $n-1$; the proportionality factor will be found by solving a recursion formula for Wigner coefficients. In the second step, the specialized coefficient that appeared in the first step, will be determined by combining some results of Refs. 9 and 10.
The method to obtain recursion relations for Wigner coefficients is well known ${ }^{15}$; let us briefly recall in what it consists, taking the case of $S U(2)$ for the sake of simplicity. One considers

$$
\begin{equation*}
\Psi_{J M}^{j_{1} j_{2}}=\sum_{m_{1} m_{2}}\left\langle j_{1} m_{1} ; j_{2} m_{2} \mid J M\right\rangle \psi_{j_{1} m_{1}}^{(1)} \psi_{j_{2} m_{2}}^{(2)} \tag{28}
\end{equation*}
$$

and apply on it a generator of $\operatorname{SU}(2)$, for instance $J_{+} \equiv$ $J_{+}^{(1)}+J_{+}^{(2)}$, to obtain

$$
\begin{gather*}
J_{+} \Psi_{J M}^{j_{1} j_{2}}=\sum_{m_{1} m_{2}}\left\langle j_{1} m_{1} ; j_{2} m_{2} \mid J M\right\rangle\left\{\psi_{j_{2} m_{2}}^{(2)} J_{+}^{(1)} \psi_{j_{1} m_{1}}^{(1)}\right. \\
\left.+\psi_{j_{1} m_{1}}^{(1)} J_{+}^{(2)} \psi_{j_{2} m_{2}}^{(2)}\right\} \tag{29}
\end{gather*}
$$

But it is known that

$$
J_{+} \Psi_{J M}^{j_{1} j_{2}}=N(J M) \Psi_{J M+1}^{j_{j} j_{2}},
$$

where $N(J M)$ is an algebraic factor whose precise value does not concern us for the moment. So the lefthand side of (29) becomes

$$
\begin{equation*}
\sum_{m_{1} m_{2}}\left\{N(J M)\left\langle j_{1} m_{1} ; j_{2} m_{2} \mid J M+1\right\rangle\right\} \psi_{j_{1} m_{1}}^{(1)} \psi_{j_{2} m_{2}}^{(2)} \tag{29a}
\end{equation*}
$$

and the right-hand side of (29) becomes, after changes of dummy indices,

$$
\begin{align*}
& \sum_{m_{1} m_{2}}\left\{N\left(j_{1}, m_{1}-1\right)\left\langle j_{1} m_{1}-1 ; j_{2} m_{2} \mid J M\right\rangle\right. \\
&\left.+N\left(j_{2}, m_{2}-1\right)\left\langle j_{1} m_{1} ; j_{2} m_{2}-1 \mid J M\right\rangle\right\} \psi_{j_{1} m_{1}}^{(1)} \psi_{j_{2} m_{2}}^{(2)} \tag{29b}
\end{align*}
$$

The coefficient of $\psi_{j_{1} m_{1}}^{(1)} \psi_{j_{2} m_{2}}^{(2)}$ in (29a) must be equal to the coefficient of the same term in (29b), and this equality gives the desired recursion formula for Wigner coefficients.

Let us now derive a recursion formula for Wigner coefficients of $U(n)$. From the known ${ }^{12} \mathrm{ME}$ of the generator $\mathbb{C}_{n-1 n}$ of $U(n)$ with respect to $U(n)$ Gel'fand states, we have

$$
\begin{gather*}
e_{n-1 n}\left|\begin{array}{c}
h_{1} \cdots h_{n-1} \\
m_{1} \cdots m_{n-1} \\
r_{1} \cdots r_{n-2} \\
\max
\end{array}\right|=\sum_{T=1}^{n-1} N_{T}\left(h_{s}, m_{s}, r_{s}\right) \\
\times\left|\begin{array}{c}
h_{1} \cdots h_{n-1} \\
m_{1}+\delta_{\tau 1} \quad m_{2}+\delta_{r 2} \cdots m_{n-1}+\delta_{T n-1} \\
r_{1} \cdots r_{n-2} \\
\max
\end{array}\right| \tag{30}
\end{gather*}
$$

with
$N_{\tau}\left(h_{s}, m_{s}, r_{s}\right)$

$$
\begin{equation*}
=\sqrt{\frac{-\prod_{\substack{s=1}}^{n}\left(h_{s}-m_{r}+\tau-s\right) \prod_{\substack{s=1 \\ s \neq t}}^{n-1}\left(m_{s}-m_{\tau}+\tau-s-1\right)}{\left.m_{\tau}+\tau-s-1\right)\left(m_{s}-m_{\tau}+\tau-s\right)}} \tag{31}
\end{equation*}
$$

From here, by a method entirely similar to that described above for the case of $S U(2)$, we obtain the following recursion formula for the particular Wigner coefficients of $U(n)$ that we are considering in this paper:

$$
\begin{align*}
& \sum_{\tau=1}^{n-1} N_{\tau}\left(h_{s}, m_{s}, r_{s}\right)\left(\begin{array}{ccc|ccc}
m_{1}^{\prime} & \cdots & m_{n-1}^{\prime} & q 0 \cdots & \cdots & m_{1}+\delta_{\tau 1} \\
r_{1}^{\prime} & \cdots & r_{n-2}^{\prime}+\delta_{\tau 2} & \cdots & m_{n-1}+\delta_{\tau n-1} \\
\max & & \max & 0 & r_{1} & r_{2} \cdots
\end{array}\right) \\
& =\sum_{\tau=1}^{n-1} N_{\tau}\left(h_{s}^{\prime}, m_{s}^{\prime}-\delta_{\tau s}, r_{s}^{\prime}\right)\left\{\begin{array}{ccc|c}
m_{1}^{\prime}-\delta_{\tau 1} m_{2}^{\prime}-\delta_{\tau 2} \cdots m_{n-1}^{\prime}-\delta_{\tau n-1} & q 0 \cdots & m_{1} \cdots m_{n-1} \\
r_{1}^{\prime} & r_{2}^{\prime} \cdots r_{n-2}^{\prime} & r 0 \cdots & m_{1} \\
\max _{1} \cdots r_{n-2} \\
\max
\end{array}\right\rangle \\
& +N_{1}(p ; q-1, r)\left(\begin{array}{ccc|ccc}
m_{1}^{\prime} & \cdots & m_{n-1}^{\prime} & q-10 \cdots 0 & m_{1} \cdots m_{n-1} \\
r_{1}^{\prime} \cdots & \cdots & r_{n-2}^{\prime} ; & r 0 \cdots 0 & r_{1} \cdots & \cdots r_{n-2} \\
\max & \max & \max
\end{array}\right\rangle \tag{32}
\end{align*}
$$

[We have suppressed in (32) all the $U(n)$ labels of the Wigner coefficients, namely: ( $h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0$ ), ( $p 0 \cdots 0$ ) and $\left.\left(h_{1} \cdots h_{n-1} h_{n}\right).\right]$

Now let us select a fixed number: $k, 1 \leqslant k \leqslant n-1$. When we specialize formula (32) to the case $q=r=0$,
$m_{s}^{\prime}=m_{s}+\delta_{s k}, s=1,2, \cdots, n-1$, then all but two terms in (32) vanish because the Wigner coefficients in them do not meet the condition expressed on the right side of (27). The only two surviving terms are the term with $\tau=k$ on the left of (32), and the term with $\tau=k$ on the right of (32), which give

$$
\begin{aligned}
& N_{k}\left(h_{s}, m_{s}, r_{s}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \times\left|\begin{array}{cccccc}
h_{1} & & & & & \\
m_{1} & \cdots & m_{k-1} & m_{k}+1 & m_{n+1} & h_{n-1} \\
& & h_{n} \\
& & & & & m_{n-1}
\end{array}\right\rangle \\
& =N_{k}\left(h_{s}^{\prime}, m_{s}, r_{s}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \left\lvert\, \begin{array}{cccccc}
h_{1} & \cdot & \cdot & \cdots & h_{n-1} & h_{n} \\
m_{1} & \cdots & m_{k-1} & m_{k} & m_{k+1} & \cdots
\end{array} m_{n-1}\right., \tag{33}
\end{align*}
$$

In writing (33) we have availed ourselves of the inde-
pendence of the coefficients (26) with respect to $r_{s}$ to choose for the $r_{s}=r_{s}^{\prime}$ in the Wigner coefficients, values such that all states involved are maximal in $U(n-1)$

Formula (33) is clearly a recursion relation for the index $m_{k}$, which allows one to express the Wigner coefficient with arbitrary $m_{k}$ as a multiple of the Wigner coefficient with $m_{k}=h_{k}^{\prime}$ and same values of the other $m_{s}, s \neq k$. Noticing that, according to (31),

$$
\begin{align*}
& \frac{N_{k}\left(h_{s}, m_{s}, r_{s}\right)}{N_{k}\left(h_{s}^{\prime}, m_{s}, r_{s}\right)} \\
& \quad=\sqrt{\frac{\prod_{s=1}^{k}\left(h_{s}-m_{k}+k-s\right) \prod_{s=k+1}^{n}\left(m_{k}-h_{s}+s-k\right)}{\prod_{s=1}^{k}\left(h_{s}^{\prime}-m_{k}+k-s\right) \prod_{s=k+1}^{n}\left(m_{k}-h_{s}^{\prime}+s-k\right)}} \tag{34}
\end{align*}
$$

(where we have split $\Pi_{s=1}^{n}$ in the form indicated above in order to have all factors positive), we obtain from (33), by iteration, the following result;
with

$$
\begin{equation*}
F_{k}=\sqrt{\frac{\prod_{s=1}^{k}\left(h_{s}-m_{k}+k-s\right)!\prod_{s=k+1}^{n}\left(h_{k}^{\prime}-h_{s}+s-k-1\right)!\prod_{s=1}^{k}\left(h_{s}^{\prime}-h_{k}^{\prime}+k-s\right)!\prod_{s=1}^{n}\left(h_{s}-h_{k}^{\prime}+k-s\right)!\prod_{s=k+1}^{n}\left(m_{k}-h_{s}+s-k-1\right)!h_{s=1}^{k}\left(h_{s}^{\prime}-m_{k}+k-s\right)!\prod_{s=k+1}^{n}\left(h_{k}^{\prime}-h_{s}^{\prime}+s-k-1\right)!}{l}} \tag{36}
\end{equation*}
$$

This result is valid for any $k, k=1,2, \ldots, n-1$; so by combination of the $n-1$ cases we arrive at
$\left\langle\begin{array}{cc|c}h_{1}^{\prime} \ldots h_{n-1}^{\prime} 0 & p 0 \cdots & h_{1} \cdots h_{n-1} h_{n} \\ m_{1} \ldots m_{n-1} ; & 0 \cdots & 0 \\ \max & \max & m_{1} \cdots m_{n-1} \\ \max \end{array}\right\rangle$
$=\prod_{k=1}^{n-1} F_{k}\left\langle\begin{array}{cccc|cc}h_{1}^{\prime} \cdots & h_{n-1}^{\prime} 0 & p 0 & \cdots & 0 & h_{1} \cdots\end{array} h_{n-1} h_{n}\right.$,

Let us note that according to the definition of the $S_{n n-1}(h ; m)$ given in Sec.II,
$S_{n n-1}\left(h_{s} ; \mathrm{m}_{s}\right)=\sqrt{\prod_{\prod_{k=1}^{n-1} \prod_{s=1}^{k}\left(h_{s}-m_{k}+k-s\right)!}^{\prod_{s=k+1}^{n}\left(m_{k}-h_{s}+s-k-1\right)!}}$.

Then, if we denote the four products that appear in the numerator of (36) by $N_{1}(k), N_{2}(k), N_{3}(k)$, and $N_{4}(k)$ in the order in which they are written, and similarly denote the four products in the denominator of (36) by $D_{1}(k), D_{2}(k), D_{3}(k)$, and $D_{4}(k)$, we have

$$
\begin{align*}
& \sqrt{\prod_{k=1}^{n-1} \frac{N_{1}(k)}{D_{2}(k)}}=S_{n n-1}\left(h_{s} ; m_{s}\right) \\
& \sqrt{\prod_{k=1}^{n-1} \frac{D_{1}(k)}{N_{2}(k)}}=S_{n-1}\left(h_{s} ; h_{1}^{\prime} \cdots h_{n-1}^{\prime}\right) \\
& \sqrt{\prod_{k=1}^{n-1} \frac{N_{3}(k)}{D_{4}(k)}}=S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; h_{1}^{\prime} \cdots h_{n-1}^{\prime}\right) \\
& \sqrt{\prod_{k=1}^{n-1} \frac{D_{3}(k)}{N_{4}(k)}}=S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; m_{s}\right) \tag{39}
\end{align*}
$$

which shows that the algebraic factor on the righthand side of (37) is

$$
\begin{align*}
\prod_{k=1}^{n-1} F_{k}= & \frac{S_{n n-1}\left(h_{1} \cdots h_{n} ; m_{1} \cdots m_{n-1}\right)}{S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; m_{1} \cdots m_{n-1}\right)}  \tag{43}\\
& \times \frac{S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; h_{1}^{\prime} \cdots h_{n-1}^{\prime}\right)}{S_{n n-1}\left(h_{1} \cdots h_{n} ; h_{1}^{\prime} \cdots h_{n-1}^{\prime}\right)} \tag{40}
\end{align*}
$$

It only remains to determine the last Wigner coefficient in (37). This can be done by means of the following reasoning. In Ref. 8 it has been shown that the Wigner coefficient on the right-hand side of (37) is equal to the scalar product

$$
\begin{align*}
& \times\left(\begin{array}{c}
\max \\
h_{1}^{\prime} \cdots h_{n-1}^{\prime} \\
h_{1} h_{2} \cdots h_{n-1} h_{n} \\
h_{1}^{\prime} \cdots h_{n-1}^{\prime} \\
\max
\end{array}\right)|0\rangle, \tag{41}
\end{align*}
$$

of $U\left(n^{2}\right) \supset U(n) \times U(n)$ states, of the type defined in Sec. II. But according to the "factorization lemma" of Ref. (9), the scalar product (41) is, at the same time, equal to

$$
\begin{align*}
& \sqrt{\frac{M\left(\left[h_{1} \cdots h_{n}\right]\right)}{M\left(\left[h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0\right) M([p 0 \cdots 0])\right.}} \\
& \times\left\langle\begin{array}{cc|ccc}
h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 & p 0 \cdots & h_{1} \cdots h_{n-1} h_{n} \\
h_{1}^{\prime} \cdots h_{n-1}^{\prime} ; & 0 \cdots & \cdots & h_{1}^{\prime} \cdots h_{n-1}^{\prime} \\
\max & \max & \max
\end{array}\right\rangle^{2}, \tag{42}
\end{align*}
$$

where $M\left(\left[h_{s}\right]\right)$ is the so called 7 measure of the highest weight tableau, and is given by

$$
\begin{align*}
&\left\langle\begin{array}{cc|c}
h_{1}^{\prime} \cdots h_{n-1}^{\prime} & 0 & p 0 \cdots 0 \\
m_{1}^{\prime} \cdots m_{n-1}^{\prime} & ; & 0 \cdots 0 \\
\max & \max & h_{1} \cdots h_{n-1} h_{n} \\
m_{1} \cdots m_{n-1}
\end{array}\right\rangle \\
&=\delta_{m_{1} m_{1}^{\prime} \cdots \delta_{m_{n-1}} m_{n-1}^{\prime}} \begin{array}{l}
\text { max }
\end{array} \frac{S_{n n-1}\left(h_{1} \cdots h_{n} ; m_{1} \cdots m_{n-1}\right) S_{n n}\left(h_{s} ; h_{s}\right)}{S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; m_{1} \cdots m_{n-1}\right) S_{n n}\left(h_{1} \cdots h_{n} ; h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0\right)} \tag{48}
\end{align*}
$$

Specializing to $n=3$, we have the result used in Sec.
2 to obtain the algebraic expression (25) of the $U(3)$
RWC.
One may also obtain this same result from the pattern calculus. The boson polynomial,

$$
B\left(\begin{array}{ccc} 
& 0 & \\
0 & 0 \\
p & 0 & 0 \\
0 & 0
\end{array}\right)=\left(a_{3}^{3}\right)^{p}
$$

has two different formulations, using the factorization lemma. The first formulation is

$$
M\left(\left[h_{1} \cdots h_{n}\right]\right)=\frac{\prod_{s=1}^{n}\left(h_{s}+n-s\right)!}{\prod_{r<s}^{r}\left(h_{r}-h_{s}+s-r\right)}
$$

Hence we deduce that

$$
\begin{array}{r}
\left.\begin{array}{cc|cc}
h_{1}^{\prime} \cdots h_{n-1}^{\prime} & 0 & p 0 \cdots 0 & h_{1} \cdots h_{n-1} \\
h_{1}^{\prime} \cdots h_{n-1}^{\prime} & 0 \cdots 0 & h_{1}^{\prime} \cdots h_{n-1}^{\prime} \\
\max & \max & \max
\end{array}\right\rangle \\
=\sqrt{\frac{M\left(\left[h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0\right] M([p 0 \cdots 0])\right.}{M\left(\left[h_{1} \cdots h_{n}\right]\right)}} . \tag{44}
\end{array}
$$

We shall write the Wigner coefficient (44) in terms of the $S_{k m}$ functions defined in Sec.2. With this purpose in mind, let us note the following relations among the $S_{k m}$ and the measure of the highest weight tableau given in (43):

$$
\begin{align*}
& {\left[M\left(\left[h_{1} \cdots h_{n}\right]\right)\right]^{1 / 2}} \\
& \quad=\frac{S_{n n}\left(h_{1} \cdots h_{n} ; h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0\right)}{S_{n n-1}\left(h_{1} \cdots h_{n} ; h_{1}^{\prime} \cdots h_{n-1}^{\prime}\right) S_{n n}\left(h_{s} ; h_{s}\right)},  \tag{45}\\
& \quad\left[M\left(\left[h_{1} \cdots h_{n-1} 0\right]\right)\right]^{-1 / 2} \\
& \quad=S_{n n-1}\left(h_{1} \cdots h_{n-1} 0 ; h_{1} \cdots h_{n-1}\right) \tag{46}
\end{align*}
$$

In formula (45) the $h_{s}^{\prime}$ are arbitrary, except for the fact that they must obey the betweenness relations $h_{s} \geqslant h_{s}^{\prime} \geqslant h_{s+1}$. Note incidentally, that $S_{n n}\left(h_{s} ; h_{s}\right)$ is related to the dimension $\Delta_{n}\left(h_{1} \cdots h_{n}\right)$ of the IR [ $h_{1} \cdots h_{n}$ ] of $U(n)$; in fact

$$
\begin{aligned}
{\left[S_{n n}\left(h_{s} ; h_{s}\right)\right]^{2}=\prod_{i<j}^{n}\left(h_{i}-\right.} & \left.h_{j}+j-i\right) \\
& =\Delta_{n}\left(h_{1} \cdots h_{n}\right) \prod_{k=1}^{n-1} k!
\end{aligned}
$$

Using the previous formulas and (40) to express all the right-hand side of (37) in terms of $S_{k m}$, we have the final result:
$\qquad$
[obtained by applying the lemma to $a_{3}^{3}$ itself which is

$$
\left.B\left(\begin{array}{ccc} 
& 0 & \\
& 0 & \\
1 & 0 & \\
& 0 & 0
\end{array}\right)\right]
$$

is $B(p 00)=\left\langle M-1 / 2 \sum_{\gamma}\left\langle\begin{array}{lll}1 & \gamma & \\ 0 & 0 & 0 \\ & 0\end{array}\right\rangle\left\langle\begin{array}{lll}1 & \gamma & 0 \\ 0 & 0 & 0\end{array}\right\rangle M 1 / 2\right)$.
One then uses the pattern calculus rules 5,14 to obtain an explicit monomial expression for the Wigner coefficient


Let us note parenthetically the correspondences


Since these operators have, with respect to each other, opposing arrows (indicating associated noncommutativity) in the $U(3)$ "denominator" only, we find

$$
\left.\left[\begin{array}{lll} 
& \Gamma &  \tag{52}\\
p & 0 & 0 \\
& 0 & 0
\end{array}\right]=\frac{p!}{\alpha!\beta!\gamma!}\left[\begin{array}{ccc} 
& \alpha & \\
& 0
\end{array}\right] \begin{array}{ccc} 
& 0+\beta & 0 \\
p & 0 & 0 \\
0 & 0
\end{array}\right]_{R} \cdot D_{\alpha \beta \gamma}^{(3)}
$$

where $\gamma \equiv p-\alpha-\beta$, and the $U(3)$ monomial "denominator" $D_{\alpha \beta \gamma}^{(3)}$ is known explicitly. (This and other similar results will be discussed in more detail in a future paper.)

## 4. THE U(n) CASE

All the steps followed in the last two sections for the derivation of the $U(3)$ RWC can be repeated in the derivation of the $U(n)$ RWC associated with the Kronecker product $\left[h_{1}^{\prime} \cdots h_{n}^{\prime}\right] \times[p 0 \cdots 0]$ of IR of $U(n)$. We proceed now to give the results of this case.

As the analysis is so similar to that of the $U(3)$ case, we shall skip all the unessential details.
We first evaluate the Wigner coefficient


$$
\begin{align*}
&=\left(\left\lvert\,\left(\begin{array}{ccc}
\max \\
h_{1}^{\prime} & \cdots & h_{n-1}^{\prime} \\
h_{1}^{\prime} h_{2}^{\prime} & \cdots & h_{n-1}^{\prime}
\end{array}\right)^{q_{1}^{\prime}} \cdots \cdots\right.\right. \\
& q_{n-1}^{\prime}  \tag{53}\\
& q_{1}^{\prime} \cdots
\end{align*} q_{n-2}^{\prime}\binom{\max }{\max }^{\dagger}\left(\begin{array}{ccc}
p 0 & \cdots & 0 \\
q 0 & \cdots & 0 \\
0 \cdots & \cdots & 0 \\
\max
\end{array}\right)^{\dagger} .
$$

The $U(n)$ RWC is then the quotient of the coefficient (53) by the $U(n-1)$ Wigner coefficient
$\left\langle\begin{array}{cc|c}q_{1}^{\prime} \cdots q_{n-2}^{\prime} q_{n-1}^{\prime} & q 0 \cdots 0 & q_{1} \cdots q_{n-2} q_{n-1} \\ q_{1}^{\prime} \cdots q_{n-2}^{\prime} & ; & 0 \cdots\end{array} q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right.$,
whose algebraic expression was obtained in Sec. 3. The result is given by Eq. (48) making the appropriate changes; in particular, we have to subtract $q_{n-1}^{\prime}$ from every $q_{s}^{\prime}$ and $q_{s}$, but noticing that for any fixed number $\alpha$,

$$
\begin{align*}
S_{n m}\left(h_{1}-\alpha, \ldots,\right. & \left.h_{n}-\alpha ; q_{1}-\alpha, \ldots, q_{m}-\alpha\right) \\
& \equiv S_{n m}\left(h_{1}, \ldots, h_{n} ; q_{1}, \ldots, q_{m}\right) \tag{55}
\end{align*}
$$

we find that the $U(n-1)$ Wigner coefficient in Eq. (54) has the value

$$
\begin{equation*}
\sqrt{q!} \frac{S_{n-1 n-2}\left(q_{s} ; q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right) S_{n-1 n-1}\left(q_{s} ; q_{s}\right)}{S_{n-1 n-2}\left(q_{s}^{\prime} ; q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right) S_{n-1 n-1}\left(q_{s} ; q_{s}^{\prime}\right)} \tag{56}
\end{equation*}
$$

For the middle state in (53) we have an expression similar to (6), namely

$$
\left(\begin{array}{cc}
\max  \tag{57}\\
0 & \cdots \\
p 0 & 0 \\
p 0 & 0 \\
q 0 & \cdots
\end{array}\right)=\sqrt{\frac{(p-q)!}{p!q!}}\binom{e_{n-1}}{0}^{q}\left(\begin{array}{c}
\max \\
0 \\
\max
\end{array}\right)\binom{0}{p 0}
$$

and using formula (7) again, we obtain this expression for the Wigner coefficient in (53):

In the appendix we shall prove that

$$
\begin{align*}
& \mathfrak{e}_{n-1 n}^{k} \\
& \times \begin{array}{c}
h_{1} \cdots h_{n-1} h_{n} \\
q_{1} \cdots q_{n-1} \\
r_{1} \cdots r_{n-2} \\
\max
\end{array} \left\lvert\,=\mathrm{k}!\sum_{\substack{\rho_{1} \cdots \rho_{n-1} \\
\left(\rho_{1}+\cdots+\rho_{n-1}=k\right)}} \frac{S_{n-1 n-1}\left(q_{s}+\rho_{s} ; q_{s}+\rho_{s}\right) S_{n-1 n-1}\left(q_{s} ; q_{s}\right)}{\left[S_{n-1 n-1}\left(q_{s}+\rho_{s} ; q_{s}\right)\right]^{2}}\right.  \tag{59}\\
& \left.\times \frac{S_{n-1 n-2}\left(q_{s}+\rho_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}\right)}{S_{n-1 n-2}\left(q_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}+\rho_{s}\right)} \right\rvert\, \begin{array}{cc}
h_{1} \cdots h_{n-1} \\
q_{1}+\rho_{1} \cdots q_{n-1}+\rho_{n-1} \\
r_{1} \cdots r_{n-2} \\
\max
\end{array}
\end{align*}
$$

and by Hermitian conjugation we deduce from here that

$$
\begin{align*}
& \mathbb{C}_{n n-1}^{k}\left|\begin{array}{c}
h_{1} \cdots h_{n-1} h_{n} \\
q_{1} \cdots q_{n-1} \\
r_{1} \cdots r_{n-2} \\
\max
\end{array}\right|=k!\sum_{\substack{\rho_{1} \cdots \rho_{n-1} \\
\left(\rho_{1}+\cdots+\rho_{n-1}=k\right)}} \frac{S_{n-1 n-1}\left(q_{s} ; q_{s}\right) S_{n-1 n-1}\left(q_{s}-\rho_{s} ; q_{s}-\rho_{s}\right)}{\left[S_{n-1 n-1}\left(q_{s} ; q_{s}-\rho_{s}\right)\right]^{2}} \\
& \times \frac{S_{n-1 n-2}\left(q_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}-\rho_{s}\right)}{S_{n-1 n-2}\left(q_{s}-\rho_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}\right)}\left|\begin{array}{c}
h_{1} \cdots h_{n-1} h_{n} \\
\rho_{1} \cdots q_{n-1}-\rho_{n-1} \\
r_{1} \cdots r_{n-2} \\
\max
\end{array}\right| . \tag{60}
\end{align*}
$$

Substitution of the last two results into Eq. (58) leads us to the conclusion that the Wigner coefficient in (53) is equal to

$$
\begin{align*}
& (p)-1 / 1 / \max \\
& \binom{p}{q}^{-1 / 2} \\
& \underset{\substack{\alpha \rho_{1} \cdots \rho_{n-1} \sigma_{1} \cdots \sigma_{n-1} \\
\left(\rho_{1}+\cdots+\rho_{n-1}=\alpha\right) \\
\left(\sigma_{1}+\cdots+\sigma_{n-1}=q-\alpha\right)}}{\sum(-)^{\alpha}<0} \ll / \mid q_{1}^{\prime}+ \\
& \times \frac{S_{n-1 n-1}\left(q_{s} ; q_{s}\right) S_{n-1 n-1}\left(q_{s}-\sigma_{s} ; q_{s}-\sigma_{s}\right) S_{n-1 n-2}\left(q_{s} ; q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right) S_{n n-1}\left(h_{s} ; q_{s}-\sigma_{s}\right)}{\left[S_{n-1 n-1}\left(q_{s} ; q_{s}-\sigma_{s}\right)\right]^{2} S_{n-1 n-2}\left(q_{s}-\sigma_{s} ; q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right) S_{n n-1}\left(h_{s} ; q_{s}\right)} \\
& \times \frac{S_{n-1 n-1}\left(q_{s}^{\prime}+\rho_{s} ; q_{s}^{\prime}+\rho_{s}\right) S_{n-1 n-1}\left(q_{s}^{\prime} ; q_{s}^{\prime}\right) S_{n-1 n-2}\left(q_{s}^{\prime}+\rho_{s} ; q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right) S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; q_{s}^{\prime}\right)}{\left[S_{n-1 n-1}\left(q_{s}^{\prime}+\rho_{s} ; q_{s}^{\prime}\right)\right]^{2} S_{n-1 n-2}\left(q_{s}^{\prime} ; q_{1}^{\prime} \cdots q_{n-2}^{\prime}\right) S_{n n-1}\left(h_{1}^{\prime} \cdots h_{n-1}^{\prime} 0 ; q_{s}^{\prime}+\rho_{s}\right)} . \tag{61}
\end{align*}
$$

Now the ME appearing on (61) is nothing else but the particular $U(n)$ Wigner coefficient evaluated in Sec. 3 and given in Eq. (48). [Recall that it was shown that this coefficient is independent of the $U(n-2)$ labels.] When we substitute the value of this coefficient into Eq. (61), it brings in ( $n-1$ ) Kronecker deltas: $\delta_{q_{s}^{\prime}+\rho_{s}, q_{s}-\sigma_{s}}, s=1,2, \ldots, n-1$. The two conditions $\rho_{1}+\cdots+\rho_{n-1}=\alpha, \sigma_{1}+\cdots+\sigma_{n-1}=q-\alpha$, are equivalent to multiplication of (61) by $\delta_{\alpha, \rho_{1}+\cdots+\rho_{n-1}}$ $\delta_{q-\alpha, \sigma_{1}+\ldots+\sigma_{n-1}}$. Hence we can use the first ( $n-1$ )

Kronecker deltas to get rid of all the summations over $\sigma_{s}$ in (61), then use $\delta_{\alpha, \rho_{1}+\cdots+\rho_{n-1}}$ to eliminate the summation over $\alpha$, and the last Kronecker delta then becomes $\delta_{q+q_{1}^{\prime}+\cdots+q_{n-1}^{\prime}, q_{1}+\cdots+q_{n-1}}$.
Following the mentioned steps, dividing (61) by the $U(n-1)$ Wigner coefficient in (56), and furthermore subtracting $h_{n}^{\prime}$ from every $h_{s}^{\prime}, h_{s}, q_{s}^{\prime}$, and $q_{s}$, we have the final result for the $U(n)$ RWC associated with the Kronecker product $\left[h_{1}^{\prime} \cdots h_{n}^{\prime}\right] \times[p 0 \cdots 0]$ of IR of $U(n)$ :

$$
\left.\begin{array}{l}
\left\langle\begin{array}{c}
h_{1}^{\prime} \cdots h_{n-1}^{\prime} h_{n}^{\prime} ; ~
\end{array} \begin{array}{c}
p 0 \cdots 0 \\
q_{1}^{\prime} \cdots q_{n-1}^{\prime}
\end{array} \quad\right| \begin{array}{c}
h_{1} \cdots h_{n-1} h_{n} \\
q 0 \cdots 0
\end{array} q_{1} \cdots q_{n-1}
\end{array}\right\rangle
$$

with $\bar{q}_{s}=q_{s}^{\prime}+\rho_{s}, s=1,2, \ldots, n-1$.

## 5. COMMENTS

We have derived in this paper an explicit algebraic formula [Eq. (62)] for the reduced Wigner coefficients involved in the Kronecker product of $\operatorname{IR}$ of $U(n)$ :

$$
\left[\begin{array}{lll}
h_{1}^{\prime} & \cdots & h_{n}^{\prime}
\end{array}\right] \times\left[\begin{array}{lll}
p 0 & \cdots & 0
\end{array}\right] .
$$

It should be noted that this is the most general multi-plicity-free Kronecker product on $U(n)$, so the case we have analyzed is the only one in which the Wigner coefficients are uniquely defined (except for a phase factor) by the group itself. In the case of $U(3)$ there exists also a canonical definition of Wigner coefficients ${ }^{10}$ even for general (nonmultiplicity-free) Kronecker products; to our knowledge this is the only case in which such an extension has been achieved.

It has been brought to our attention that a result equivalent to our formula (62) was obtained earlier by Jucys. ${ }^{16 a}$ The analysis of Jucys is based on pro-
perties of the symmetric group $S(n)$, and his result is expressed in terms of functions over the symmetric group; whereas our result appears in terms of the functions $S_{n m}$, introduced in the present paper, which are expressed directly in terms of the quantum labels of the initial and final Gel'fand states.

The authors of this paper want to thank the referee for having pointed out to them Ref. 16b. In that paper results identical to our equations (48), (59), and (62) are obtained by methods slightly different to those followed by us.
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## APPENDIX

In this appendix we shall give the proof of Eq. (59) in the text, concerning the ME of a power of the $U(n)$ generator $\mathbb{C}_{n-1 n}$ with respect to $U(n)$ Gel'fand States.
Using the Gel'fand-Zetlin results ${ }^{12}$ for the ME of $\mathfrak{C}_{n-1 n}$, we have

$$
\begin{align*}
& \left\langle\begin{array}{c|c}
\begin{array}{c}
h_{s} \\
q_{s} \\
r_{s} \\
\max
\end{array} & \mathfrak{C}_{n-1 n}^{k+1} \\
q_{s}-\rho_{s} \\
r_{s} \\
\max
\end{array}\right\rangle \\
& \quad=\sum_{\tau=1}^{n-1} N_{\tau}\left(\begin{array}{c|c}
h_{s} \\
q_{s} \\
r_{s} & \mathfrak{C}_{n-1 n}^{k} \\
\max
\end{array}\left|\begin{array}{c}
q_{s}-\rho_{s}+\delta_{\tau s} \\
r_{s} \\
\max
\end{array}\right\rangle\right. \tag{A1}
\end{align*}
$$

with

$$
\begin{equation*}
N_{\tau}=\frac{\sqrt{-\prod_{s=1}^{n}\left(h_{s}-q_{\tau}+\rho_{\tau}+\tau-s\right) \prod_{s=1}^{n-2}\left(r_{s}-q_{\tau}+\rho_{\tau}+\tau-s-1\right)}}{\sqrt{\substack { n-1 \\
\begin{subarray}{c}{s=1 \\
s \neq \tau{ n - 1 \\
\begin{subarray} { c } { s = 1 \\
s \neq \tau } }\end{subarray}}\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s-1\right)\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s\right)} . \tag{A2}
\end{equation*}
$$

In the Gel'fand states above, $h_{s}, q_{s}$, and $r_{s}$ are a generic designation for the IR labels of $U(n), U(n-1)$, and $U(n-2)$, respectively; and in order to obtain nonvanishing results, the nonnegative integers $\rho_{s}$ must satisfy the condition ${ }^{12}$

$$
\begin{equation*}
\sum_{s=1}^{n-1} \rho_{s}=k+1 \tag{A3}
\end{equation*}
$$

Equation (A1) is a recursion formula for the ME of $\mathfrak{C}_{n-1 n}^{k}$; we shall obtain the solution of this recursion by the induction method. We make the following conjecture:
$\left\langle\begin{array}{c}h_{s} \\ q_{s} \\ r_{s} \\ \max \end{array}\right| \mathfrak{e}_{n-1 n}^{k}\left|\begin{array}{c}h_{s} \\ q_{s}^{\prime} \\ r_{s} \\ \max \end{array}\right\rangle=\delta_{q_{1}^{\prime}+\cdots+q_{n-1}^{\prime}+k, q_{1}+\cdots+q_{n-1}}$

$$
\begin{align*}
& \times k!\frac{S_{n-1 n-1}\left(q_{s} ; q_{s}\right) S_{n-1 n-1}\left(q_{s}^{\prime} ; q_{s}^{\prime}\right)}{\left[S_{n-1 n-1}\left(q_{s} ; q_{s}^{\prime}\right)\right]^{2}} \\
& \times \frac{S_{n-1 n-2}\left(q_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}^{\prime}\right)}{S_{n-1 n-2}\left(q_{s}^{\prime} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}\right)} \tag{A4}
\end{align*}
$$

then substitute this (with $q_{s}^{\prime}=q_{s}-\rho_{s}+\delta_{\tau s}$ ) on the rhs of (A1) and show that, after some simplifications, what is obtained for the rhs of (A1) is a formula like the rhs of (A4) but with $(k+1)$ instead of $k$, and $q_{s}^{\prime}=q_{s}-\rho_{s}$. This proves that the "ansatz" (A4) satisfies the recursion formula (A1), and since the ansatz is true for $k=0$, it will be true in general. [The definition of the $S_{n m}$ functions in (A4) was given in Sec. 2].

Let us proceed to implement the above described steps. When we substitute (A4) with $q_{s}^{\prime}=q_{s}-\rho_{s}+$
$\delta_{\tau s}$ into the rhs of (A1), there will appear some $S_{n m}$ functions containing a Kronecker delta $\delta_{\tau s}$ in their
arguments. We can get rid of this $\delta_{\tau s}$ by a method illustrated by the following example:

$$
\begin{align*}
& S_{n-1 n-1}\left(q_{s}-\rho_{s}+\delta_{\tau s} ; q_{s}-\rho_{s}+\delta_{\tau s}\right)=\left(\prod_{i<j}^{n-1}\left(q_{i}-q_{j}+\rho_{j}-\rho_{i}+\delta_{\tau i}-\delta_{\tau j}+j-i\right)\right)^{1 / 2} \\
& =\left(\prod_{\substack{i<j \\
i, j \neq \tau}}^{n-1}\left(q_{i}-q_{j}+\rho_{j}-\rho_{i}+j-i\right) \prod_{\substack{s=1 \\
s \neq \tau}}^{n-1}\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s-1\right)\right)^{1 / 2} \\
& =\left(\frac{\prod_{i j}^{n-1}\left(q_{i}-q_{j}+\rho_{j}-\rho_{i}+j-i\right) \prod_{s=1(s \neq \tau)}^{n-1}\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s-1\right)}{\prod_{s \neq \tau}^{n-1}\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s\right)}\right)^{1 / 2} \\
& =S_{n-1 n-1}\left(q_{s}-\rho_{s} ; q_{s}-\rho_{s}\right)\left(\frac{\substack{n-1 \\
\prod \\
\hline(s \neq \tau)}}{\substack{n-1}}\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s-1\right) \sum_{\substack{s=1 \\
s \neq \tau}}\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s\right),\right. \tag{A5}
\end{align*}
$$

By a similar method, we obtain

$$
\begin{align*}
& {\left[S_{n-1 n-1}\left(q_{s} ; q_{s}-\rho_{s}+\delta_{\tau s}\right)\right]^{-2}} \\
& \quad=\left[S_{n-1 n-1}\left(q_{s} ; q_{s}-\rho_{s}\right)\right]^{-2} \prod_{s=1}^{\tau}\left(q_{s}-q_{\tau}+\rho_{\tau}+\tau-s\right) \prod_{s=\tau+1}^{n-1}\left(q_{\tau}-q_{s}-\rho_{\tau}+s-\tau\right)  \tag{A6}\\
& {\left[S_{n-1 n-2}\left(q_{s}-\rho_{s}+\delta_{\tau s}, r_{s}\right)\right]^{-1}} \\
& \quad=\left[S_{n-1 n-2}\left(q_{s}-\rho_{s} ; r_{s}\right)\right]^{-1}\left(\prod_{s=1}^{\tau-1}\left(r_{s}-q_{\tau}+\rho_{\tau}+\tau-s-1\right) \prod_{s=\tau}^{n-2}\left(q_{\tau}-r_{s}-\rho_{\tau}-\tau+s+1\right)\right)^{-1 / 2}  \tag{A7}\\
& \quad S_{n n-1}\left(h_{s} ; q_{s}-\rho_{s}+\delta_{\tau s}\right)=S_{n n-1}\left(h_{s} ; q_{s}-\rho_{s}\right)\left(\prod_{s=1}^{\tau}\left(h_{s}-q_{\tau}+\rho_{\tau}+\tau-s\right)_{s=\tau+1}^{n} \prod_{\tau}^{n}\left(q_{s}-\rho_{\tau}-\tau+s\right)\right)^{-1 / 2} . \tag{A8}
\end{align*}
$$

We substitute all the previous results on the rhs of (A1) and obtain, after several cancellations

$$
\begin{align*}
\operatorname{rhs}(\mathrm{A} 1)= & k!\frac{S_{n-1 n-1}\left(q_{s} ; q_{s}\right) S_{n-1 n-1}\left(q_{s}-\rho_{s} ; q_{s}-\rho_{s}\right) S_{n-1 n-2}\left(q_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}-\rho_{s}\right)}{\left[S_{n-1 n-1}\left(q_{s} ; q_{s}-\rho_{s}\right)\right]^{2} S_{n-1 n-2}\left(q_{s}-\rho_{s} ; r_{s}\right) S_{n n-1}\left(h_{s} ; q_{s}\right)} \\
& \times \sum_{\tau} \rho_{\tau} \prod_{\substack{s=1 \\
s \neq \tau}}^{n-1} \frac{\left(q_{s}-q_{\tau}+\rho_{\tau}+\tau-s\right)}{\left(q_{s}-q_{\tau}+\rho_{\tau}-\rho_{s}+\tau-s\right)} \tag{A9}
\end{align*}
$$

Now, let us write $q_{s}-\rho_{s}-s=X_{s}$; then we see that the last sum in (A9) is equal to

$$
\begin{align*}
& \sum_{\tau=1}^{n-1} \rho_{\tau} \prod_{\substack{s=1 \\
s \neq \tau}}^{n-1}\left(1+\frac{\rho_{s}}{\left(\mathrm{X}_{s}-\mathrm{X}_{\tau}\right)}\right) \\
& \quad=\sum_{\substack{k=1}}^{\substack{i_{1}, i_{2}, \ldots, i_{k}=1 \\
\left(i_{1}<i_{2}, \cdots<i_{k}\right)}} \sum_{i_{1}}^{n-1} \rho_{i_{2}} \cdots \rho_{i_{k}} \sum_{\nu} \prod_{\substack{p \neq \nu \\
\mu \neq \nu}} \frac{1}{\left(\mathrm{X}_{\mu}-\mathrm{X}_{\nu}\right)}, \tag{A10}
\end{align*}
$$

where $\mu, \nu$ are numbers in the set $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$. If we relabel the indices $i_{s} \rightarrow \mathbf{s}$, then the sum over $\nu$ in (A10) becomes

$$
\begin{equation*}
\sum_{s=1}^{k} \prod_{\substack{\tau=1 \\ \tau \neq s}}^{k} \frac{1}{\left(X_{s}-X_{\tau}\right)} \tag{A11}
\end{equation*}
$$

and it has been shown by Louck and Biedenharn ${ }^{17}$ that this sum vanishes identically for $k \geqslant 2$. So in (A10) only the term $k=1$ is different from zero, and this is equal to $\rho_{1}+\cdots+\rho_{n-1}=k+1$, according to (A3). This factor $(k+1)$ then converts the $k$ ! in (A9) into ( $k+1$ )!, and then the rhs of (A1) agrees with the conjecture (A4) but with $k$ shifted to ( $k+1$ ), and with $q_{s}^{\prime}=q_{s}-\rho_{s}$. As mentioned before, this then shows that the conjecture (A4) is true in general.
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The propagation of a randomized electromagnetic field in a uniform medium is considered and expressions are derived for the autocorrelation and spectrum of intensity fluctuations in terms of the fourth-order coherence function on the initial plane.

## INTRODUCTION

A variety of phenomena of current interest involve the propagation through uniform media of fields which have been randomized by previous passage through stochastic regions. Particular examples include the radio-astronomical observations of the solar plasma and the contribution of the turbulent upper layers of the atmosphere to the twinkling of starlight. A striking example of the complexity of the phenomenon may sometimes be observed on the bottom of a swimming pool when the surface is lightly rippled; at both the deep and shallow ends the light on the floor of the pool is uniform, but in the center, rippling bands of light and shadow are observed. This phenomena and others may be crudely understood on a ray basis, when it is recognized that even small phase variations introduced by the stochastic element are converted into intensity fluctuations during passage through the uniform medium by focusing. This is the principle used in shadowgraph photography of turbulent (and uniform) flows.
Although the ray-optical theory has been well known, a general electromagnetic solution using the Helm-holtz-Kirchhoff integral has been lacking. The difficulty has been that eighth-order integrations are involved. In this paper, we employ a transformation derived in a previous paper by Torrieri and Taylor ${ }^{1}$ to reduce the integrals to lower orders. Compact general expressions are obtained for the autocorrelation and spectrum of intensity fluctuations in terms of the fourth-order coherence function on the initial plane. From these general expressions the restricted formulas previously obtained by Mercier, ${ }^{2}$ Salpeter, ${ }^{3}$ and Jokipii ${ }^{4}$ for various special cases are readily deduced.

## THEORY

We consider the propagation of a wave $\psi(\mathbf{r})$, obeying the scalar wave equation

$$
\left(\nabla^{2}+k^{2}\right) \psi(\mathbf{r})=0
$$

where as usual $k^{2}=\epsilon k_{0}^{2}=\epsilon(\omega / c)^{2}$. It is assumed that boundary values are given over the $z=0$ plane. It has been shown ${ }^{1}$ that the Helmholtz-Kirchhoff integral reduces in this case to the form

$$
\begin{equation*}
\psi(\mathbf{r})=-\frac{1}{2 \pi} \frac{\partial}{\partial z} \iint \psi\left(\mathbf{r}^{\prime}\right) \frac{e^{j k R}}{\mathrm{R}} d S^{\prime}, \quad z>0 \tag{1}
\end{equation*}
$$

where $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ and the integration is over the plane $z^{\prime}=0$. We use Eq. (1) to obtain the following expression for the fourth-order coherence function $M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left\langle\psi\left(\mathbf{r}_{1}\right) \psi^{*}\left(\mathbf{r}_{2}\right) \psi\left(\mathbf{r}_{3}\right) \psi^{*}\left(\mathbf{r}_{4}\right)\right\rangle$ in the space $z>0$ in terms of the fourth-order coherence on the boundary plane:

$$
\begin{align*}
M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right) & =\left(\frac{1}{2 \pi}\right)^{4} \frac{\partial}{\partial z_{1}} \cdots \frac{\partial}{\partial z_{4}} \int_{P_{1}} \int_{P_{2}} \int_{P_{3}} \int_{P_{4}} d S_{1}^{\prime} \cdots \\
& \times d S_{4}^{\prime} M\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{3}^{\prime}, \mathbf{r}_{4}^{\prime}\right) \frac{e^{j k\left(R_{1}-R_{2}+R_{3}-R_{1}\right)}}{R_{1} R_{2} R_{3} R_{4}} \tag{2}
\end{align*}
$$

We shall assume that $M$ is stationary over the $z=0$ plane: It may be written as a function of the differences between coordinates. Thus

$$
\begin{align*}
& M\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{3}^{\prime}, \mathbf{r}_{4}^{\prime}\right)=M_{0}\left(x_{1}^{\prime}-x_{2}^{\prime}, \ldots, y_{3}^{\prime}-y_{4}^{\prime}\right) \\
&=M_{0}\left(\xi_{1}^{\prime}, \ldots, \xi_{6}^{\prime}\right)=M_{0}\left(\xi^{\prime}\right), \tag{3}
\end{align*}
$$

where

$$
\begin{array}{lll}
\xi_{1}^{\prime}=x_{1}^{\prime}-x_{2}^{\prime}, & \xi_{2}^{\prime}=x_{2}^{\prime}-x_{3}^{\prime}, & \xi_{3}^{\prime}=x_{3}^{\prime}-x_{4}^{\prime} \\
\xi_{4}^{\prime}=y_{1}-y_{2}^{\prime}, & \xi_{5}^{\prime}=y_{2}^{\prime}-y_{3}^{\prime}, & \xi_{6}^{\prime}=y_{3}^{\prime}-y_{4}^{\prime} \tag{4}
\end{array}
$$

and $\xi^{\prime}$ is a vector in 6 -space. It should be noted that the differences $x_{4}^{\prime}-x_{1}^{\prime}$ and $y_{4}^{\prime}-y_{1}^{\prime}$ can be expressed in terms of the other differences and have not been included explicitly and that we have attached a zero subscript to $M$ as a reminder that this indicates the value over the $z=0$ plane. We introduce the sixfold fourier transform

$$
\begin{equation*}
M_{0}\left(\xi^{\prime}\right)=\left(\frac{1}{2 \pi}\right)^{6} \int^{(6)} d \mathbf{k}_{\xi} \exp \left(j \mathbf{k}_{\xi} \cdot \xi^{\prime}\right) \hat{M}_{0}\left(\mathbf{k}_{\xi}\right) \tag{5}
\end{equation*}
$$

where $k_{\xi_{1}}, \ldots, k_{\xi_{6}}$ are the spatial frequencies corresponding to $\xi_{1}^{\prime}, \ldots, \xi_{6}^{\prime}$ and $d \mathbf{k}_{5}=d k_{\xi_{1}} \cdots d k_{\xi_{6}}$. The integration is sixfold, as indicated by the numeral in parentheses and each integral is taken from $\cdots \infty$ to $+\infty$. We employ this convention throughout unless otherwise indicated. Substituting Eq. (5) into Eq. (2) we obtain upon exchanging order of integration

$$
M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left(\frac{1}{2 \pi}\right)^{10} \int^{(6)} d \mathbf{k}_{5} M_{0}\left(\mathbf{k}_{\xi}\right) \frac{\partial}{\partial z_{1}} \cdots \frac{\partial}{\partial z_{4}}
$$
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The propagation of a randomized electromagnetic field in a uniform medium is considered and expressions are derived for the autocorrelation and spectrum of intensity fluctuations in terms of the fourth-order coherence function on the initial plane.

## INTRODUCTION

A variety of phenomena of current interest involve the propagation through uniform media of fields which have been randomized by previous passage through stochastic regions. Particular examples include the radio-astronomical observations of the solar plasma and the contribution of the turbulent upper layers of the atmosphere to the twinkling of starlight. A striking example of the complexity of the phenomenon may sometimes be observed on the bottom of a swimming pool when the surface is lightly rippled; at both the deep and shallow ends the light on the floor of the pool is uniform, but in the center, rippling bands of light and shadow are observed. This phenomena and others may be crudely understood on a ray basis, when it is recognized that even small phase variations introduced by the stochastic element are converted into intensity fluctuations during passage through the uniform medium by focusing. This is the principle used in shadowgraph photography of turbulent (and uniform) flows.
Although the ray-optical theory has been well known, a general electromagnetic solution using the Helm-holtz-Kirchhoff integral has been lacking. The difficulty has been that eighth-order integrations are involved. In this paper, we employ a transformation derived in a previous paper by Torrieri and Taylor ${ }^{1}$ to reduce the integrals to lower orders. Compact general expressions are obtained for the autocorrelation and spectrum of intensity fluctuations in terms of the fourth-order coherence function on the initial plane. From these general expressions the restricted formulas previously obtained by Mercier, ${ }^{2}$ Salpeter, ${ }^{3}$ and Jokipii ${ }^{4}$ for various special cases are readily deduced.

## THEORY

We consider the propagation of a wave $\psi(\mathbf{r})$, obeying the scalar wave equation

$$
\left(\nabla^{2}+k^{2}\right) \psi(\mathbf{r})=0
$$

where as usual $k^{2}=\epsilon k_{0}^{2}=\epsilon(\omega / c)^{2}$. It is assumed that boundary values are given over the $z=0$ plane. It has been shown ${ }^{1}$ that the Helmholtz-Kirchhoff integral reduces in this case to the form

$$
\begin{equation*}
\psi(\mathbf{r})=-\frac{1}{2 \pi} \frac{\partial}{\partial z} \iint \psi\left(\mathbf{r}^{\prime}\right) \frac{e^{j k R}}{\mathrm{R}} d S^{\prime}, \quad z>0 \tag{1}
\end{equation*}
$$

where $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ and the integration is over the plane $z^{\prime}=0$. We use Eq. (1) to obtain the following expression for the fourth-order coherence function $M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left\langle\psi\left(\mathbf{r}_{1}\right) \psi^{*}\left(\mathbf{r}_{2}\right) \psi\left(\mathbf{r}_{3}\right) \psi^{*}\left(\mathbf{r}_{4}\right)\right\rangle$ in the space $z>0$ in terms of the fourth-order coherence on the boundary plane:

$$
\begin{align*}
M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right) & =\left(\frac{1}{2 \pi}\right)^{4} \frac{\partial}{\partial z_{1}} \cdots \frac{\partial}{\partial z_{4}} \int_{P_{1}} \int_{P_{2}} \int_{P_{3}} \int_{P_{4}} d S_{1}^{\prime} \cdots \\
& \times d S_{4}^{\prime} M\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{3}^{\prime}, \mathbf{r}_{4}^{\prime}\right) \frac{e^{j k\left(R_{1}-R_{2}+R_{3}-R_{1}\right)}}{R_{1} R_{2} R_{3} R_{4}} \tag{2}
\end{align*}
$$

We shall assume that $M$ is stationary over the $z=0$ plane: It may be written as a function of the differences between coordinates. Thus

$$
\begin{align*}
& M\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{3}^{\prime}, \mathbf{r}_{4}^{\prime}\right)=M_{0}\left(x_{1}^{\prime}-x_{2}^{\prime}, \ldots, y_{3}^{\prime}-y_{4}^{\prime}\right) \\
&=M_{0}\left(\xi_{1}^{\prime}, \ldots, \xi_{6}^{\prime}\right)=M_{0}\left(\xi^{\prime}\right), \tag{3}
\end{align*}
$$

where

$$
\begin{array}{lll}
\xi_{1}^{\prime}=x_{1}^{\prime}-x_{2}^{\prime}, & \xi_{2}^{\prime}=x_{2}^{\prime}-x_{3}^{\prime}, & \xi_{3}^{\prime}=x_{3}^{\prime}-x_{4}^{\prime} \\
\xi_{4}^{\prime}=y_{1}-y_{2}^{\prime}, & \xi_{5}^{\prime}=y_{2}^{\prime}-y_{3}^{\prime}, & \xi_{6}^{\prime}=y_{3}^{\prime}-y_{4}^{\prime} \tag{4}
\end{array}
$$

and $\xi^{\prime}$ is a vector in 6 -space. It should be noted that the differences $x_{4}^{\prime}-x_{1}^{\prime}$ and $y_{4}^{\prime}-y_{1}^{\prime}$ can be expressed in terms of the other differences and have not been included explicitly and that we have attached a zero subscript to $M$ as a reminder that this indicates the value over the $z=0$ plane. We introduce the sixfold fourier transform

$$
\begin{equation*}
M_{0}\left(\xi^{\prime}\right)=\left(\frac{1}{2 \pi}\right)^{6} \int^{(6)} d \mathbf{k}_{\xi} \exp \left(j \mathbf{k}_{\xi} \cdot \xi^{\prime}\right) \hat{M}_{0}\left(\mathbf{k}_{\xi}\right) \tag{5}
\end{equation*}
$$

where $k_{\xi_{1}}, \ldots, k_{\xi_{6}}$ are the spatial frequencies corresponding to $\xi_{1}^{\prime}, \ldots, \xi_{6}^{\prime}$ and $d \mathbf{k}_{5}=d k_{\xi_{1}} \cdots d k_{\xi_{6}}$. The integration is sixfold, as indicated by the numeral in parentheses and each integral is taken from $\cdots \infty$ to $+\infty$. We employ this convention throughout unless otherwise indicated. Substituting Eq. (5) into Eq. (2) we obtain upon exchanging order of integration

$$
M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left(\frac{1}{2 \pi}\right)^{10} \int^{(6)} d \mathbf{k}_{5} M_{0}\left(\mathbf{k}_{\xi}\right) \frac{\partial}{\partial z_{1}} \cdots \frac{\partial}{\partial z_{4}}
$$

$$
\begin{align*}
& \times \int \frac{(8) \exp \left[j \mathbf{k}_{5} \cdot \xi^{\prime}+j k\left(R_{1}-R_{2}+R_{3}-R_{4}\right)\right]}{R_{1} R_{2} R_{3} R_{4}} \\
& \times d x_{1}^{\prime} \cdots d y_{4}^{\prime} \tag{6}
\end{align*}
$$

Expressing the $\xi_{i}^{\prime}$ in terms of $x_{i}^{\prime}, y_{i}^{\prime}$ and regrouping

$$
\begin{align*}
& M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left(\frac{1}{2 \pi}\right)^{6} \int^{(6)} d \mathbf{k}_{\xi} \hat{M}_{0}\left(\mathbf{k}_{\xi}\right)\left(\frac{\partial}{\partial z_{1}} T\left(\mathbf{r}_{1} ; k_{\xi_{1}}, k_{\mathrm{F}_{4}}\right)\right. \\
& \times\left(\frac{\partial}{\partial z_{2}} T^{*}\left(\mathbf{r}_{2} ; k_{\xi_{1}}-k_{\xi_{2}}, k_{\xi_{4}}-k_{\xi_{5}}\right)\right) \\
& \times\left(\frac{\partial}{\partial z_{3}} T\left(\mathbf{r}_{3} ; k_{\xi_{3}}-k_{\xi_{2}}, k_{\xi_{6}}-k_{\xi_{5}}\right)\right)\left(\frac{\partial}{\partial z_{3}} T^{*}\left(r_{4} ; k_{\xi_{3}}, k_{\xi_{6}}\right),\right. \tag{7}
\end{align*}
$$

where by definition

$$
\begin{align*}
T\left(\mathbf{r}_{i} ; k_{\xi m}, k_{\xi n}\right)= & \frac{1}{2 \pi} \int^{(2)} d x_{i}^{\prime} d y_{i}^{\prime} \\
& \times \frac{\exp \left[j\left(k_{5_{m}} x_{i}^{\prime}+k_{\xi_{n}} y_{i}^{\prime}+k R_{i}\right)\right]}{R_{i}} \tag{8}
\end{align*}
$$

Torrieri and Taylor ${ }^{1}$ evaluated $T\left(\mathbf{r}_{i} ; k_{\mathrm{E}_{7}}, k_{\xi_{\xi}}\right)$ using a representation of a spherical wave as a sum of elementary cylindrical waves. The result leads directly to the formula

$$
\begin{align*}
& \frac{\partial}{\partial z_{i}} T\left(\mathbf{r}_{i} ; k_{\xi_{m}}, k_{\xi_{n}}\right)=-\exp \left\{j \left[k_{\xi_{m}} x_{i}+k_{\xi_{n}} y_{i}\right.\right. \\
&\left.\left.-z_{i}\left(k^{2}-k_{\xi_{m}}^{2}-k_{\xi_{n}}^{2}\right)^{1 / 2}\right]\right\} \tag{9}
\end{align*}
$$

Using Eq. (9), we obtain from Eq. (7)

$$
\begin{align*}
& M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left(\frac{\mathbf{1}}{2 \pi}\right)^{6} \int^{(6)} d \mathbf{k}_{\xi} \hat{M}_{0}\left(\mathbf{k}_{\xi}\right) \\
& \quad \times \exp \left(j\left[\mathbf{k}_{\xi_{1}} x_{1}+k_{\xi_{4}} y_{1}-z_{1}\left(k^{2}-k_{\xi_{1}}^{2}-k_{\xi_{4}}^{2}\right)^{1 / 2}\right]\right. \\
& \quad-j\left\{\left(k_{\xi_{1}}-k_{\xi_{2}}\right) x_{2}+\left(k_{\xi_{4}}-k_{\xi_{5}}\right) y_{2}\right. \\
& \left.\quad-z_{2}\left[k^{2}-\left(k_{\xi_{1}}-k_{\xi_{2}}\right)^{2}-\left(k_{\xi_{4}}-k_{\xi_{5}}\right)^{2}\right]^{1 / 2}\right\} \\
& \quad+j\left\{\left(k_{\xi_{3}}-k_{\xi_{2}}\right) x_{3}+\left(k_{\xi_{6}}-k_{\xi_{5}}\right) y_{3}\right. \\
& \left.\quad-z_{3}\left[k^{2}-\left(k_{\xi_{3}}-k_{\xi_{2}}\right)^{2}-\left(k_{\xi_{6}^{\prime}}-k_{\xi_{5}}\right)^{2}\right]^{1 / 2}\right\} \\
& \left.\quad-j\left[k_{\xi_{3}} x_{4}+k_{\xi_{6}} y_{4}-z_{4}\left(k^{2}-k_{\xi_{3}}^{2}-k_{\xi_{6}}^{2}\right)^{1 / 2}\right]\right) . \tag{10}
\end{align*}
$$

Again regrouping, we obtain the formal result

$$
\begin{align*}
& M\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=\left(\frac{\mathbf{1}}{2 \pi}\right)^{6} \int^{(6)} d \mathbf{k}_{\xi} \hat{M}_{0}\left(\mathbf{k}_{\xi}\right) \\
& \quad \times \exp \left(j \mathbf{k}_{\xi} \cdot \xi-j\left\{z_{1}\left(k^{2}-k_{\xi_{1}}^{2}-k_{\xi_{4}}^{2}\right)^{1 / 2}\right.\right. \\
& \quad-z_{2}\left[k^{2}-\left(k_{\xi_{1}}-k_{\xi_{2}}\right)^{2}-\left(k_{\xi_{4}}-k_{\xi_{5}}\right)^{2] 1 / 2}\right. \\
& \quad+z_{3}\left[k^{2}-\left(k_{\xi_{3}}-k_{\xi_{2}}\right)^{2}-\left(k_{\xi_{6}}-k_{\xi_{5}}\right)^{2] 1 / 2}\right. \\
& \left.\left.\quad-z_{4}\left(k^{2}-k_{\xi_{3}}^{2}-k_{\xi_{6}}^{2}\right)^{1 / 2}\right\}\right) . \tag{11}
\end{align*}
$$

We can assume that $\hat{M}_{0}$ is nonzero only for $\mathbf{k}_{\xi}$ such that each of the square roots appearing in Eq. (11) is real. This restriction on the spectrum can be interpreted in terms of the angular spectrum of plane waves to mean ${ }^{1}$ that evanescent waves are not included: These waves would rapidly decay in any case. In order to evaluate the integral we shall make a stronger assumption, however. We shall expand each of the square roots in series and retain only the first two terms of each expansion. If $l$ is the transverse scale of the wave fluctuations on the initial plane, it is readily seen that this approximation requires

$$
\begin{equation*}
l>\lambda=2 \pi / k, \quad z \lambda^{3} / l 4 \ll 1 \tag{12}
\end{equation*}
$$

These requirements appear to be readily satisfied for all cases involving waves which have been randomized by terrestrial and solar atmospheric effects.
Proceeding with the expansions and limiting ourselves to the important case of the transverse coherence function by taking $z_{1}=z_{2}=z_{3}=z_{4}=z$, we obtain

$$
\begin{align*}
M(\xi, z)= & \left(\frac{1}{2 \pi}\right)^{6} \int^{(6)} d \mathbf{k}_{\xi} \hat{M}_{0}\left(\mathbf{k}_{\xi}\right) \exp \left[j \mathbf{k}_{\xi} \cdot \xi+(j z / k)\right. \\
& \left.\times\left(k_{\xi_{1}} k_{\xi_{2}}-k_{\xi_{3}} k_{\xi_{2}}+k_{\xi_{4}} k_{\xi_{5}}-k_{\xi_{\xi}} k_{\xi_{5}}\right)\right] \\
= & F^{1}\left[\hat{M}_{0}\left(\mathbf{k}_{\xi}\right) h_{x} h_{y}\right]=M_{0}(\xi) \dot{m} F^{-1}\left\{h_{x}\right\} F^{-1}\left\{h_{y}\right\}, \tag{13}
\end{align*}
$$

where we have employed the convolution theorem and defined

$$
\begin{align*}
& h_{x}=\exp \left[(j z / k)\left(k_{\xi_{1}} k_{\xi_{2}}-k_{\xi_{3}} k_{\xi_{2}}\right)\right],  \tag{14}\\
& h_{y}=\exp \left[(j z / k)\left(k_{\mathrm{E}_{4}} k_{\mathrm{F}_{5}}-k_{\xi_{6}} k_{\mathrm{F}_{5}}\right)\right]
\end{align*}
$$

We proceed to calculate the inverse transforms as follows

$$
\begin{align*}
F^{-1}\left\{h_{x}\right\}= & \left(\frac{1}{2 \pi}\right)^{3} \int^{(3)} d k_{\xi_{1}} d k_{\xi_{2}} d k_{\xi_{3}} \\
& \times \exp \left[j\left(k_{\xi_{1}} \xi_{1}+k_{\xi_{2}} \xi_{2}+k_{\xi_{3}} \xi_{3}\right)+\left(\frac{j z}{k}\right)\right. \\
& \left.\times\left(k_{\xi_{1}} k_{\xi_{2}}-k_{\xi_{3}} k_{\xi_{2}}\right)\right] \\
= & \left(\frac{1}{2 \pi}\right)^{2} \int^{(2)} d k_{\xi_{1}} d k_{\xi_{3}} \delta\left(\left(\frac{z}{k}\right)\left(k_{\xi_{1}}-k_{\xi_{3}}\right)+\xi_{2}\right) \\
& \times \exp \left[j\left(k_{\xi_{1}} \xi_{1}+k_{\xi_{3}} \xi_{3}\right)\right] . \tag{15}
\end{align*}
$$

It is convenient to introduce the transformation
$u=(z / k)\left(k_{\xi_{1}}-k_{\xi_{3}}\right)+\xi_{2}, \quad v=\frac{1}{2}\left(k_{\xi_{1}}+k_{\xi_{3}}\right)$,
which has the Jacobian $(k / z)$. Consequently,
$F^{-1}\left\{h_{x}\right\}=\left(\frac{1}{2 \pi}\right)\left(\frac{k}{z}\right) \exp \left[j\left(\xi_{3}-\xi_{1}\right)\left(\xi_{2} \frac{k}{2 z}\right)\right] \int^{(2)} d u d v$
$\times \delta(u) \exp \left\{j\left[\left(\xi_{1}+\xi_{3}\right) v-\left(\xi_{3}-\xi_{1}\right)\left(\frac{k u}{2 z}\right)\right]\right\}$
$=\left(\frac{k}{2 \pi z}\right) \delta\left(\xi_{1}+\xi_{3}\right) \exp \left[j\left(\xi_{3}-\xi_{1}\right)\left(\frac{\xi_{2} k}{2 z}\right)\right]$.
Thus

$$
\begin{align*}
M(\xi, z)= & M_{0}(\xi) \stackrel{\sim}{2}(k / 2 \pi z)^{2} \delta\left(\xi_{1}+\xi_{3}\right) \delta\left(\xi_{4}+\xi_{6}\right) \\
& \times \exp \left\{(j k / 2 z)\left[\xi_{2}\left(\xi_{3}-\xi_{1}\right)+\xi_{5}\left(\xi_{6}-\xi_{4}\right)\right]\right\} \\
= & (k / 2 \pi z)^{2} \int^{(6)} d \xi^{\prime} M_{0}\left(\xi^{\prime}\right) \delta\left(\xi_{1}-\xi_{1}^{\prime}+\xi_{3}-\xi_{3}^{\prime}\right) \\
& \times \delta\left(\xi_{4}-\xi_{4}^{\prime}+\xi_{6}-\xi_{6}^{\prime}\right) \\
& \times \exp \left\{( j k / 2 z ) \left[\left(\xi_{2}-\xi_{2}^{\prime}\right)\left(\xi_{3}-\xi_{3}^{\prime}-\xi_{1}+\xi_{1}^{\prime}\right)\right.\right. \\
& \left.\left.+\left(\xi_{5}-\xi_{5}^{\prime}\right)\left(\xi_{6}-\xi_{6}^{\prime}-\xi_{4}+\xi_{4}^{\prime}\right)\right]\right\} . \tag{18}
\end{align*}
$$

The quantity of primary interest is the autocorrelation of irradiance $\langle I(p, q, z) I(0,0, z)\rangle$. Thus, taking $\xi_{1}=\xi_{3}=\xi_{4}=\xi_{6}=0, \xi_{2}=p, \xi_{5}=q$, we obtain

$$
\begin{align*}
&\langle I(p, q, z) I(0,0, z)\rangle \\
&=(k / 2 \pi z)^{2} \int^{(6)} d \xi^{\prime} M_{0}\left(\xi^{\prime}\right) \delta\left(-\xi_{1}^{\prime}-\xi_{3}^{\prime}\right) \delta\left(-\xi_{4}^{\prime}-\xi_{6}^{\prime}\right) \\
& \times \exp \left\{( j k / 2 z ) \left[\left(p-\xi_{2}^{\prime}\right)\left(\xi_{1}^{\prime}-\xi_{3}^{\prime}\right)\right.\right. \\
&\left.\left.+\left(q-\xi_{5}^{\prime}\right)\left(\xi_{4}^{\prime}-\xi_{6}^{\prime}\right)\right]\right\} \tag{19}
\end{align*}
$$

Integrating over $\xi_{3}^{\prime}, \xi_{6}^{\prime}$ and dropping the primes on the variables of integration

$$
\begin{align*}
&\langle I(p, q, z) I(0,0, z)\rangle=(k / 2 \pi z)^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \\
& \times M_{0}\left(\xi_{1}, \xi_{2},-\xi_{1}, \xi_{4}, \xi_{5},-\xi_{4}\right) \\
& \times \exp \left\{(j k / z)\left[\xi_{1}\left(p-\xi_{2}\right)+\xi_{4}\left(q-\xi_{5}\right)\right]\right\} \\
&=(k / 2 \pi z)^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \\
& \times M_{0}\left(\xi_{1}, p-\xi_{2},-\xi_{1}, \xi_{4}, q-\xi_{5},-\xi_{4}^{\prime}\right) \\
& \times \exp \left\{(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)\right\} \tag{20}
\end{align*}
$$

Experimental investigations and previous theoretical work in astronomy has been concerned with the spectrum of irradiance fluctuations, 3,4

$$
\begin{equation*}
\hat{M}_{2 I}\left(f_{x}, f_{y} ; z\right)=F_{p, q}\{\langle I(p, q, z) I(0,0, z)\rangle-1\} \tag{21}
\end{equation*}
$$

where $F_{p, q}$ indicates the Fourier transform with respect to $p, q$. Thus, from Eq. (20),

$$
\begin{align*}
\hat{M}_{2 I}= & (k / 2 \pi z)^{2} \int^{(6)} d p d q d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \\
& \times M_{0}\left(\xi_{1}, p-\xi_{2},-\xi_{1}, \xi_{4}, q-\xi_{5},-\xi_{4}\right) \\
& \left.\times \exp \left\{j[k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)-p f_{x}-q f_{y}\right]\right\} \\
& -(2 \pi)^{2} \delta\left(f_{x}\right) \delta\left(f_{y}\right) . \tag{22}
\end{align*}
$$

We interchange the order of integration and set $p-\xi_{2}=\alpha, q-\xi_{5}=\beta$ in the inner integral. Thus ${ }^{*}$

$$
\begin{align*}
\hat{M}_{2 I}= & (k / 2 \pi z)^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \\
& \left.\times \exp \left\{j[k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)-\xi_{2} f_{x}-\xi_{5} f_{y}\right]\right\} \\
& \times \int^{(2)} d \alpha d \beta M\left(\xi_{1}, \alpha,-\xi_{1}, \xi_{4}, \beta,-\xi_{4}\right) \\
& \times \exp \left[-j\left(\alpha f_{x}+\beta f_{y}\right)\right]-(2 \pi)^{2} \delta\left(f_{x}\right) \delta\left(f_{y}\right) \tag{23}
\end{align*}
$$

We again reorder the integration

$$
\begin{align*}
\hat{M}_{2 I}= & (k / 2 \pi z)^{2} \int^{(4)} d \xi_{1} d \xi_{4} d \alpha d \beta \\
& \times M_{0}\left(\xi_{1}, \alpha,-\xi_{1}, \xi_{4}, \beta,-\xi_{4}\right) \exp \left[-j\left(\alpha f_{x}+\beta f_{y}\right)\right] \\
& \times \int^{(2)} d \xi_{2} d \xi_{5} \exp j\left[\left(\frac{k \xi_{1}}{z-f_{x}}\right) \xi_{2}+\left(\frac{k \xi_{4}}{z-f_{y}}\right) \xi_{5}\right] \\
& -(2 \pi)^{2} \delta\left(f_{x}\right) \delta\left(f_{y}\right) \tag{24}
\end{align*}
$$

The inner integrals are now recognizable as delta functions and we obtain the remarkably simple result

$$
\begin{align*}
\hat{M}_{2 I}= & \int^{(2)} d \alpha d \beta\left[M_{0}\left(\frac{z f_{x}}{k}, \alpha, \frac{-z f_{x}}{k}, \frac{z f_{y}}{k}, \beta, \frac{-z f_{y}}{k}\right)-1\right] \\
& \times \exp \left[-j\left(\alpha f_{x}+\beta f_{y}\right)\right] \\
= & F_{\alpha, \beta}\left[M_{0}\left(\frac{z f_{x}}{k}, \alpha, \frac{-z f_{x}}{k}, \frac{z f_{y}}{k}, \beta, \frac{-z f_{y}}{k}\right)-1\right] \tag{25}
\end{align*}
$$

Equation (25) may be written in terms of the original variables in the form

$$
\begin{align*}
\hat{M}_{2 I}= & F_{\alpha, B}\left[M _ { 0 } \left(x_{1}-x_{2}=x_{4}-x_{3}=z f_{x} / k, x_{2}-x_{3}\right.\right. \\
& =x_{1}-x_{4}=\alpha, y_{1}-y_{2}=y_{4}-y_{3}=z f_{y} / k, y_{2}-y_{3} \\
& \left.\left.=y_{1}-y_{4}=\beta\right)-1\right] . \tag{26}
\end{align*}
$$

Equations (20) and (25) [or (26)] are the basic general formulas. Before continuing on to obtain some
general conclusions, we digress to consider the case of a wave which has weak random phase fluctuations across the initial plane. This "weak phase screen" case has been partially analyzed directly from the eightfold integral. We show that our general formulas lead to the same results and, additionally, obtain some new results for the autocorrelation of irradiance fluctuations.

## WEAK PHASE SCREEN

Assuming unit amplitude and random phase $S$ on the $z=0$ plane

$$
\begin{aligned}
M_{0}= & \left\langle\psi_{1} \psi_{2}^{*} \psi_{3} \psi_{4}^{*}\right\rangle=\left\langle\exp j\left[\left(S_{1}+S_{3}\right)-\left(S_{2}+S_{4}\right)\right]\right\rangle \\
= & \exp -\frac{1}{2}\left\langle S_{1}^{2}+S_{2}^{2}+S_{3}^{2}+S_{4}^{2}\right. \\
& \left.+2\left(S_{1} S_{3}+S_{2} S_{4}-S_{1} S_{2}-S_{1} S_{4}-S_{2} S_{3}-S_{3} S_{4}\right)\right\rangle,(27)
\end{aligned}
$$

where we assume Gaussian variables. We define the phase autocorrelation function $\rho_{i j}$,

$$
\begin{equation*}
\left\langle S_{i} S_{j}\right\rangle=S_{0}^{2} \rho_{i j} \tag{28}
\end{equation*}
$$

where $\rho_{i i}=1$ and

$$
\begin{equation*}
\rho_{i j}=\rho\left(\left[\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}\right]^{1 / 2}\right) \tag{29}
\end{equation*}
$$

Thus
$M_{0}=\exp \left[-S_{0}^{2}\left(2+\rho_{13}+\rho_{24}-\rho_{12}-\rho_{23}-\rho_{34}-\rho_{41}\right)\right]$.
It should be observed that

$$
\begin{equation*}
\rho_{i j}=\rho\left(\left[\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}\right]^{1 / 2}\right) \tag{31}
\end{equation*}
$$

Thus using our definitions of $\xi$, and noting that we must take $\xi_{3}=-\xi_{1}, \xi_{6}=-\xi_{4}$, we find

$$
\begin{align*}
& \rho_{13}=\rho\left(\left[\left(\xi_{2}+\xi_{1}\right)^{2}+\left(\xi_{5}+\xi_{4}\right)^{2}\right]^{1 / 2}\right), \\
& \rho_{24}=\rho\left(\left(\left(\xi_{2}-\xi_{1}\right)^{2}+\left(\xi_{5}-\xi_{4}\right)^{2}\right]^{1 / 2}\right), \\
& \rho_{12}=\rho_{34}=\rho\left(\left(\xi_{1}^{2}+\xi_{4}^{2}\right)^{1 / 2}\right),  \tag{32}\\
& \rho_{23}=\rho_{14}=\rho\left(\left(\xi_{2}^{2}+\xi_{5}^{2}\right)^{1 / 2}\right) .
\end{align*}
$$

Whence

$$
\begin{equation*}
M_{0}=\exp \left[S_{0}^{2}\left(-2+2 \rho_{12}+2 \rho_{23}-\rho_{13}-\rho_{24}\right)\right] \tag{33}
\end{equation*}
$$

For a weak phase screen $S_{0}<1$, we write

$$
\begin{equation*}
M_{0} \approx 1+S_{0}^{2}\left(-2+2 \rho_{12}+2 \rho_{23}-\rho_{13}-\rho_{24}\right) \tag{34}
\end{equation*}
$$

and obtain for the intensity fluctuations, using (34)
with $\xi_{2} \rightarrow-\xi_{2}, \xi_{5} \rightarrow-\xi_{5}, p=q=0$,

$$
\begin{align*}
\left\langle I^{2}(z)\right\rangle= & (k / 2 \pi z)^{2} S_{0}^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \\
& \times \exp \left[(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)\right]\left\{\left(S_{0}^{-2}-2\right)\right. \\
& +2 \rho\left(\left(\xi_{1}^{2}+\xi_{4}^{2}\right)^{1 / 2}\right)+2 \rho\left(\left(\xi_{2}^{2}+\xi_{5}^{2}\right)^{1 / 2}\right) \\
& -\rho\left(\left[\left(\xi_{1}-\xi_{2}\right)^{2}+\left(\xi_{4}-\xi_{5}\right)^{2}\right]^{1 / 2}\right) \\
& \left.-\rho\left(\left[\left(\xi_{1}+\xi_{2}\right)^{2}+\left(\xi_{4}+\xi_{5}\right)^{2}\right]^{1 / 2}\right)\right\} \tag{35}
\end{align*}
$$

The five fourfold integrals which result from the five terms in brackets are labeled $J_{1}, \ldots, J_{5}$ and can be evaluated as follows:

$$
\begin{align*}
J_{1}= & \left(1-2 S_{0}^{2}\right)(k / 2 \pi z)^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} e^{(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)} \\
& =\left(1-2 S_{0}^{2} \int^{(2)} d \xi_{2} d \xi_{5} \delta\left(\xi_{2}\right) \delta\left(\xi_{5}\right)=1-2 S_{0}^{2}\right. \tag{36}
\end{align*}
$$

$$
\begin{align*}
J_{2}= & 2(k / 2 \pi z)^{2} S_{0}^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \rho\left(\left(\xi_{1}^{2}+\xi_{4}^{2}\right)^{1 / 2}\right) \\
& \times \exp \left[(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)\right] \\
= & 2 S_{0}^{2} \int^{(2)} d \xi_{1} d \xi_{4} \rho\left(\left(\xi_{1}^{2}+\xi_{4}^{2}\right)^{1 / 2}\right) \delta\left(\xi_{1}\right) \delta\left(\xi_{4}\right)=2 S_{0}^{2} . \tag{37}
\end{align*}
$$

Similarly,

$$
\begin{align*}
J_{3}= & 2(k / 2 \pi z)^{2} S_{0}^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \rho\left(\left(\xi_{2}^{2}+\xi_{5}^{2}\right)^{1 / 2}\right) \\
& \times \exp \left[(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)\right] \\
& =2 S_{0}^{2} \int^{(2)} d \xi_{2} d \xi_{5} \rho\left(\left(\xi_{2}^{2}+\xi_{5}^{2}\right)^{1 / 2}\right) \delta\left(\xi_{2}\right) \delta\left(\xi_{5}\right)=2 S_{0}^{2} . \tag{38}
\end{align*}
$$

Next, setting $A=\xi_{1}-\xi_{2}, B=\xi_{1}+\xi_{2}, C=\xi_{4}-\xi_{5}$, $D=\xi_{4}+\xi_{5}$,

$$
\begin{align*}
J_{4}= & -(k / 2 \pi z)^{2} S_{0}^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \rho\left(\left[\left(\xi_{1}-\xi_{2}\right)^{2}\right.\right. \\
& \left.\left.+\left(\xi_{4}-\xi_{5}\right)^{2}\right]^{1 / 2}\right) \exp \left[(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi_{5}\right)\right] \\
= & -\frac{1}{4}(k / 2 \pi z)^{2} S_{0}^{2} \int^{(2)} d A d C \rho\left(\left(A^{2}+C^{2}\right)^{1 / 2}\right) \\
& \times \exp \left[-(j k / 4 z)\left(A^{2}+C^{2}\right)\right] \\
& \times \int^{(2)} d B d D \exp \left[(j k / 4 z)\left(B^{2}+D^{2}\right)\right] \\
= & \frac{1}{2}(k / 2 \pi z) j S_{0}^{2} \int^{(2)} d A d C \rho\left(\left(A^{2}+C^{2}\right)^{1 / 2}\right) \\
& \times \exp \left[-(j k / 4 Z)\left(A^{2}+C^{2}\right)\right] . \tag{39}
\end{align*}
$$

Similarly,

$$
\begin{align*}
J_{5}= & -\frac{1}{4}(k / 2 \pi z)^{2} S 2 \int^{(2)} d B d D \rho\left(\left(B^{2}+D^{2}\right)^{1 / 2}\right) \\
& \times \exp \left[(j k / 4 z)\left(B^{2}+D^{2}\right)\right] \\
& \times \int^{(2)} d A d C \exp \left[-(j k / 4 z)\left(A^{2}+C^{2}\right)\right]=J_{4}^{*} . \tag{40}
\end{align*}
$$

Thus, transforming to polar coordinates in the $(A, C)$ plane,

$$
\begin{gather*}
J_{4}+J_{5}=-(k / z) S_{0}^{2} \operatorname{Re}\left[j \int_{0}^{\infty} r d r \rho(r) \exp \left(\frac{-j k r^{2}}{4 z}\right)\right] \\
=-(k / z) S_{0}^{2} \int_{0}^{\infty} r d r \rho(r) \sin \left(\frac{k r^{2}}{4 z}\right) \tag{41}
\end{gather*}
$$

Combining and setting $t=k r^{2} / 4 z$, we obtain the general result

$$
\begin{equation*}
\left\langle I^{2}(z)\right\rangle=1+2 S_{0}^{2}\left(1-\int_{0}^{\infty} \rho(2 \sqrt{z t / k}) \sin t d t\right) . \tag{42}
\end{equation*}
$$

For the Gaussian model $\rho(r)=\exp \left(-r^{2} / l^{2}\right)$, we obtain

$$
\begin{equation*}
\left\langle I^{2}(z)\right\rangle=1+\frac{2 S_{0}^{2}\left(4 z / k l^{2}\right)^{2}}{\left[1+\left(4 z / k l^{2}\right)^{2}\right]}, \tag{43}
\end{equation*}
$$

which was obtained by Mercier ${ }^{2}$ from the eightfold integral.
To obtain the intensity autocorrelation $\langle I(p, q, z)$ $I(0,0, z)\rangle$ in the transverse plane we need only recalculate Eq. (35), substituting $\xi_{2}-p$ and $\xi_{5}-q$ for $\xi_{2}$ and $\xi_{5}$, respectively, wherever they appear in the argument of $\rho$ in the integral in Eq. (35). Thus

$$
\begin{align*}
& \langle I(p, q, z) I(0,0, z)\rangle=(k / 2 \pi z)^{2} S_{0}^{2} \int^{(4)} d \xi_{1} d \xi_{2} d \xi_{4} d \xi_{5} \\
& \quad \times \exp \left[(j k / z)\left(\xi_{1} \xi_{2}+\xi_{4} \xi\right)\right] \\
& \quad \times\left\{\left(S_{0}^{-2}-2\right)+2 \rho\left(\left(\xi_{1}^{2}+\xi_{4}^{2}\right)^{1 / 2}\right)\right. \\
& \quad+2 \rho\left(\left[\left(\xi_{2}-p\right)^{2}+\left(\xi_{5}-q\right)^{2}\right]^{1 / 2}\right) \\
& \quad-\rho\left(\left[\left(\xi_{1}-\xi_{2}-p\right)^{2}+\left(\xi_{4}-\xi_{5}+q\right)^{2}\right]^{1 / 2}\right) \\
& \left.\quad-\rho\left(\left[\left(\xi_{1}+\xi_{2}-p\right)^{2}+\left(\xi_{4}+\xi_{5}-q\right)^{2}\right]^{1 / 2}\right)\right\} . \tag{44}
\end{align*}
$$

The five fourfold integrals which result from the five terms in brackets are labeled $J_{1 p q}, \ldots, J_{5 p q}$ and are evaluated as follows: Clearly

$$
\begin{align*}
& J_{1 p q}=J_{1}=1-2 S_{2}^{2}, \\
& J_{2 p q}=J_{2}=2 S_{\delta}^{2},  \tag{45}\\
& J_{3 p q}=2 S_{0}^{2} \rho\left(\left(p^{2}+q^{2}\right)^{1 / 2}\right) .
\end{align*}
$$

Comparing the terms in Eq. (44) with our previous expressions we find, using Eq. (39),

$$
\begin{align*}
& J_{4 p q}=\frac{-j}{2}\left(\frac{k}{2 \pi z}\right) S_{0}^{2} \int^{(2)} d A d C \rho\left\{\left[(A+p)^{2}\right.\right. \\
&\left.\left.+(C+q)^{2}\right] 1 / 2\right\} \exp \left[-\left(\frac{j k}{4 z}\right)\left(A^{2}+C^{2}\right)\right]  \tag{46}\\
& J_{5 p q}=+ \frac{j}{2}\left(\frac{k}{2 \pi z}\right) S_{0}^{2} \int^{(2)} d B d D \rho\left(\left[(B-p)^{2}\right.\right. \\
&\left.\left.+(D-q)^{2}\right]^{1 / 2}\right) \exp \left[\left(\frac{j k}{4 z}\right)\left(B^{2}+D^{2}\right)\right], \tag{47}
\end{align*}
$$

Thus, continuing

$$
\begin{align*}
& \langle I(p, q, z) I(0,0, z)\rangle=1+2 S_{0}^{2}\left[\rho\left(\left(p^{2}+q^{2}\right)^{1 / 2}\right)-\frac{1}{2} \frac{k}{2 \pi z}\right. \\
& \quad \times \int^{(2)} d A d C \rho\left(\left[(A+p)^{2}+(C+q)^{2}\right]^{1 / 2}\right) \\
& \left.\quad \times \sin \left(\frac{k}{4 z}\left(A^{2}+C^{2}\right)\right)\right] . \tag{48}
\end{align*}
$$

For a Gaussian model, the integrals involved in Eq. (48) may be readily evaluated using the following formula which may be deduced from the tables (Ref. 5, p. 485):

$$
\begin{align*}
& \int_{-\infty}^{\infty} e^{-x^{2}} \sin \left[\xi(x-\alpha)^{2}\right] d x=\pi^{1 / 2}\left(1+\xi^{2}\right)^{-1 / 4} \\
& \quad \times \exp \left(-\frac{\xi^{2} \alpha^{2}}{1+\xi^{2}}\right) \frac{\sin }{\cos }\left(\frac{1}{2} \tan ^{-1} \xi+\frac{\xi \alpha^{2}}{1+\xi^{2}}\right) . \tag{49}
\end{align*}
$$

Thus with $\rho=\exp \left\{-\left[(A+p)^{2}+(C+q)^{2}\right] / l^{2}\right\}$, we obtain for the weak phase screen

$$
\begin{align*}
& \langle I(p, q, z) I(0,0, z)\rangle=1+2 S 2\left[\exp \left(\frac{-\left(p^{2}+q^{2}\right)}{l^{2}}\right)\right. \\
& \quad-\xi\left(1+\xi^{2}\right)^{-1 / 2} \exp \left(\frac{-\xi}{1+\xi^{2}} \cdot \frac{\left(p^{2}+q^{2}\right)}{l^{2}}\right) \\
& \left.\quad \times \sin \left(\tan ^{-1} \xi+\frac{\xi}{1+\xi^{2}} \cdot \frac{\left(p^{2}+q^{2}\right)}{l^{2}}\right)\right], \tag{50}
\end{align*}
$$

where we have introduced the notation $\xi=k l^{2} / 4 z$. For $p=q=0$, we obtain the special result given by Eq. (43). It may be noted in passing that except for the special results given in Eqs. (41) and (43), our formulation is correct for anisotropic weak phase screens. That is, Eq. (48) may be used with $\rho(p, q)$ instead of $\rho\left(\left(p^{2}+q^{2}\right)^{1 / 2}\right)$ and $\rho(A+p, C+q)$ instead of $\rho\left((A+p)^{2}+(C+q)^{2}\right)$. For the anisotropic model $\rho(x, y)=\exp \left(-x^{2} / l_{x}^{2}-y^{2} / l_{y}^{2}\right)$, we obtain, using Eq. (48), the result

$$
\begin{aligned}
& \langle I(p, q, z) I(0,0, z)\rangle=1+2 S_{0}^{2}\left[\exp \left(-\frac{p^{2}}{l_{x}^{2}}-\frac{q^{2}}{l_{y}^{2}}\right)\right. \\
& -\left(\frac{\xi_{x}^{2} \xi_{y}^{2}}{\left(1+\xi_{x}^{2}\right)\left(1+\xi_{y}^{2}\right)}\right)^{-1 / 4} \exp \left(-\frac{\xi_{x}^{2} p^{2}}{l_{x}^{2}\left(1+\xi_{x}^{2}\right)}-\frac{\xi_{y}^{2} q^{2}}{l_{y}^{2}\left(1+\xi_{y}^{2}\right)}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \sin \left(\frac{1}{2} \tan ^{-1} \xi_{x}+\frac{1}{2} \tan ^{-1} \xi_{y}+\frac{\xi_{x} p^{2}}{l_{x}^{2}\left(1+\xi_{x}^{2}\right)}\right. \\
& \left.\left.+\frac{\xi_{y}^{2} q_{y}^{2}}{l_{y}^{2}\left(1+\xi_{y}^{2}\right)}\right)\right] \tag{51}
\end{align*}
$$

where we have set $\xi_{x}=k l_{x}^{2} / 4 z, \xi_{y}=k l_{y}^{2} / 4 z$. Letting $l_{y} \rightarrow \infty$, we obtain a result for the one-dimensional Gaussian model

$$
\begin{align*}
& \langle I(p, z) I(0, z)\rangle=1+2 S_{0}^{2}\left[\exp \left(-\frac{p^{2}}{l_{x}^{2}}\right)\left(\frac{\xi_{x}^{2}}{\left(1+\xi_{x}^{2}\right)}\right)^{1 / 4}\right. \\
& \left.\quad \times \exp \left(\frac{-\xi_{x}^{2} p^{2}}{l_{x}^{2}\left(1+\xi_{x}^{2}\right)}\right) \sin \left(\frac{1}{2} \tan ^{-1} \xi+\frac{\pi}{4}+\frac{\xi_{x} p^{2} / l_{x}^{2}}{\left(1+\xi_{x}^{2}\right)}\right)\right] \tag{52}
\end{align*}
$$

The formulas given by (50)-(52) have not to our knowledge appeared previously.
The spectrum of irradiance fluctuations may be obtained from Eq. (25). Thus, using Eq. (33), we write

$$
\begin{align*}
\hat{M}_{2 I}= & S_{0}^{2} \int^{(2)} d \alpha d \beta\left\{\left[-2+2 \rho\left(\frac{z f_{x}}{k}, \frac{z f_{y}}{k}\right)+2 \rho(\alpha, \beta)\right.\right. \\
& \left.-\rho\left(\frac{z f_{x}}{k}-\alpha, \frac{z f_{y}}{k}-\beta\right)-\rho\left(\frac{z f_{x}}{k}+\alpha, \frac{z f_{y}}{k}+\beta\right)\right] \\
& \left.\times \exp \left[-j\left(\alpha f_{x}+\beta f_{y}\right)\right]\right\} \tag{53}
\end{align*}
$$

The first two terms cancel and we readily obtain, using the shift theorem,
$\widehat{M}_{2 I}\left(f_{x}, f_{y}, z\right)=4 S_{0}^{2} \hat{\rho}\left(f_{x}, f_{y}\right) \sin ^{2}\left[z\left(f_{x}^{2}+f_{y}^{2}\right) / 2 k\right]$.
Equation (54) is referred to in numerous recent radio-astronomy papers. The formula was first stated by Salpeter ${ }^{3}$ for the case $z \gg \lambda$. In the only published derivation, Jokipii ${ }^{4}$ obtained (54) directly from the fourfold integral for the one-dimensional phase screen, assuming that $\hat{\rho}$ is cut off for wavenumbers greater than order $k L / z$, where $L$ is the correlation length of the phase fluctuations. In Ref. 4 a result is also obtained for the spectrum of irradiance fluctuations for a strong phase screen. We shall also obtain the generalization of this result in a later section.

## LIMITING CASE: GEOMETRICAL OPTICS

We consider the case of large $k / z$ in which we assume $\left(z f_{x} / k\right) \rightarrow 0$ in the limit. We immediately obtain from Eq. (25), upon applying the Taylor expansion about $z=0$ and using the symmetry of $M_{0}$,

$$
\begin{align*}
\hat{M}_{2 I}= & \int^{(2)} d \alpha d \beta\left[M_{0}(0, \alpha, 0,0, \beta, 0)-1\right. \\
& +\left(\frac{\partial^{2} M_{0}}{\partial \xi_{1}^{2}}-\frac{\partial^{2} M_{0}}{\partial \xi_{1} \partial \xi_{3}}\right)_{0}\left(\frac{z f_{x}}{k}\right)^{2} \\
& \left.+\left(\frac{\partial^{2} M_{0}}{\partial \xi_{4}^{2}}-\frac{\partial^{2} M_{0}}{\partial \xi_{4} \partial \xi_{6}}\right)_{0}\left(\frac{z f_{y}}{k}\right)^{2}\right] \exp \left[-j\left(\alpha f_{x}+\beta f_{y}\right)\right] \\
= & \hat{M}_{2 I}(z=0)+\left(\frac{z}{k}\right)^{2} F\left[\left(\frac{\partial^{2} M_{0}}{\partial \xi_{1}^{2}}-\frac{\partial^{2} M_{0}}{\partial \xi_{1} \partial \xi_{3}}\right)_{0} f_{x}^{2}\right. \\
& \left.+\left(\frac{\partial^{2} M_{0}}{\partial \xi_{4}^{2}}-\frac{\partial^{2} M_{0}}{\partial \xi_{4} \partial \xi_{6}}\right)_{0} f_{y}^{2}\right] \tag{55}
\end{align*}
$$

[In Eq. (55) the zero subscript applied to the parentheses implies $\left.\xi_{1}=\xi_{3}=\xi_{4}=\xi_{6}=0\right]$.

## S. TAYLOR

Because the Fourier transform in the second term in Eq. (55) does not contain $z$ or $k$, we can assert the general result that $\hat{M}_{2 I}$ will increase as $(z / k)^{2}$ in the initial region. For the weak phase screen, this result can be obtained directly from Eq. (54) as noted by Salpeter. The geometrical optics $z^{2}$ dependence has also been well known in shadowgraph theory. 6,7

## LIMITING CASE: THE DIFFRACTION REGION

For a phase-screen, as $z$ increases the fourth-order coherence function of Eq. (33) as it appears in the integral of Eq. (25), can be approximated by

$$
\begin{align*}
& M_{0}\left(\frac{z f_{x}}{k}, \alpha, \frac{-z f_{x}}{k}, \frac{z f_{y}}{k}, \beta, \frac{-z f_{y}}{k}\right) \\
& \quad \approx e^{-2 S_{0}^{2}\left\{e^{2 S_{0}^{2} \rho(\alpha, \beta)}+\exp \left[-S_{0}^{2} \rho\left(\alpha+\frac{z f_{x}}{k}, \beta+\frac{z f_{y}}{k}\right)\right]\right.} \\
& \left.\quad+\exp \left[-S_{0}^{2} \rho\left(\alpha-\frac{z f_{x}}{k}, \beta-\frac{z f_{y}}{k}\right)\right]-2\right\} . \tag{56}
\end{align*}
$$

This approximation is valid when $e^{-2_{0}^{2} \rho\left(z f_{x} / k, z f_{y} / k\right)} \approx 1$, and we can consider Eq. (33) to be a product of "noninteracting" factors. Using a Gaussian model to simplify the expression of this condition, we find that we require $z \gg(k l / f) \ln S_{0}$. This condition clearly restricts our approximation to the diffraction region. Applying Eq. (56) to Eq. (25), we readily obtain, upon application of the shift theorem and some rearrangement of terms,

$$
\begin{align*}
\hat{M}_{2 I} & \left(z \gg(k l / f) \ln S_{0}\right) \approx F\left(e^{2 S_{0}^{2}[\rho(\alpha, \beta)-1]}+2 e^{-S_{0}^{2} \rho(\alpha, \beta)}\right. \\
& \left.-2 e^{-2 s_{0}^{2}}-1\right)-4 \sin ^{2}\left[\left(f_{x}^{2}+f_{y}^{2}\right) z / 2 k\right] F\left(e^{-S_{0}^{2} \rho(\alpha, \beta)}\right) \\
& \approx \hat{M}_{2 I}(f=0)-4 \sin ^{2}\left[\left(f_{x}^{2}+f_{y}^{2}\right) z / 2 k\right] F\left(e^{-S_{0}^{2} \rho\left(\alpha_{1} \beta\right)}\right) . \tag{57}
\end{align*}
$$

The zero spatial frequency term in this equation will not be exact since it cannot fall within the range of our approximation. Thus we write instead

$$
\begin{array}{r}
M_{2 n}\left[z \gg(k l / f) \ln S_{0}\right] \approx-4 \sin ^{2}\left[\left(f_{x}^{2}+f_{y}^{2}\right) z / 2 k\right] \\
\times F\left(e^{-S_{0}^{2} p(\alpha, \beta)}\right) \tag{58}
\end{array}
$$

Equation (58) is the generalization of the Salpeter formula, Eq. (54), of the general (not-weak) phase screen. We point out that, although we have restricted our discussion here to a phase screen, it is possible to extend the formula to an amplitude-phase screen by expressing the wave in terms of a complex amplitude $\mu$ and writing the coherence function in terms of the autocorrelation of the $\mu$, as done by Mercier. It is clear that this procedure will again lead to a separation of the effects of distance $z$ from the initial plane into the Fresnel filter $4 \sin ^{2}\left[\left(f_{x}^{2}+\right.\right.$ $\left.\left.f_{y}^{2}\right) z / 2 k\right]$ for high spatial frequencies.
A result similar to that derived here was obtained by Jokipii ${ }^{4}$ for a one-dimensional phase screen subject to a number of special assumptions. Equation (58) suggests that the most convenient procedure to follow in the analysis of irradiance fluctuations created by distant randomization is to restrict attention to the high frequency portion of spectrum, $\left[f \gg(k l / z) \ln S_{0}\right]$ in which the effects of distance are most simply treated.

## CONCLUSION

Equations (20) and (25) express the autocorrelation and spectrum of intensity fluctuations for a ran-
domized field as transforms of the fourth-order coherence on the initial planes. (These results have been generalized to higher order moments of the field. ${ }^{8}$ ) The special formulas given by Eqs. (58) and (55) are useful in radio-astronomical observations of the solar plasma and in optical phenomena due to
high altitude turbulence, respectively. The intermediate case (corresponding to the Fresnel distance $z=k l / f$, or the middle of the swimming pool described earlier) requires numerical integration for each particular statistical model of the initial field.
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New spatially localized solutions to the Yang-Mills classical field equations are reported.

Manifesting singularities of the Coulomb form, the spatially localized "particlelike" solutions to the Yang-Mills classical field equations obtained several years ago ${ }^{1-3}$ yield infinite values for the total field energy. A systematic search for particlelike solutions of finite energy has been performed by the present author with methods developed previously for essentially nonlinear field theories. ${ }^{4}$ Although the investigation has disclosed the new and interesting solutions reported here, no particlelike solution of finite energy has been found. Our results support the conjecture that spatially localized solutions of finite energy do not exist in a classical Yang-Mills field theory.
We work with the Yang-Mills classical field equations in the form ${ }^{5}$

$$
\begin{align*}
& \partial F^{\mu \nu} / \partial x^{\nu}=i e\left[A_{\nu}, F^{\mu \nu}\right]  \tag{1}\\
& F_{\mu \nu} \equiv \partial A_{\mu} / \partial x^{\nu}-\partial A_{\nu} / \partial x^{\mu}+i e\left[A_{\mu}, A_{\nu}\right] \tag{2}
\end{align*}
$$

where indices are raised with the Minkowskian metric tensor $g^{\mu \nu} \equiv \operatorname{diag}(-1,1,1,1), e$ denotes the fundamental unit of charge in a system of physical units with $\hbar$ and $c$ equal to unity, and the components of $A_{\mu}=A_{\mu}(x)$ and $F_{\mu \nu}=F_{\mu \nu}(x)$ are complex $\mathbf{n} \times \mathbf{n}$ matrices that transform according to the formulas

$$
\begin{align*}
& A_{\mu} \xrightarrow{S} A_{\mu}^{\prime} \equiv S^{-1} A_{\mu} S+i e^{-1} S^{-1} \partial S / \partial x^{\mu},  \tag{3}\\
& F_{\mu \nu} \xrightarrow{s} F_{\mu \nu}^{\prime} \equiv S^{-1} F_{\mu \nu} S \tag{4}
\end{align*}
$$

where $S=S(x)$ is an element of the general gauge group of all nonsingular complex $\mathbf{n} \times \mathbf{n}$ matrix functions of $x$, or a subgroup thereof. Under the variation of $A_{\mu}$, the field equations (1) follow from the gauge-invariant Lagrangian density

$$
\begin{equation*}
\mathcal{L}=-(1 / 4 n) \operatorname{tr}\left(F^{\mu \nu} F_{\mu \nu}\right) \tag{5}
\end{equation*}
$$

where $\operatorname{tr}$ denotes the trace of the matrix and the numerical prefactor $-(4 n)^{-1}$ is implied by the purely electromagnetic field case ${ }^{5} F_{\mu \nu}=f_{\mu \nu} 1$, with 1 the $\mathrm{n} \times \mathrm{n}$ identity matrix. Associated with (5) we have the canonical total field energy

$$
\begin{equation*}
E=\frac{1}{2 n} \int \operatorname{tr}\left(F_{0 i} F_{0 i}+\frac{1}{2} F_{i j} F_{i j}\right) d^{3} x \tag{6}
\end{equation*}
$$

a gauge-invariant complex constant of the motion in the general case, but patently real and positive for Hermitian $A_{\mu}$ and $F_{\mu \nu}$.
The computation of solutions to Eqs. (1) and (2) is facilitated by first applying a gauge transformation to the fields with

$$
\begin{equation*}
S(x)=T\left(\operatorname{expie} \int_{0}^{x 0} A_{0}(y) d y y^{0}\right) \mathbf{y = \mathbf { x }} \tag{7}
\end{equation*}
$$

in which $T$ is the chronological product ordering operator, so that $A_{0}^{\prime}=0$ at all $x$ according to (3) with (7). Dropping the primes, with $A_{0}=0$ Eqs. (1) and (2) split up to produce the simpler equations

$$
\begin{align*}
& -\ddot{A}_{i}+\frac{\partial F_{i j}}{\partial x_{j}}=i e\left[A_{j}, F_{i j}\right]  \tag{8}\\
& \frac{\partial \dot{A}_{i}}{\partial x_{i}}=i e\left[A_{i}, \dot{A}_{i}\right]  \tag{9}\\
& F_{0 i}=-\dot{A}_{i}  \tag{10}\\
& F_{i j}=\frac{\partial A_{i}}{\partial x_{j}}-\frac{\partial A_{j}}{\partial x_{i}}+i e\left[A_{i}, A_{j}\right] \tag{11}
\end{align*}
$$

where the Latin indices run 1, 2, 3 and a dot denotes differentiation with respect to $x^{0}$.
Particlelike solutions to Eqs. (8) and (9) take the form

$$
\begin{equation*}
A_{i}=(J+f x 0 K) \frac{\partial \phi}{\partial x_{i}} \tag{12}
\end{equation*}
$$

where $J$ and $K$ are constant complex $\mathbf{n} \times \mathbf{n}$ nonzero matrices such that

$$
\begin{equation*}
[J, K]=i K \tag{13}
\end{equation*}
$$

$f$ is a disposable real constant, and $\phi=\phi(\mathbf{x})$ in (12) is a real scalar function independent of $x^{0}$. We have $F_{i j}=0$ from (11) with the form (12), and hence (8) is satisfied identically. Equation (9) is satisfied by (12) with (13) provided that $\phi$ is a solution to the nonlinear Poisson equation

$$
\begin{equation*}
\nabla^{2} \phi+e|\nabla \phi|^{2}=0 \tag{14}
\end{equation*}
$$

domized field as transforms of the fourth-order coherence on the initial planes. (These results have been generalized to higher order moments of the field. ${ }^{8}$ ) The special formulas given by Eqs. (58) and (55) are useful in radio-astronomical observations of the solar plasma and in optical phenomena due to
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\nabla^{2} \phi+e|\nabla \phi|^{2}=0 \tag{14}
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## We obtain

$$
\begin{equation*}
\phi=e^{-1} \ln \left(1+a r^{-1}\right) \tag{15}
\end{equation*}
$$

as the immediate spherically symmetric solution to (14), where $r \equiv\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}$ and $a$ denotes a disposable real constant of integration in (15). By putting (12) with (15) into (10), we find that

$$
\begin{equation*}
F_{0 i}=f e^{-1} a(r+a)^{-1} r^{-2} x_{i} K \tag{16}
\end{equation*}
$$

and the energy (6) is then obtained by explicit integration as

$$
\begin{equation*}
E=\frac{2 \pi f^{2} a}{n e^{2}} \operatorname{tr}\left(K^{2}\right) \tag{17}
\end{equation*}
$$

for $a>0$. In the case $n=2$, an obvious representation for matrices $J$ and $K$ satisfying (13) is

$$
J=\left(\begin{array}{ll}
i & 0  \tag{18}\\
0 & 0
\end{array}\right), \quad K=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

and (17) vanishes. More generally, for any finitedimensional ${ }^{6}$ matrix $K$ that satisfies (13) we have

$$
\begin{equation*}
\operatorname{tr}\left(K^{2}\right)=-i \operatorname{tr}(K[J, K])=0 \tag{19}
\end{equation*}
$$

and the energy (17) is zero. Equation (19) also shows that $K$ cannot be Hermitian with our assumption that the dimension $n$ is finite. ${ }^{6}$ Finally, we note that Eq. (14) also admits a broad class of solutions without spherical symmetry.
The $A_{i}$ may be Hermitian in particlelike solutions to Eqs. (8) and (9) of the form

$$
\begin{equation*}
A_{i}=\epsilon_{i j k} I_{j} x_{k} \chi \tag{20}
\end{equation*}
$$

where $\epsilon_{i j k}$ is the Levi-Civita symbol, the $I_{i}$ are constant complex $\mathbf{n} \times \mathbf{n}$ nonzero matrices such that

$$
\begin{equation*}
\left[I_{i}, I_{j}\right]=i \epsilon_{i j k} I_{k} \tag{21}
\end{equation*}
$$

and $\chi=\chi(r)$ is a real scalar function of $r \equiv\left(x_{1}^{2}+x_{2}^{2}\right.$ $\left.+x_{3}^{2}\right)^{1 / 2}$. Since the form (20) is wholly independent of $x^{0}$, Eq. (9) is satisfied identically and (10) states that $F_{0 i}=0$. The right side of (11) is evaluated with (20) and (21) to yield

$$
\begin{align*}
F_{i j}= & {\left[-2 \epsilon_{i j k} \chi+\left(\epsilon_{i k l} x_{j}-\epsilon_{j k l} x_{i}\right) x_{l} r^{-1} \chi^{\prime}\right.} \\
& \left.-e \epsilon_{i j l} x_{k} x_{l} \chi^{2}\right] I_{k} \\
= & {\left[-\epsilon_{i j k}\left(2 \mathrm{x}+r \chi^{\prime}\right)+\epsilon_{i j l} x_{k} x_{l}\left(r^{-1} \chi^{\prime}-e \chi^{2}\right)\right] I_{k}, } \tag{22}
\end{align*}
$$

from which it follows by straightforward computation that Eq. (8) is satisfied if X is a solution to the nonlinear ordinary differential equation

$$
\begin{equation*}
\chi^{\prime \prime}+4 r^{-1} \chi^{\prime}-3 e \chi^{2}-e^{2} r^{2} \chi^{3}=0 \tag{23}
\end{equation*}
$$

With the introduction of the dimensionless variable $\xi \equiv 1+e r^{2} \chi$, Eq. (23) becomes

$$
\begin{equation*}
r^{2} \xi^{\prime \prime}+\xi-\xi^{3}=0 \tag{24}
\end{equation*}
$$

an equation that has been discussed in a generic context in the literature. ${ }^{7}$ The obvious particular solutions to (24), $\xi \equiv 0$ and $\xi \equiv-1$, produce the nontrivial special solutions to Eq. (23),

$$
\begin{equation*}
\mathrm{x}=-N e^{-1} r^{-2} \quad \text { for } N=1,2 \tag{25}
\end{equation*}
$$

and (22) then yields

$$
\begin{align*}
F_{i j} & =\left(2 N-N^{2}\right) e^{-1} r^{-4} \epsilon_{i j l} x_{l} x_{k} I_{k}  \tag{26}\\
& = \begin{cases}e^{-1} r^{-4} \epsilon_{i j l} x_{l} x_{k} I_{k} & \text { for } N=1 \\
0 & \text { for } N=2\end{cases} \tag{27}
\end{align*}
$$

Hence, the total canonical field energy (6) is infinite for the solution (20), (25) with $N=1$, while the solution with $N=2$ must be discarded as pure gauge. Now in terms of the dimensionless variable $\xi=1$ $+\operatorname{er}^{2} \chi$, (22) is expressed as
$F_{i j}=e^{-1}\left\{-\epsilon_{i j k} r^{-1} \xi^{\prime}+\epsilon_{i j l} x_{k} x_{l}\left[r^{-3} \xi^{\prime}+r^{-4}\left(1-\xi^{2}\right)\right]\right\} I_{k}$,
and thus we find
$\operatorname{tr}\left(F_{i j} F_{i j}\right)=\frac{2}{3} n I(I+1) e^{-2}\left[2 r^{-2}\left(\xi^{\prime}\right)^{2}+r^{-4}\left(1-\xi^{2}\right)^{2}\right]$
for an $n$-dimensional irreducible representation of the $I_{i}$ in $(21)$, because we then have $\operatorname{tr}\left(I_{k} I_{l}\right)=\frac{1}{3} n I(I+1) \delta_{k l}$, with $2 I$ a positive integer.
Thus, the energy (6),

$$
\begin{equation*}
E=\frac{2}{3} \pi I(I+1) e^{-2}\left(\mathscr{G}_{1}+\mathscr{G}_{2}\right) \tag{30}
\end{equation*}
$$

would be finite if it were possible to find a solution to (24) such that the quantities
$g_{1} \equiv 2 \int_{0}^{\infty}\left(\xi^{\prime}\right)^{2} d r \quad$ and $\quad g_{2} \equiv \int_{0}^{\infty} r^{-2}\left(1-\xi^{2}\right)^{2} d r$
are finite. But the differential equation (24) follows from the variational principle

$$
\begin{equation*}
\frac{\delta}{\delta \xi(r)}\left(g_{1}+g_{2}\right)=0 \tag{32}
\end{equation*}
$$

which implies ${ }^{8}$ [by making the specific variation $\xi(r) \rightarrow \xi(\lambda r)$ with $\lambda$ a constant parameter] that a necessary condition for the existence of a solution with $g_{1}$ and $g_{2}$ finite is $g_{1}+g_{2}=0$. Consequently, since the quantities (31) are both positive, no solution exists to Eq. (24) with $\mathscr{G}_{1}$ and $\mathscr{g}_{2}$ both finite. The general nature of solutions to Eq. (24) is discussed briefly in the Appendix.

## APPENDIX

Excluding from consideration the obvious solutions $\xi \equiv 0, \pm 1$, solutions to Eq. (24) that are analytic at $r=0$ have the (slowly convergent) expansion about $r=0$

$$
\begin{equation*}
\xi= \pm\left[1+a r^{2}+\frac{3}{10} a^{2} r^{4}+\frac{1}{10} a^{3} r^{6}+O\left(a^{4} r^{8}\right)\right] \tag{A1}
\end{equation*}
$$

with $a(\neq 0)$ a real constant, while the solutions that are analytic at $r=\infty$ have the (slowly convergent) expansion about $r=\infty$
$\xi= \pm\left[1+b r^{-1}+\frac{3}{4} b^{2} r^{-2}+\frac{11}{20} b^{3} r^{-3}+O\left(b^{4} r^{-4}\right)\right]$,
with $b(\neq 0)$ a real constant. It can be shown that for both positive and negative values of the parameters $a$ and $b$, the solutions (A1) and (A2) become infinite at a finite positive $r$, say at $r=r_{*}$, with the asymptotic form admitted by (24),

$$
\xi \doteq \sqrt{2} r_{*}\left(r_{*}-r\right)^{-1} \quad \text { as } r \rightarrow r_{*}
$$

The character of (A3) is suggestive of the Schwarz-
schild singularity for a mass-point in general relativity.
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The Cauchy problem for the coupled Maxwell-Dirac equations is solved within an arbitrary bounded region of space-time. An integral part of the proof is that the Cauchy problem for a cut-off version of these equations has a global solution. The analysis requires that the size of the Cauchy data or the coupling constant be suitably restricted.

## 1. INTRODUCTION

To date, the Cauchy problem for the coupled MaxwellDirac equations ${ }^{1}$

$$
\begin{align*}
\left(-i \gamma^{\mu} \partial_{\mu}+m\right) \psi & =g v^{\mu} \gamma_{\mu} \psi,  \tag{1a}\\
\square v_{\mu} & =\left(\Delta-\partial_{0}^{2}\right) v_{\mu}=g \bar{\psi} \gamma_{\mu} \psi,  \tag{1b}\\
\partial^{\mu} v_{\mu} & =0 \tag{1c}
\end{align*}
$$

has only been treated locally. ${ }^{2}$ In this paper, we shall prove that this problem can be solved in any bounded region of space-time provided that the size of either the coupling constant $g$ or the Cauchy data is suitably restricted.
The basic idea of the proof is quite natural and simple. First, the coupling constant and the Cauchy data are spatially cut off in a smooth fashion outside the domain of dependence at the initial time (i.e., the time at which the Cauchy data are prescribed) of the given space-time region. The main technical problem then is to show that this cut-off version of the original problem has a global solution when the size of $g$ or the Cauchy data is restricted. That this cut-off solution satisfies the actual Maxwell-Dirac equations (1) in the given space-time region follows from the finite propagation speed of equations of this sort. We remark that this approach with only minimal changes in the computations to follow, also applies to coupled Dirac-Klein-Gordon equations in which the spinor and scalar fields interact through a Yukawa coupling.
In Sec. 2 , the basic definitions and notations will be given along with a precise statement of the main results. Some of the less computational proofs will also be presented. The existence of solutions to the cut-off problem will be proved in Sec. 3 using the techniques of Refs.3-5. Proofs of fundamental but detailed inequalities will be carried out in the Appendix.

## 2. THE MAIN RESULTS

We begin by describing the solution space and discussing the free equations [i.e., $g=0$ in Eq. (1)]. More of the details can be found in Ref. 2, Sec. 2 , and Ref. 6, Sec.1. The Dirac equation can be written in a more convenient form

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}(x, t)=(\boldsymbol{\alpha} \cdot \nabla+\beta m) \psi(\boldsymbol{x}, t) \tag{2}
\end{equation*}
$$

by choosing $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\left(-\gamma^{0} \gamma^{1},-\gamma^{0} \gamma^{2},-\gamma^{0} \gamma^{3}\right)$ and $\beta=i \gamma^{0}$. Because of the anticommutation relations satisfied by the $\alpha_{i}$ and $\beta$, the generator of Eq. (2), $i^{-1}(\boldsymbol{\alpha} \cdot \nabla+\beta m)$, is self-adjoint on the Hilbert space of square-integrable functions from $E_{3}$ to spin space. In addition, $\left[i^{-1}(\alpha \cdot \nabla+\beta m)\right]^{2}=m^{2} I-\Delta$, thus suggesting the following definition of the escalated energy spaces of the Dirac equation.

Definition: Let $D$ be the Hilbert space of square integrable functions $\psi$ on $E_{3}$ with values in spin space. ${ }^{7}$ Denote the diagonal operator $\left(m^{2} I-\Delta\right)^{1 / 2}$ by $A$. Then, for $\alpha \geq 0, D_{\alpha}$ is defined to be $D\left(A^{\alpha}\right) \subset D$ endowed with the norm

$$
\|\psi\|_{D_{\alpha}}=\left\|A^{\alpha} \psi\right\|_{2} \cdot{ }^{8}
$$

$D_{\alpha}$ so defined is a Hilbert space. The operator $(\alpha \cdot \nabla+\beta m)$ is skew-adjoint on $D$ with domain $D_{1}$, and hence the propagators of the Dirac equation $D(t)=$ $\exp [t(\alpha \cdot \nabla+\beta m)]$ form a strongly continuous group of unitary transformation on each $D_{\alpha}$.
The Hilbert space treatment of the Maxwell equations can most easily be accomplished by rewriting Eq.
(1b) with $g=0$ in its vector-valued form

$$
\frac{d}{d t}\binom{v_{\mu}}{\dot{v}_{\mu}}=\left(\begin{array}{cc}
0 & I  \tag{3}\\
\Delta & 0
\end{array}\right)\binom{v_{\mu}}{\dot{v}_{\mu}}
$$

The solution space can then be described in terms of $v_{\mu}$ and $\dot{v}_{\mu}$.

$$
\xi \doteq \sqrt{2} r_{*}\left(r_{*}-r\right)^{-1} \quad \text { as } r \rightarrow r_{*}
$$

The character of (A3) is suggestive of the Schwarz-
schild singularity for a mass-point in general relativity.
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The Cauchy problem for the coupled Maxwell-Dirac equations is solved within an arbitrary bounded region of space-time. An integral part of the proof is that the Cauchy problem for a cut-off version of these equations has a global solution. The analysis requires that the size of the Cauchy data or the coupling constant be suitably restricted.

## 1. INTRODUCTION

To date, the Cauchy problem for the coupled MaxwellDirac equations ${ }^{1}$

$$
\begin{align*}
\left(-i \gamma^{\mu} \partial_{\mu}+m\right) \psi & =g v^{\mu} \gamma_{\mu} \psi,  \tag{1a}\\
\square v_{\mu} & =\left(\Delta-\partial_{0}^{2}\right) v_{\mu}=g \bar{\psi} \gamma_{\mu} \psi,  \tag{1b}\\
\partial^{\mu} v_{\mu} & =0 \tag{1c}
\end{align*}
$$

has only been treated locally. ${ }^{2}$ In this paper, we shall prove that this problem can be solved in any bounded region of space-time provided that the size of either the coupling constant $g$ or the Cauchy data is suitably restricted.
The basic idea of the proof is quite natural and simple. First, the coupling constant and the Cauchy data are spatially cut off in a smooth fashion outside the domain of dependence at the initial time (i.e., the time at which the Cauchy data are prescribed) of the given space-time region. The main technical problem then is to show that this cut-off version of the original problem has a global solution when the size of $g$ or the Cauchy data is restricted. That this cut-off solution satisfies the actual Maxwell-Dirac equations (1) in the given space-time region follows from the finite propagation speed of equations of this sort. We remark that this approach with only minimal changes in the computations to follow, also applies to coupled Dirac-Klein-Gordon equations in which the spinor and scalar fields interact through a Yukawa coupling.
In Sec. 2 , the basic definitions and notations will be given along with a precise statement of the main results. Some of the less computational proofs will also be presented. The existence of solutions to the cut-off problem will be proved in Sec. 3 using the techniques of Refs.3-5. Proofs of fundamental but detailed inequalities will be carried out in the Appendix.

## 2. THE MAIN RESULTS

We begin by describing the solution space and discussing the free equations [i.e., $g=0$ in Eq. (1)]. More of the details can be found in Ref. 2, Sec. 2 , and Ref. 6, Sec.1. The Dirac equation can be written in a more convenient form

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}(x, t)=(\boldsymbol{\alpha} \cdot \nabla+\beta m) \psi(\boldsymbol{x}, t) \tag{2}
\end{equation*}
$$

by choosing $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\left(-\gamma^{0} \gamma^{1},-\gamma^{0} \gamma^{2},-\gamma^{0} \gamma^{3}\right)$ and $\beta=i \gamma^{0}$. Because of the anticommutation relations satisfied by the $\alpha_{i}$ and $\beta$, the generator of Eq. (2), $i^{-1}(\boldsymbol{\alpha} \cdot \nabla+\beta m)$, is self-adjoint on the Hilbert space of square-integrable functions from $E_{3}$ to spin space. In addition, $\left[i^{-1}(\alpha \cdot \nabla+\beta m)\right]^{2}=m^{2} I-\Delta$, thus suggesting the following definition of the escalated energy spaces of the Dirac equation.

Definition: Let $D$ be the Hilbert space of square integrable functions $\psi$ on $E_{3}$ with values in spin space. ${ }^{7}$ Denote the diagonal operator $\left(m^{2} I-\Delta\right)^{1 / 2}$ by $A$. Then, for $\alpha \geq 0, D_{\alpha}$ is defined to be $D\left(A^{\alpha}\right) \subset D$ endowed with the norm

$$
\|\psi\|_{D_{\alpha}}=\left\|A^{\alpha} \psi\right\|_{2} \cdot{ }^{8}
$$

$D_{\alpha}$ so defined is a Hilbert space. The operator $(\alpha \cdot \nabla+\beta m)$ is skew-adjoint on $D$ with domain $D_{1}$, and hence the propagators of the Dirac equation $D(t)=$ $\exp [t(\alpha \cdot \nabla+\beta m)]$ form a strongly continuous group of unitary transformation on each $D_{\alpha}$.
The Hilbert space treatment of the Maxwell equations can most easily be accomplished by rewriting Eq.
(1b) with $g=0$ in its vector-valued form

$$
\frac{d}{d t}\binom{v_{\mu}}{\dot{v}_{\mu}}=\left(\begin{array}{cc}
0 & I  \tag{3}\\
\Delta & 0
\end{array}\right)\binom{v_{\mu}}{\dot{v}_{\mu}}
$$

The solution space can then be described in terms of $v_{\mu}$ and $\dot{v}_{\mu}$.

Definition: Let $M$ be the Hilbert space of squareintegrable functions $(\underset{j}{\nu})$ from $E_{3}$ with values in $\mathbb{R}^{4} \oplus \mathbb{R}^{4}$. Denote the $4 \times 4$ diagonal operator $(-\Delta)^{1 / 2}$ by $B$. Then, for every $\beta \geq \frac{1}{2}, M_{B}=M_{B}^{1} \oplus M_{B}^{2}$ is defined to be $D\left(B\left(I+B^{(2 \beta-1) / 2}\right)\right) \oplus\left(I+B^{(2 \beta-1) / 2}\right)$ endowed with the norm
$\left\|\binom{v}{\dot{v}}\right\|_{M_{B}}=\|\left\{\left\|B\left(I+B^{(2 \beta-1) / 2}\right) v\right\|_{2}^{2}+\|\left(I+B^{(2 B-1) / 2)} \dot{v} \|_{2}^{2}\right\}^{1 / 2}\right.$ $M_{6}$ so defined is a Hilbert space. ${ }^{9}$ It is a straightforward exercise to check that $M(t): M_{\beta} \rightarrow M_{\beta}$ defined by

$$
M(t)\binom{v}{\dot{v}}=\left(\begin{array}{ll}
\cos (t B) B^{-1} \sin (t B)  \tag{4}\\
-B \sin (t B) & \cos (t B)
\end{array}\right)\binom{v}{\dot{v}}
$$

is a continuous one-parameter group of orthogonal transformations on $M_{B}$ with skew-adjoint generator

$$
\left(\begin{array}{ll}
0 & I \\
-B^{2} & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & I \\
\Delta & 0
\end{array}\right)
$$

and as such is the propagator for Eq. (3).
The Cauchy problem for the coupled Maxwell-Dirac equations in this Hilbert space setting can now be described. The solution space is taken to be the escalated energy space $D_{\alpha} \oplus M_{\beta}$ for some fixed $\alpha$ and $\beta$.
Given Cauchy data $\left(\psi^{0},\left(\begin{array}{c}\left.\begin{array}{l}0 \\ 0 \\ 0\end{array}\right)\end{array}\right) \in D_{\alpha} \oplus M_{\beta}\right.$ at some finite time $t_{0}$ one must find functions $\psi$ and $v$, with $t \rightarrow(\psi(t)$, $\left.\binom{v(t)}{\dot{v}(t)}\right):\left(t_{0}, T\right) \rightarrow D_{\alpha} \oplus M_{B}$ continuous, which satisfies, for $t_{0}<t<T$, (the integrated form of) Eqs. (1)
$\psi(t)=D\left(t-t_{0}\right) \psi^{0}-g \int_{t_{0}}^{t} D(t-s) V(s) \psi(s) d s$,
$\binom{v(t)}{\dot{v}(t)}=M\left(t-t_{0}\right)\binom{v^{0}}{v^{0}}-g \int_{t_{0}}^{t} M(t-s)\binom{0}{J(s)} d s$,
where

$$
\begin{equation*}
V(s)=i\left(v_{0}(s)-\sum_{k=1}^{3} v_{k}(s) \alpha_{k}\right) \tag{6a}
\end{equation*}
$$

and

$$
J_{\mu}(s)=\left\{\begin{array}{l}
\psi^{\dagger} \psi(s), \quad \mu=0  \tag{6b}\\
\psi^{\dagger} \alpha_{\mu} \psi(s), \quad \mu=1,2,3
\end{array}\right.
$$

The integrals appearing in Eqs. (5) are to be interpreted in the strong Riemann sense. The solution is said to be global if $T$ can be taken to be $+\infty$.
Within this framework, Gross ${ }^{2}$ has proved that for sufficiently small $T-t_{0}$ (i.e., locally) the above problem has a unique solution in the space $D_{1} \oplus M_{1}$. The interaction term in Eq. (5) is not semi-Lipschitzian on $D_{1} \oplus M_{1}$, thus precluding the use of the Picard theory ${ }^{10}$ for obtaining local solutions and requiring instead the observation that the well-known results of Kato ${ }^{11}$ are applicable. By using escalated energy spaces (i.e., raising $\alpha$ and $\beta$ ), as will be the case in this work, this problem is avoided and the existence of solutions locally is obtained immediately. As is well known (cf. Ref. 2, Sec. 4, p. 14), however, the likelihood of having the necessary a priori energy estimates for extending the solution globally is greatly reduced. In fact, the following results can be roughly viewed as saying that these estimates are available if the discussion is restricted to bounded space-time regions and the coupling constant or Cauchy data is suitably small. We now state the results precisely.

In order to avoid unnecessary measure theoretic complications, the space-time volume $R$ is taken to be a domain with smooth boundary. In addition, there is no loss in generality in taking $t_{0}$ to be earlier than the times in $R$ since the problem can be separated into a forward and backward Cauchy problem. The constants $\alpha$ and $\beta$ are now chosen so that $\psi(t)$ and $v(t)$ lie in $L^{p}\left(E_{3}\right)$ for a wide range of $p^{\prime}$ s (most importantly, $p=\infty$ ). In particular for $\alpha=2, \beta=3 / 2$, standard techniques ${ }^{12}$ apply to show that if $\psi \in D_{2}$ and $v \in M_{3 / 2}^{1}$, then $\psi \in L^{p}\left(E_{3}\right)$ for $2 \leq p \leq \infty$ and $v \in L^{p}\left(E_{3}\right)$ for $6 \leq p \leq \infty$. The types of solutions that we shall be discussing, at least in the beginning (cf. also Theorem 2.3 and the subsequent remarks), are described in the following.

## Definition: Suppose

$T_{R}=\sup _{(x, t) \in R} t \quad$ and $\quad\left(\psi^{0},\binom{v^{0}}{v^{0}}\right) \in D_{2} \oplus M_{3 / 2}$.
An $R$-solution of the coupled Maxwell-Dirac equations in $D_{2} \oplus M_{3 / 2}$ with Cauchy data ( $\psi^{0},\binom{y_{0}}{v_{0}}$ ) at $t_{0}$ is a pair $\psi$ and $v$, with $t \rightarrow\left(\psi(t), c_{v(t)}^{v}(t)\right):\left[t_{0}, T_{R}\right] \rightarrow D_{2} \oplus M_{3 / 2}$ continuous, which for each $t_{0}<t<T_{R}$ satisfies Eqs.
(5) a.e. in the section $R_{t}=\{t:(x, t) \in R\}$.

Theorem 2.1: Suppose that $\left.\left(\psi^{0},\binom{v}{i}\right)\right) \in D_{2} \oplus M_{3 / 2}$ [i.e., $\alpha=(2 \beta+1) / 2=2$ ] and $R$ is a bounded domain in space-time. Then the (integrated form of the) coupled Maxwell-Dirac equations have an $R$-solution in $D_{2} \oplus M_{3 / 2}$ provided that the coupling constant or the $\left(D_{2} \oplus M_{3 / 2}\right)$-norm of the Cauchy data is sufficiently small (the size depends on the size of $R$ ).

The proof of Theorem 2.1 is carried out by obtaining a global solution to a spatially cut-off problem which will be shown to be an $R$-solution by hyperbolicity arguments. Specifically, outside the compact spatial region obtained by intersecting the domain of dependence of $R$ with $t=t_{0}$ (which we shall henceforth call $R_{t_{0}}$ ), cut off the Cauchy data and the coupling constant to obtain $\left(\psi_{c}^{0},\binom{v_{i}^{0}}{j_{c}^{0}}\right) \in D_{2} \oplus M_{3 / 2}$ and $g_{c} \in C_{c}^{\infty}\left(E_{3}\right)$. For specificity, we shall take as the cut-off functions those obtained by first multiplying with the characteristic function of $R_{t_{0}}^{\prime}\left(R_{t_{0}}\right.$ enlarged by one in each direction) and then mollifying the resulting function in such a way as to extend the support by one again; i.e., $f_{c}(x)=\int X_{R_{t_{0}}^{\prime}}(y) f(y) \phi(x-y) d y$, where $\phi$ is the standard mollifier. The existence of a global solution to the resulting cut-off problem comes from the following theorem, the proof of which is the content of Sec. 3 .

Theorem 2.2: Suppose $\left(\psi_{c}^{0},\left(\begin{array}{c}v \\ v_{c}^{0} \\ \dot{c} \\ C\end{array}\right)\right) \in D_{2} \oplus M_{3 / 2}$ have compact support and $g_{c} \in C_{c}^{c}\left(E_{3}\right)$. In addition, suppose that the associated solutions of the free Dirac equation satisfies the decay condition $\left\|\psi_{c}^{0}(t)\right\|_{\infty} \leq C\left(\psi_{c}^{0}\right)(1+|t|)^{-\epsilon}$ with $3 / 4<\epsilon<1$. Then the cut-off Maxwell-Dirac equations

$$
\begin{gather*}
\psi(t)=\psi_{c}^{0}(t)-\int_{t_{0}}^{t} D(t-s) g_{c} V(s) \psi(s) d s  \tag{7a}\\
\binom{v(t)}{v(t)}=\binom{v_{c}^{0}(t)}{v_{c}^{0}(t)}-\int_{t_{0}}^{t} M(t-s)\binom{0}{g_{c} J(s)} d s \tag{7b}
\end{gather*}
$$

have a unique global solution $\left(\psi_{c}(t),\binom{v_{c}^{c}(t)}{v_{c}(t)}\right) \in D_{2} \oplus M_{3 / 2}$
provided that $C\left(\psi_{c}^{0}\right)+\left\|\psi_{c}^{0}\right\|_{D_{2}}+\left\|\left(v_{i c}^{0}\right)\right\|_{M_{3 / 2}}^{0}$ or $\left\|g_{c}\right\|_{\infty}$ is sufficiently small (the size depends upon the size of the smallest set which contains all their supports). In addition the spinor component possesses the same temporal decay as the free solution.

Proof of Theorem 2.1 from Theorem 2.2: First we show that the conditions on ( $\psi^{0},\left(\begin{array}{l}v \\ j \\ 0\end{array}\right)$ ) in Theorem 2.1 imply the conditions on their associated cut-off functions required in Theorem 2.2. Recall that $f_{c}(x)=\int \chi_{R_{t_{0}}^{\prime}}(y) f(y) \phi(x-y) d y$, where $\phi$ is the standard mollifier. Thus, $\left\|\partial^{\alpha} f_{c}\right\|_{r} \leq\left\|\chi_{R_{t_{0}}} f\right\|_{p}\left\|\partial^{\alpha} \phi\right\|_{q}$, where $r^{-1}+1=p^{-1}+q^{-1}$ which implies that $\left\|g_{c}\right\|_{2, \infty} \leq g\|\phi\|_{2,1},\left\|\psi_{c}^{0}\right\|_{D_{2}} \leq$ const $\left\|\psi_{c}^{0}\right\|_{2,2} \leq$ const $\left\|X_{R_{t_{0}}} \psi^{0}\right\|_{2}\|\phi\|_{2,1} \leq \mathrm{const}\left\|\psi^{0}\right\|_{2,2}\|\phi\|_{2,1} \leq$ const $\left\|\psi^{0}\right\|_{D_{2}}\|\phi\|_{2,1},\left\|v_{c}^{0}\right\|_{M_{3 / 2}^{1}} \leq\left\|\chi_{R_{t_{0}^{\prime}}} v^{0}\right\|_{2}$ $\|B(I+B) \phi\|_{1} \leq\left\|\chi_{R_{t_{0}}}\right\|_{3}\left\|v^{0}\right\|_{6}\|B(I+B) \phi\|_{1} \leq \mathrm{const}$ $\operatorname{vol}\left(R_{t_{0}^{\prime}}^{\prime}\right)^{1 / 3}\left\|v^{0}\right\|_{M_{3 / 2}^{1} / 2}\|\stackrel{0}{\phi}\|_{2,1}$, and $\left\|\dot{v}_{c}^{0}\right\|_{M_{3 / 2}^{2}} \leq \mathrm{const}$ $\left\|\dot{v}_{c}^{0}\right\|_{1,2} \leq \mathrm{const}\left\|{\chi_{R_{t_{0}}^{\prime}}}^{0}\right\|_{2}\|\phi\|_{1,1} \leq \mathrm{const}\left\|\dot{v}^{0}\right\|_{M_{3 / 2}^{2}}$ $\|\phi\|_{2.1}$. The constant $C\left(\psi_{c}^{0}\right)$ is usually obtained by means of a decay estimate of the sort (Ref. 6, Proposition 1.1): If $\psi_{c}^{0} \in D_{3} \cap W^{3, q}\left(E_{3}\right)$, then for $1<q \leq 2$ $\left\|\psi_{c}^{0}(t)\right\|_{\infty} \leq \mathrm{const}(1+|t|)^{-(3 / q-3 / 2)}\left\|\psi_{c}^{0}\right\|_{3, q}$. Thus, the decay estimate is valid with $C\left(\psi_{c}^{0}\right)=$ const $\left\|\psi_{c}^{0}\right\|_{3,6 / 5}$ by taking $q=6 / 5$. As above $\psi_{c}^{0} \in D_{3}$ with $\left\|\psi_{c}^{0}\right\|_{D_{3}} \leq$ const $\left\|\psi^{0}\right\|_{D_{2}}\|\phi\|_{3,1}$ and $\left\|\psi_{c}^{0}\right\|_{3,6 / 5} \leq$ const $\left\|X_{R_{t_{0}}^{\prime}} \psi^{0}\right\|_{6 / 5}^{3}$ $\|\phi\|_{3,1}^{2} \leq \mathrm{const}\left\|\mathrm{X}_{R_{t_{0}^{\prime}}}\right\|_{3}\left\|\psi^{0}\right\|_{2}\|\phi\|_{3,1} \leq \mathrm{const}$ $\operatorname{vol}\left(R_{t_{0}}^{\prime}\right)^{1 / 3}\left\|\psi^{0}\right\|_{2,2} \| \stackrel{\phi}{\phi}_{3,1}$. By assembling the above inequalities it is clear that the hypotheses of Theorem 2.1 imply the conditions required on the cut-off functions in Theorem 2.2.
Thus, Theorem 2.2 provides a solution to the cut-off equations (7). We now show that it is an $R$-solution of the couple Maxwell-Dirac equations in $D_{2} \oplus M_{3 / 2}$ with Cauchy data $\left(\psi^{0},(\underset{\substack{v \\ j \\ 0}}{0})\right)$ at $t=t_{0}$. We begin by examining the support properties of the cut-off solution in the standard manner. Using the fundamental inequalities proved in Lemma A. 1 in the Appendix (see especially Remark 1 following its proof), the nonlinear term in Eq. (7) is a semi-Lipschitzian map on $D_{2} \oplus M_{3 / 2}$ so that the solution $\left(\psi_{c}(t),\binom{v_{c}(t)}{v_{c}(t)}\right.$ is the limit in $D_{2} \oplus M_{3 / 2}$ of the Picard iterates, defined recursively by

$$
\begin{align*}
\psi_{c}^{m}(t) & =\psi_{c}^{0}(t)-\int_{t_{0}}^{t} D(t-s) g_{c} V_{c}^{m-1}(s) \psi_{c}^{m-1}(s) d s  \tag{8b}\\
\binom{v_{c}^{m}(t)}{v_{c}^{m}(t)} & =\binom{v_{c}^{0}(t)}{v_{c}^{0}(t)}-\int_{t_{0}}^{t} M(t-s)\binom{0}{g_{c} J_{c}^{m-1}(s)} d s, \tag{8a}
\end{align*}
$$

where $V_{c}^{m-1}(s)$ and $J_{c}^{m-1}(s)$ have the obvious meaning. By induction, using the well-known support properties of the propagators $D$ and $M$ (e.g., Ref.13), it is clear that the iterates have their support in the domain of influence of the support of the Cauchy data and coupling function at $t=t_{0}$. In addition, as mentioned in the previous remarks, convergence in $D_{2} \oplus M_{3 / 2}$ implies convergence a.e. of a subsequence to the same limit so that the support of the cut-off solution is likewise within the same region. The continuity of $\left(\psi_{c}(\cdot),\left(v_{c}^{u} c(:\}\right)\right):\left[t_{0}, \infty\right) \rightarrow D_{2} \oplus M_{3 / 2}$ and Remark 1 of the Appendix guarantee that $g \int_{t_{0}}^{t} D(t-s) V_{c}(s) \psi_{c}(s) d s$
and $g \int_{t_{0}}^{t} M(t-s)\left({ }_{J_{c}}^{0}(s)\right) d s$ exist as $D_{2}$ (respectively $M_{3 / 2}$ )-valued integrals for all $t<\infty$. By forming $\psi^{0}(t)-\psi_{c}^{0}(t), \int_{t_{0}}^{t} D(t-s)\left(g-g_{c}\right) V_{c}(s) \psi_{c}(s) d s$, and $\int_{t_{0}}^{t} M^{c}(t-s)\left(g-g_{c}\right)\binom{0}{J_{c}(s)} d s$ and using the support properties of the propagators and the cut-off solutions, it is clear that the above quantities for each $t$ are zero a.e. in the sections of the domain of influence of $R_{t_{0}}$ (which by design contains $R$ ). Thus, ( $\psi_{c},\left({ }_{i}^{v} c\right)$ ) is an $R$-solution of the coupled MaxwellDirac ${ }^{c}$ equations in $D_{2} \oplus M_{3 / 2}$ with Cauchy data $\left(\psi^{0},\left(\begin{array}{l}v \\ 2 \\ 0\end{array}\right)\right)$ at time $t_{0}$.
Since the Cauchy data is fairly smooth, one can expect that the same is true for the above solution. In particular, we have the following result concerning the differentiability of the solution.

Theorem 2.3: With the hypothesis of Theorem 2.1, the resulting solution $\left(\psi(t),\left(\begin{array}{c}v(t) \\ v \\ (t)\end{array}\right)\right.$ as a function into $D_{1} \oplus M_{1 / 2}$ is strongly continuously differentiable and satisfies

$$
\begin{align*}
& \psi^{\prime}(t)=(\alpha \cdot \nabla+\beta m) \psi(t)-g V(t) \psi(t),  \tag{9a}\\
& v_{\mu}^{\prime \prime}(t)=\Delta v_{\mu}(t)-g J_{\mu}(t), \tag{9b}
\end{align*}
$$

for each $t$ with $(x, t) \in R$, a.e. in $R_{t}$, while $\psi(0)=\psi^{0}$ and $\binom{v(0)}{v(0)}=\binom{v_{0}^{0}}{v_{0}^{0}}$ a.e. in the causal shadow of $R$ at $t=t_{0}$.

Proof: As $\alpha, \beta$ grow, the energy spaces $D_{\alpha} \oplus M_{\beta}$ shrink while the associated norms become larger. Thus, the solution of Theorem 2.1 is a continuous function into $D_{1} \oplus M_{1 / 2}$. The proof of the differentiability will be obtained directly from a general result of Kato (Ref. 11, Theorem 5, p. 211) as follows. The underlying Banach space is taken to be $D_{1} \oplus M_{1 / 2}$ on which the operator $(\alpha \cdot \nabla+\beta m) \oplus\left(\begin{array}{cc}0 & I \\ \Delta & 0\end{array}\right)$ generates the continuous one-parameter group $D(t) \oplus M(t)$. Now the domain of the generator is $D_{2} \oplus D\left(B^{2}\right) \oplus D(B) \supset D_{2} \oplus$ $M_{3 / 2}$, so that the Cauchy data ( $\psi^{0},\left(\begin{array}{l}0 \\ j \\ j\end{array}\right)$ ) [and hence $\left.\left(\psi_{c}^{0},\left(\begin{array}{c}v \\ j \\ j\end{array}\right)\right)\right]$ is in the domain of the generator. As in the proof of the cited result of Kato (Ref. 11, p. 228), if the nonlinear term of Eq. (7) is differentiable, then in $D_{1} \oplus M_{1 / 2}$

$$
\begin{align*}
& \frac{d}{d t} \psi(t)=(\alpha \cdot \nabla+\beta m) \psi(t)-g_{c} V(t) \psi(t)  \tag{10a}\\
& \frac{d}{d t}\binom{v(t)}{\dot{w}(t)}=\left(\begin{array}{cc}
0 & I \\
\Delta & 0
\end{array}\right)\binom{v(t)}{\dot{v}(t)}-g_{c}\binom{0}{J(t)} \tag{10~b}
\end{align*}
$$

with $\psi(0)=\psi_{c}^{0}$ and $\left(\begin{array}{l}v(0) \\ t \in(0) \\ v(0)\end{array}\right)=\left(\begin{array}{c}v c \\ v i \\ i 0\end{array}\right)$. Thus, for each,$~$

$$
\begin{align*}
\frac{d}{d t} \psi(t) & =(\boldsymbol{\alpha} \cdot \nabla+\beta m) \psi(t)-g_{c} V(t) \psi(t)  \tag{11a}\\
\frac{d^{2}}{d t^{2}} v(t) & =\Delta v(t)-g_{c} J(t) \tag{11b}
\end{align*}
$$

are valid in $D_{1}$ and $M_{1 / 2}^{2}=L^{2}\left(E_{3}\right)$, respectively, and hence a.e. in $E_{3}$. But on $R_{t}$ for each $t$ with $(x, t) \in R$, $g_{c}=g$ and in the causal shadow of $R$ at $t=t_{0}$, $\psi_{c}^{c}=\psi^{0}, v_{c}^{0}=v$, and $\dot{v}_{c}^{0}=\dot{v}^{0}$ a.e., thus proving the theorem.
All that remains then is the differentiability of the integrals in Eq. (7). As stated in the hypothesis of the general result of Kato, this follows from the fact that $g_{c} V_{c}(t) \psi_{c}(t) \oplus g_{c}\left({ }_{J_{c}(t)}^{0}\right)$ belongs to $\left(D_{2} \oplus M_{3 / 2} \subset\right)$
$D_{2} \oplus D\left(B^{2}\right) \oplus D(B)$ and that $\left[(\boldsymbol{\alpha} \cdot \nabla+\beta m-I) \oplus\left(-\bar{L} ;-\frac{I}{I}\right)\right]$ $\left[g_{c} V_{c}(t) \psi_{c}(t) \oplus g_{c}\left(J_{c}^{0}(t)\right]\right.$ is strongly continuous with respect to $t$. Both conditions follow in a straightforward way from the fundamental inequality in the Appendix, the second requiring in addition the continuity of $t \rightarrow\left(\psi_{c}(t)\left({\underset{i}{c}}_{v}^{c}(t)\right)\right):\left[t_{0}, \infty\right) \rightarrow D_{2} \oplus M_{3 / 2}$ as given by Theorem 2.2.
To conclude this section, we make an observation that allows the above results to be more easily compared with Gross' basic result (Ref. 2, Theorem 1, p. 4). Note that the space used by Gross, $D_{G} \oplus M_{G}$, is equivalent to $D_{0} \oplus D\left[B(I+B)^{-1 / 2}\right] \oplus D\left[(I+B)^{-1 / 2}\right]$. The Hilbert Space obtained by completing $D_{0} \oplus D\left(B(I+B)^{-1 / 2}\right)$ $\oplus D(I+B)^{-1 / 2}$ with respect to the norm $\left\{\|\psi\|_{2}^{2}+\right.$ $\left.\left\|B(I+B)^{-1 / 2} v\right\|_{2}+\left\|(I+B)^{-1 / 2} i\right\|_{2}^{2}\right\}^{1 / 2}$. But this norm is smaller than the ( $D_{1} \oplus M_{1 / 2}$ )-norm so that our solution in Theorems 2.1 and 2.3 can also be considered as a ( $D_{G} \oplus M_{G}$ )-valued function which is differentiable and satisfies the same differential equation.

## 3. THE CUTOFF EQUATIONS

This whole section will consist of outlining the proof of Theorem 2.2. The argument will follow, in general, along the lines of that presented in Refs. 3-5, but will require certain refinements and permit some simplifications. It is these modifications that we shall try to stress in this presentation. With no loss of generality, we shall assume that the supports of $g_{c}, \psi_{c}^{0}, v_{c}^{0}$, and $\dot{v}_{c}^{0}$ are contained in $B_{\rho}(0)$, the ball of radius $\rho$ about the origin.
The local existence of solutions to the cut-off problem in $D_{2} \oplus M_{3 / 2}$ follows by the general results of Segal (Ref.10, Theorem 1, p. 343) from the semi-Lipschitz nature of the nonlinear term as established in Remark 1 of the Appendix. The cited work also guarantees that the solution exists in the maximum interval $\left(t_{0}, \bar{t}\right)$ for which $\|\left(\psi_{c}(t),\left(\begin{array}{l}\underset{v}{c}(t) \\ v \\ c\end{array}(t)\right) \|_{D_{2} \oplus M_{3 / 2}}\right.$ remains bounded. We shall show that with the additional hypotheses of Theorem 2.2, the solution remains bounded for all $t \geq t_{0}$.
The first component of Eq. (7b) can be written more explicitly as

$$
\begin{align*}
v_{c}(t)=\cos (t B) v_{c}^{0} & +B^{-1} \sin (t B) \dot{v}_{c}^{0} \\
& -\int_{t_{0}}^{t} B^{-1} \sin (t-s) B\left[g_{c} J_{c}(s)\right] d s \tag{12}
\end{align*}
$$

where $J_{c}(s)$ is given by Eq. (6b) and depends only on $\psi_{c}(s)$. Substituting Eq. (12) into Eq. (7a) gives the relationship

$$
\begin{align*}
\psi_{c}(t)= & \psi_{c}^{0}(t)-\int_{t_{0}}^{t} D(t-s) g_{c} V_{c}^{0}(s) \psi_{c}(s) d s \\
& +i \int_{t_{0}}^{t} D(t-s) g_{c}\left(\int_{t_{0}}^{s}\left(B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right)_{0}\right. \\
& \left.-\sum_{k=1}^{3}\left(B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right)_{k} \alpha_{k} d \tau\right) \psi_{c}(s) d s \tag{13}
\end{align*}
$$

which depends only on $\psi_{c}(t)$ and the prescribed quantities $\left.\left(\psi_{c}^{0}, \sum_{v=0}^{v}\right)\right)$. Since the propagator $D(t)$ is unitary on $D_{2}$,

$$
\begin{gathered}
\left\|\psi_{c}(t)\right\|_{D_{2}} \leqslant\left\|\psi_{c}^{0}\right\|_{D_{2}}+\int_{t_{0}}^{t}\left\|g_{c} V_{c}^{0}(s) \psi_{c}(s)\right\|_{D_{2}} d s \\
+\int_{t_{0}}^{t} \| g_{c}\left(\int_{t_{0}}^{s}\left(B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right)_{0}\right.
\end{gathered}
$$
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$$
\begin{equation*}
\left.-\sum_{k=1}^{3}\left(B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right)_{k} \alpha_{k} d \tau\right) \psi_{c}(s) \|_{D_{2}} d s \tag{14}
\end{equation*}
$$

Now, using part (ii) of Lemma A1 with $\tilde{\chi}$ and $\tilde{\psi} \equiv 0$, $x$ being either $v_{c}^{0}(s)$ or $B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)$ and $\psi$ being $\psi_{c}(s)$ or $\alpha_{k} \psi_{c}(s)$, one obtains

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{D_{2}} \leq\left\|\psi_{c}^{0}\right\|_{D_{2}}+\mathrm{const}\left\|g_{c}\right\|_{2, \infty} \int_{t_{0}}^{t}\left\{\| \cos (s B) v_{c}^{0}\right. \\
& \quad+B^{-1} \sin (s B) \dot{v}_{c}^{0}\| \|_{M_{3 / 2}^{1}}^{10 c}+\int_{t_{0}}^{s} \| B^{-1} \sin (s-\tau) B \\
& \left.\quad \times g_{c} J_{c}(\tau)\| \|_{M_{3 / 2}^{1}}^{10 c} d \tau\right\}\left\|\psi_{c}(s)\right\|_{D_{2}}^{10 c} d s \tag{15}
\end{align*}
$$

where the super loc refers to the fact that in computing the norms the integration need only be taken over the support of $g_{c}$. This can be reduced to a simpler inequality in $\psi_{c}$ by using the following particularly convenient form of the result that locally the solutions of the wave equation decay very rapidly.

Lemma 3.1: Suppose $\binom{f}{h} \in M_{3 / 2}$ and $\operatorname{supp}(f)$, $\operatorname{supp}(h) \subset B_{\rho}(0)$ (i.e., a ball of radius $\rho$ about the origin in $E_{3}$ ). Then for arbitrary $\sigma \geq 0$
$\left\|\cos t B f+B^{-1} \sin t B h\right\|_{M_{3 / 2}^{1}}^{\text {loc }}$

$$
\begin{equation*}
\leq C(\sigma, \rho)\left\|\binom{f}{h}\right\|_{M_{3 / 2}}(1+|t|)^{-\sigma} \tag{16}
\end{equation*}
$$

where loc indicates that in computing the norm the integration is only taken over $B_{\rho}(0)$.

Proof: To begin, suppose $f, h \in C_{c}^{\infty}\left(B_{\rho}(0)\right)$. Then

$$
\begin{aligned}
B(I & +B) B^{-1} \sin t B h(x) \\
& =B^{-1} \sin t B(B(I+B) h)(x) \\
& =\frac{\mathrm{const}}{t} \int_{|x-y|=t}[B(I+B) h](y) d S_{y}
\end{aligned}
$$

which is zero in $B_{\rho}(0)$ for $t>2 \rho$. On the other hand, for all $t$ and in particular for $|t| \leq 2 \rho$

$$
\begin{aligned}
& \left\|B^{-1} \sin (t B) h\right\|_{M_{3 / 2}^{1}} \\
& \quad=\left\|B(I+B) B^{-1} \sin (t B) h\right\|_{M_{3 / 2}^{1}} \\
& \quad=\|(I+B) \sin (t B) h\|_{2} \\
& \quad \leq\|(I+B) h\|_{2}=\|h\|_{M_{3 / 2}^{2}}
\end{aligned}
$$

Thus, $\left\|B^{-1} \sin (t B) h\right\|_{M_{3 / 2}^{1}}^{\text {loc }} \leq(1+2 \rho)^{\circ}\|h\|_{M_{3 / 2}^{2}}(1+|t|)^{-\sigma}$. Likewise $\|\cos (t B) f\|_{M_{3 / 2}^{1}}^{\text {loc }_{1 / 2}^{1}} \leq(1+2 \rho)^{\circ}\|f\|_{M_{3 / 2}^{1}}(1+|t|)^{-\sigma}$ so that inequality (16) is verified for $f, h \in C_{c}^{\infty}\left(B_{\rho}(0)\right)$. The result now follows from the denseness of these functions and the continuity, uniformly in $t$, of the map $(f, h) \rightarrow \cos (t B) f+B^{-1} \sin (t B) h: M_{3 / 2} \rightarrow M_{3 / 2}$ [which in turn follows from the unitarity of $M(t)$ on $M_{3 / 2}$ ].
Returning to the proof of the theorem, we may use the above result directly to obtain

$$
\begin{aligned}
& \left\|\psi_{c}(t)\right\|_{D_{2}} \leq\left\|\psi_{c}^{0}\right\|_{D_{2}}+\text { const }_{\rho, \sigma}\left\|g_{c}\right\|_{2, \infty} \\
& \quad \times\left[\left\|\binom{v_{c}^{0}}{\dot{v_{c}^{0}}}\right\|_{M_{3 / 2}} \int_{t_{0}}^{t}(1+|s|)^{-\sigma}\left\|\psi_{c}(s)\right\|_{D_{2}}^{\operatorname{loc}} d s\right. \\
& \quad+\int_{t_{0}}^{t}\left(\int_{t_{0}}^{s}(1+|s-\tau|)^{-\sigma}\left\|g_{c} J_{c}(\tau)\right\|_{M_{3 / 2}^{1}} d \tau\right)
\end{aligned}
$$

$$
\begin{equation*}
\left.\times\left\|\psi_{c}(s)\right\|_{D_{2}}^{l o c} d s\right] \tag{17}
\end{equation*}
$$

For notational convenience, we define the function
$] \psi\left[_{t}=\sup _{s \in\left(t_{0}, t\right)}\left\{\|\psi(s)\|_{D_{2}}+(1+|s|)^{\epsilon}\|\psi(s)\|_{\infty}\right\}\right.$.
If $t \rightarrow \psi(t):\left[t_{0}, \bar{t}\right) \rightarrow D_{2}$ is continuous, as is $\psi_{c}$ on its interval of existence, then $] \psi[t$ is continuous as a map from $\left[t_{0}, \bar{t}\right.$ ) into the reals. In fact, it is $] \psi_{c}[t$ which we will show is uniformly bounded, thus guaranteeing the same for $\left\|\psi_{c}(t)\right\|_{D_{2}}$. Using this definition and taking $\sigma>1$, we have

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{D_{2}} \leq\left\|\psi_{c}^{0}\right\|_{D_{2}} \\
& \quad+\text { const }_{\rho, \sigma}\left\|g_{c}\right\|_{2, \infty}\left[\left\|\binom{v_{c}^{0}}{v_{c}^{0}}\right\| \|_{M_{3 / 2}}\right] \psi\left[_{t}\right. \\
& \left.\quad+\int_{t_{0}}^{t}\left(\int_{t_{0}}^{s}(1+|s-\tau|)^{-\sigma}\left\|g_{c} J_{c}(\tau)\right\|_{M_{3 / 2}^{2}} d \tau\right) d s\right] \psi[t] \tag{19}
\end{align*}
$$

Noting that $\|\cdot\|_{M_{3 / 2}^{2}} \leq$ const $\|\cdot\|_{1,2}$ and using the estimate in Remark 2 of the Appendix, we reduce the above to

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{D_{2}} \leq\left\|\psi_{c}^{0}\right\|_{D_{2}} \\
& \quad+\text { const }_{\rho, 0}\left\|g_{c}\right\|_{2, \infty}\left[\left\|\binom{v_{c}^{0}}{i_{c}^{0}}\right\|_{M_{3 / 2}}\right] \psi[t \\
& \quad+\left\|g_{c}\right\|_{1,2} \int_{t_{0}}^{t}\left(\int_{t_{0}}^{s}(1+|s-\tau|)^{-\sigma}\right. \\
& \left.\left.\quad \times(1+|\tau|)^{-3 \epsilon / 2} d \tau\right) d s\right] \psi_{c}\left[\begin{array}{l}
3 \\
t
\end{array}\right] \tag{20}
\end{align*}
$$

The inner integral can be bounded by a technical lemma of Segal (Ref. 3, Lemma 3.1, p.467) with a bound const $(1+|s|)^{-3 \epsilon / 2}$ by taking $\sigma \geq 3 / 2$. Thus, the $s$-integration is bounded because of the choice of $\epsilon$. Summing up, we have

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{D_{2}} \leq\left\|\psi_{c}^{0}\right\|_{D_{2}} \\
& \left.\quad+\text { const }_{\rho, 0}\left\|g_{c}\right\|_{2, \infty}\left\|\binom{v_{c}^{0}}{i v_{c}^{0}}\right\|_{M_{3 / 2}}\right] \psi_{c}\left[l_{t}\right. \\
& \left.\quad+\text { const }_{\rho, \sigma}\left\|g_{c}\right\|_{2, \infty}\left\|g_{c}\right\|_{1,2}\right] \psi_{c}\left[\frac{3}{t}\right. \tag{21}
\end{align*}
$$

We also need a similar estimate for $\left\|\psi_{c}(t)\right\|_{\infty}$ to obtain a nonlinear inequality in $] \psi_{c}\left[_{t}\right.$ from which to deduce its uniform boundedness. To this end, beginning with Eq. (13) and estimating the Dirac propagator as in Proposition 1.1 of Ref. 6, we have for $1<q<4 / 3$

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{\infty} \leq C\left(\psi_{c}^{0}\right)(1+|t|)^{-\epsilon} \\
& \quad+\text { const }\left[\int_{t_{0}}^{t}|t-s|^{-1 / q}\left\|g_{c} V_{c}^{0}(s) \psi_{c}(s)\right\|_{2, q} d s\right. \\
& \quad+\text { const } \int_{t_{0}}^{t}|t-s|^{-1 / q} \| g_{c} \\
& \quad \times\left(\int_{t_{0}}^{s}\left(B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right)_{0}\right. \\
& \left.\left.\quad-\sum_{k=1}^{3}\left(B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right)_{k} \alpha_{k} d \tau\right) \psi_{c}(s) \|_{2, q} d s\right] \tag{22}
\end{align*}
$$

Again, using part (ii) of Lemma A1 as in equality (15) with $q$ as above, we get

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{\infty} \leq C\left(\psi_{c}^{0}\right)(1+|t|)^{-\epsilon} \\
& \quad+\text { const }\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}} \int_{t_{0}}^{t}\left\{\| \cos (s B) v_{c}^{0}\right. \\
& \quad+B^{-1} \sin (s B) \dot{v}_{c}^{0} \|_{M_{3 / 2}^{1}}^{l o c} \\
& \left.\quad+\int_{t_{0}}^{s}\left\|B^{-1} \sin (s-\tau) B g_{c} J_{c}(\tau)\right\|_{M_{3 / 2}}^{\mathrm{loc}}\right\} \\
& \quad \times\left\|\psi_{c}(s)\right\|_{D_{2}}^{\mathrm{loc}} d s \tag{23}
\end{align*}
$$

The argument proceeds as above to give the following analog of inequality (20):

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{\infty} \leq C\left(\psi_{c}^{0}\right)(1+|t|)^{-\epsilon} \\
& + \text { const }_{\rho, \sigma}\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}}\left[\left\|\binom{v_{c}^{0}}{v_{c}^{0}}\right\|_{M_{3 / 2}}\right. \\
& \left.\times \int_{t_{0}}^{t}|t-s|^{-1 / q}(1+|s|)^{-\sigma} d s\right] \psi\left[_{t}\right. \\
& \left.+\left\|g_{c}\right\|_{1,2} \int_{t_{0}}^{t}|t-s|^{-1 / q}(1+|s|)^{-3 \epsilon / 2} d s\right] \psi_{c}\left[\begin{array}{c}
3 \\
t
\end{array}\right] \text {, } \tag{24}
\end{align*}
$$

using the cited technical lemma of Segal to treat the $\tau$-integration.
A similar estimate ${ }^{14}$ shows the $s$-integration can be bounded by a function of $t$ which decays faster than $t^{-\epsilon}$. The particular form of the result which is applicable in this case is: If $0<a<1$ and $b>1$, then

$$
\int_{-\infty}^{\infty}|t-s|^{-a}(1+|s|)^{-b} d s \leq \operatorname{const}(1+|t|)^{-a}
$$

for all $t \in R$. Since $\sigma$ and $3 \epsilon / 2>1$ and $1 / q<1$, the decay property will follow if we can choose $\epsilon<1 / q<1$ or equivalently $1<q<1 / \epsilon$. Since $\epsilon<1$, we can always find such a $q$. In addition, $\epsilon>3 / 4$ automatically guarantees that for this choice $q<4 / 3$ as required for the decay of the Dirac propagator. Thus, we have

$$
\begin{align*}
& \left\|\psi_{c}(t)\right\|_{\infty} \leq(1+|t|)^{-\epsilon}\left\{C\left(\psi_{c}^{0}\right)+\text { const }_{\rho, \mathrm{o}}\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}}\right. \\
& \left.\quad \times\left[\left\|\binom{v_{c}^{0}}{v_{c}^{0}}\right\|_{M_{3 / 2}}\right] \psi_{c}\left[l_{t}+\mathrm{const}\left\|g_{c}\right\|_{1,2}\right] \psi_{c}\left[\begin{array}{l}
3 \\
i
\end{array}\right]\right\} \tag{25}
\end{align*}
$$

By adding inequalities (21) and (25), we obtain

$$
\begin{align*}
] \psi_{c}[t & \leq\left\|\psi_{c}^{0}\right\|_{D_{2}}+C\left(\psi_{c}^{0}\right) \\
& +\mathrm{const}_{\rho, \sigma}\left(\left\|g_{c}\right\|_{2, \infty}+\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}}\right) \\
& \left.\times\left\|\binom{v_{c}^{0}}{v_{c}^{0}}\right\|_{M_{3 / 2}}\right] \psi_{c}\left[t + \text { const } _ { \rho , \sigma } \| g _ { c } \| _ { 1 , 2 } \left(\left\|g_{c}\right\|_{2, \infty}\right.\right. \\
& \left.\left.+\left\|g_{c}\right\|_{\left.2,2 q(2-q)^{-1}\right)}\right)\right] \psi_{c}\left[{ }_{t}^{3}\right. \tag{26}
\end{align*}
$$

since $g_{c}$ has compact support $\left\|g_{c}\right\|_{1.2} \leq$ const $\rho^{3 / 2}$ $\left\|g_{c}\right\|_{2, \infty}$ and $\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}} \leq$ const. $\rho^{3(2-q) / 2 q}\left\|g_{c}\right\|_{2, \infty}$ $\leq$ const $\rho^{3 / 2}\left\|g_{c}\right\|_{2, \infty}$ since $1<q<4 / 3$ (assuming ${ }^{2, \infty}$ $\rho \geq 1$ ). We can fix $\sigma=3 / 2$ (the maximum needed in the proof) and use the explicit representation of const ${ }_{\rho, \sigma}$ as given in the proof of Lemma 3.1 to obtain

$$
\begin{align*}
] \psi_{c}[ & \leq\left[\left\|\psi_{c}^{0}\right\|_{D_{2}}+C\left(\psi_{c}^{0}\right)\right] \\
& \left.+\left[C_{1}\left\|g_{c}\right\|_{2, \infty} \rho^{3}\left\|\binom{v_{c}^{0}}{v_{c}^{c}}\right\|_{M_{3 / 2}}\right]\right] \psi_{c}[t \\
& \left.+\left(C_{2} \rho^{9 / 2}\left\|g_{c}\right\|_{2, \infty}^{2}\right)\right] \psi_{c}\left[\begin{array}{l}
3 . \\
t
\end{array}\right. \tag{27}
\end{align*}
$$

For fixed $\rho$, by taking $\left\|g_{c}\right\|_{2, \infty}$ or $\left\|\left(\begin{array}{c}\left(\begin{array}{c}0 \\ i \\ i \\ i\end{array}\right)\end{array}\right)\right\|_{M_{3 / 2}}$ sufficiently small the coefficient of $] \psi_{c} \Gamma_{t}{ }^{c}$ can be made less than $1 / 2$ so that
$] \psi_{c}\left[{ }_{t} \leqslant 2\left[\left\|\psi_{c}^{0}\right\|_{D_{2}}+C\left(\psi_{c}^{0}\right)\right]+2\left(C_{2} \rho^{9 / 2}\left\|g_{c}\right\|_{2, \infty}^{2}\right)\right] \psi_{c}\left[\begin{array}{l}3 \\ i\end{array}\right.$,
from which the uniform boundedness of $] \psi_{c}\left[{ }_{t}\right.$ follows from an observation of Segal and Strauss ${ }^{15}$ by choosing $\left\|\psi_{c}^{0}\right\|_{D_{2}}+C\left(\psi_{c}^{0}\right)$ or $\left\|g_{c}\right\|_{2, \infty}$ sufficiently small. Thus, the theorem is proved, including the decay property of $\left\|\psi_{c}(t)\right\|_{\infty}$, provided we can also show that $\left\|\binom{v_{i}^{v}(t)}{v_{c}(t)}\right\|_{M_{3 / 2}}$ remains bounded for $t>t_{0}$. To this end, using Eq. (7b), we get

$$
\begin{align*}
& \left\|\binom{v_{c}(t)}{\hat{v}_{c}(t)}\right\|_{M_{3 / 2}} \leq\left\|\left(\begin{array}{c}
v_{c}^{0} \\
i v_{c}^{0} \\
c
\end{array}\right)\right\|_{M_{3 / 2}}+\int_{t_{0}}^{t}\left\|\binom{0}{g_{c} J_{c}(s)}\right\|_{M_{3 / 2}} d s \\
& \leq\left\|\binom{v_{c}^{0}}{\dot{v}_{c}^{0}}\right\|_{M_{3 / 2}}+\int_{t_{0}}^{t}\left\|g_{c} J_{c}(s)\right\|_{M_{3 / 2}} d s \\
& \leq\left\|\left(\begin{array}{c}
v_{c}^{0} \\
i 0 \\
c
\end{array}\right)\right\| M_{M_{3 / 2}}+\text { const }\left\|g_{c}\right\|_{1,2} \\
& \left.\times \int_{t_{0}}^{t}(1+|s|)^{-3 \epsilon / 2} d s\right] \psi_{c}\left[\begin{array}{l}
2
\end{array},\right. \tag{29}
\end{align*}
$$

the last inequality following from Remark 2 in the Appendix. The uniform boundedness of $] \psi_{c}[t$ and the fact that $\epsilon>3 / 4$ guarantees the uniform boundedness of $\|\left(\begin{array}{l}\left(\begin{array}{l}v \\ v_{c}(t) \\ v_{c}(t)\end{array}\right) \|_{M_{3 / 2}}, \text { thus proving Theorem 2.2. }\end{array}\right.$
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## APPENDIX

In this section, we sketch a proof of three basic inequalities and then from them outline the proof of the properties of the interactions which were used in the main body of the papers: e.g., that the cut-off interaction maps $D_{2} \oplus M_{3 / 2}$ into itself and as such is semiLipschitz (needed in Theorems 2.1,2.2, and 2.3) and that the actual interaction maps $D_{2} \oplus M_{3 / 2}$ into itself (Theorem 2.1), the estimates used in inequalities (20), (23), and (28) in the proof of Theorem 2.2. The crucial thing to notice about the interactions is that, apart from the scalar factor $g$ or $g_{c}$, each component is a linear combination of terms $\mathrm{X}_{i} \psi_{j}, i, j=0,1,2,3$, where $\chi_{i}$ may be the components of $v$ or $\psi$.

Lemma A1: Suppose $g$ is a constant, $g_{c} \in C_{c}^{\infty}\left(E_{3}\right)$, $\psi_{j}$ are the components of $\psi \in D_{2}, x_{i}$ are the components of $\mathrm{x} \in D_{2}$ or $M_{3 / 2}$ and similarly for the tilded quantities. Then, with $X$ denoting either x or $\tilde{\mathrm{x}}$ and $\Psi$ either $\psi$ or $\psi$,
(i) $\left\|g\left(\chi_{i} \psi_{j}-\tilde{\chi}_{i} \tilde{\psi}_{j}\right)\right\|_{2,2} \leq g$ const $\left\{\|X\|_{M_{3 / 2}^{1}}\|\psi-\tilde{\psi}\|_{D_{2}}\right.$

$$
\left.+\|\Psi\|_{D_{2}}\|\mathrm{X}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\right\}
$$

and, if $1 \leq q \leq 2$,
(ii) $\left\|g_{c}\left(x_{i} \psi_{j}-\bar{x}_{i} \tilde{\psi}_{j}\right)\right\|_{2, q} \leq$ const $\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}}$

$$
\times\left\{\|X\|_{M_{3 / 2}^{1}}\|\psi-\tilde{\psi}\|_{D_{2}}+\|\Psi\|_{D_{2}}\|x-\tilde{x}\|_{M_{3 / 2}^{1}}\right\}
$$

(iii) $\left\|g_{c}\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right)\right\|_{1, q} \leq \mathrm{const}\left(\left\|g_{c}\right\|_{1, q}\right.$
$+\left\|g_{c}\right\|_{\left.4 q(4-q)^{-1}\right)}\left\{\|\mathrm{X}-\tilde{\mathrm{x}}\|_{\infty}^{1 / 2}\|\mathrm{X}-\tilde{\mathrm{x}}\|_{M_{3 / 2}}^{1 / 2}\|\Psi\|_{\infty}\right.$
$+\|X\|_{\infty}^{1 / 2}\|X\|_{M_{3 / 2}}^{1 / 2}\|\psi-\tilde{\psi}\|_{\infty}$
$+\|X-\tilde{x}\|_{\infty}\|\Psi\|_{\infty}^{1 / 2}\|\Psi\|_{D_{2}}^{1 / 2}$
$\left.+\|X\|_{\infty}\|\psi-\tilde{\psi}\|_{\infty}^{1 / 2}\|\psi-\tilde{\psi}\|_{D_{2}}^{1 / 2}\right\}$.
Proof: We begin by recalling some facts that will be used in the calculation. First $\|f\|_{p} \leq$ const $\|f\|_{2,2} \leq$ const $\|f\|_{D_{2}}$ for $2 \leq p \leq \infty$, while $\|f\|_{p} \leq$ const $\|f\|_{M_{3 / 2}^{1}}$ for $6 \leq p \leq 6$. In addition, $\|f\|_{M_{3 / 2}^{1}} \leq$ $\|f\|_{D_{2}}$, thus permitting us to simultaneously treat the case of $X$ a spinor or a vector by using its $M_{3 / 2}^{1}$ norm in the bound. Finally, we shall also make use of the familiar Sobolev inequality $\left\|D^{1} f\right\|_{4} \leq$ const
$\left\|D^{2} f\right\| \frac{1 / 2}{2}\|f\|_{\infty}^{1 / 2}$, where

$$
\left\|D^{k} f\right\|_{p}=\sup _{k_{1} k_{2} k_{3}=k}\left\|\frac{\partial^{k} f}{\partial^{k_{1}} x_{1} \partial^{k_{2}} x_{2} \partial^{k_{3}} x_{3}}\right\|_{p} .
$$

We also define

$$
\left\|D^{k} X\right\|_{p}=\sup _{i=1,2,3,}\left\|D^{k} X_{i}\right\|_{p}
$$

To begin the calculation,

$$
\begin{aligned}
& \left\|g\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right)\right\|_{2,2} \leq g \text { const }\left[\left\|\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right\|_{2}\right. \\
& \quad+\| D\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \psi_{j}\left\|_{2}^{2}+\right\| D^{2}\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right) \|_{2}^{2}\right]^{1 / 2} .
\end{aligned}
$$

Now each term will be bounded by the expression appearing on the right-hand side of the expression (i).
The zeroth-order terms can be written as $g\left(x_{i}-\tilde{x}_{i}\right) \psi_{j}$ $+g \bar{\chi}_{i}\left(\psi_{j}-\tilde{\psi}_{j}\right)$. Calling the terms $0 a$ and $0 a \mathrm{ii}$ (a notation which will become increasingly useful as the argument progresses), we have

$$
\begin{aligned}
\|0 a \mathrm{i}\|_{2} \leq g\left\|\left(\mathrm{x}_{i}-\tilde{x}_{i}\right)\right\|_{\infty} & \left\|\psi_{j}\right\|_{2} \\
& \leq g \text { const }\|\mathrm{X}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}},
\end{aligned}
$$

thus contributing to the inequality with $\Psi=\psi$. Likewise,

$$
\begin{aligned}
&\|0 a \mathrm{ii}\|_{2} \leq g\left\|\tilde{\mathrm{x}}_{i}\right\|_{\infty}\left\|\psi_{j}-\tilde{\psi}_{j}\right\|_{2} \\
& \leq g \text { const }\|\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1} / 2}\|\psi-\tilde{\psi}\|_{D_{2}},
\end{aligned}
$$

giving the other term in the bound.
Letting $D^{k}{ }_{X_{i}}$ denote any of the $k$ th-order derivatives (since, in estimating them, we shall use the fact that they are all simultaneously less than $\left\|D^{k} X_{i}\right\|_{p} \leq$ $\left\|D^{k} X\right\|_{p}$ ), we can write the first-order terms as

$$
\begin{aligned}
& g D\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right) \\
&= g D \mathrm{x}_{i} \psi_{j}+g_{\mathrm{X}_{i}} D \psi_{j}-g D \tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}-g \tilde{\mathrm{x}}_{i} D \tilde{\psi}_{j} \\
&= g\left[D\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right) \psi_{j}+D \tilde{\mathrm{x}}_{i}\left(\psi_{j}-\tilde{\psi}_{j}\right)\right. \\
&\left.+\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right) D \psi_{j}+\tilde{\mathrm{x}}_{i} D\left(\psi_{j}-\psi_{j}\right)\right] .
\end{aligned}
$$

and the terms in the last expression will be referred to as $1 a \mathrm{i}, 1 a \mathrm{ii}, 1 b \mathrm{i}$, and $1 b \mathrm{ii}$. The estimates proceed as follows:

$$
\begin{aligned}
&\|1 a i\|_{2} \leq g\left\|D\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right)\right\|_{4}\left\|\psi_{j}\right\|_{4} \\
& \quad \leq g \text { const }\left\|D^{2}\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right)\right\|_{2}^{1 / 2}\left\|\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right\|_{\infty}^{1 / 2}\left\|\psi_{j}\right\|_{4} \\
& \leq g \text { const }\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1 / 2}}\|\psi\|_{D_{2}} .
\end{aligned}
$$

The other terms are treated similarly, giving
$\|1 a \mathrm{ii}\|_{2} \leq g$ const $\|\tilde{\mathrm{X}}\|_{M_{3 / 2}^{1} / 2}\|\psi-\tilde{\psi}\|_{D_{2}}$,
$\|1 b \mathrm{i}\|_{2} \leq g$ const $\|\mathrm{X}-\overline{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}}$,
$\|1 b \mathrm{ii}\|_{2} \leq g$ const $\|\tilde{\chi}\|_{M_{3 / 2}^{1}}\|\psi-\tilde{\psi}\|_{D_{2}}$.
The second-order terms can be handled similarly:

$$
\begin{aligned}
& g D^{2}\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right) \\
&= g\left(D^{2} \mathrm{x}_{i} \psi_{j}+2 D \mathrm{x}_{i} D \psi_{j}+\mathrm{x}_{i} D^{2} \psi_{j}\right. \\
&\left.-D^{2} \tilde{\mathrm{x}} \tilde{\psi}_{j}-2 D \tilde{\mathrm{x}}_{i} D \tilde{\psi}_{j}-\tilde{\mathrm{x}}_{i} D^{2} \tilde{\psi}_{j}\right) \\
&= g\left[D^{2}\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right) \psi_{j}+D^{2} \tilde{\mathrm{x}}_{i}\left(\psi_{j}-\widetilde{\psi}_{j}\right)\right. \\
&+2 D\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right) D \psi_{j}+2 D \tilde{\mathrm{x}}_{i} D\left(\psi_{j}-\tilde{\psi}_{j}\right) \\
&\left.+\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right) D^{2} \psi_{j}+\tilde{\mathrm{x}}_{i} D^{2}\left(\psi_{j}-\tilde{\psi}_{j}\right)\right] .
\end{aligned}
$$

The typical estimates are

$$
\begin{aligned}
& \|2 a \mathrm{i}\|_{2} \leq g\left\|D^{2}\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right)\right\|_{2}\left\|\psi_{j}\right\|_{\infty} \\
& \quad \leq g \text { const }\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}}, \\
& \|2 b \mathrm{i}\|_{2} \leq g^{2}\left\|D\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right)\right\|_{4}\left\|D \psi_{j}\right\|_{4} \\
& \quad \leq g \text { const }\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}}, \\
& \|2 c \mathrm{i}\|_{2} \leq g\left\|\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right\|_{\infty}\left\|D^{2} \psi_{j}\right\|_{2} \\
& \\
& \leq g \text { const }\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}} .
\end{aligned}
$$

The second estimate follows along the lines of the first except that terms with the derivative of $g_{c}$ now appear and that we are now allowed to take other norms of the coupling function besides the sup norm. For example,

$$
\begin{aligned}
\|0 a \mathrm{i}\|_{q} & \leq\left\|g_{c}\right\|_{2 q(2-q)^{-1}}\left\|_{\mathrm{X}_{i}}-\tilde{\mathrm{x}}_{i}\right\|_{\infty}\left\|\psi_{j}\right\|_{2} \\
& \leq \text { const }\left\|g_{c}\right\|_{2 q(2-q)^{-1}}\left\|_{\mathrm{X}}-\tilde{\mathrm{x}}\right\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}},
\end{aligned}
$$

which reduces to the previous case with $q=2$. Likewise,
$\| 0$ aii $\| \leq$ const $\left\|g_{c}\right\|_{2 q(2-q)^{-1}}\|\tilde{x}\|_{M_{3 / 2}^{1}}\|\psi-\tilde{\psi}\|_{D_{2}}$.
In the first-order terms besides the above there are also terms like $0 a \mathrm{i}$ and $0 a \mathrm{ii}$ with $g_{c}$ replaced by $g_{c}^{\prime}$. Proceeding as above, one obtains

$$
\begin{aligned}
& \left\|D\left[g_{c}\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right)\right]\right\|_{q} \\
& \quad \leq \mathrm{const}\left(\left\|g_{c}\right\|_{2 q(2-q)^{-1}}\right. \\
& \left.\quad+\left\|g_{c}^{\prime}\right\|_{\left.2 q(2-q)^{-1}\right)}\right)\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}} \\
& \left.\quad+\|\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1} / 2}\|\psi-\bar{\psi}\|_{D_{2}}\right) .
\end{aligned}
$$

Similarly, for the second-order terms,

$$
\begin{aligned}
& \left\|D^{2}\left[g_{c}\left(\mathrm{x}_{i} \psi_{j}-\tilde{\mathrm{x}}_{i} \tilde{\psi}_{j}\right)\right]\right\|_{q} \leq \mathrm{const}\left\|g_{c}\right\|_{2,2 q(2-q)^{-1}} \\
& \quad \times\left(\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi\|_{D_{2}}+\|\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1}}\|\psi-\tilde{\psi}\|_{D_{2}}\right) .
\end{aligned}
$$

The third estimate is obtained in the same manner with the emphasis placed on obtaining the maximum power on the sup norms. With the same notations the estimates can be summarized as follows:
$\|0 a i\|_{q}$ and $\|0 a \mathrm{ii}\|_{q}$

$$
\begin{aligned}
& \leq\left\|g_{c}\right\|_{q}\left(\|\mathrm{X}-\tilde{\mathrm{x}}\|_{\infty}\|\psi\|_{\infty}+\|\tilde{\mathrm{x}}\|_{\infty}\|\psi-\tilde{\psi}\|_{\infty}\right) \\
& \leq \mathrm{const}\left\|g_{c}\right\|_{q}\left(\left\|_{\mathrm{X}}-\tilde{\mathrm{x}}\right\|_{\infty}\|\psi\|_{\infty}^{1 / 2}\|\psi\|_{D_{2}}^{1 / 2}\right. \\
& \left.+\|\mathrm{x}-\tilde{\mathrm{x}}\|_{\infty}^{1 / 2}\|\tilde{\mathrm{x}}\|_{D_{2}}^{1 / 2}\|\psi-\tilde{\psi}\|_{\infty}\right) .
\end{aligned}
$$

In the first-order terms, besides the standard terms $1 a \mathrm{i} \cdots 1 b \mathrm{ii}$, there also appear expressions like $0 a \mathrm{i}$ and $0 a \mathrm{ii}$ with $g_{c}$ replaced by $g_{c}^{\prime}$. These are treated as above. On the other hand,

$$
\begin{aligned}
\|1 a \mathrm{i}\|_{q} & \leq\left\|g_{c}\right\|_{4 q(4-q)^{-1}}\left\|D\left(\mathrm{x}_{i}-\tilde{\mathrm{x}}_{i}\right)\right\|_{4}\left\|\psi_{j}\right\|_{\infty} \\
& \left.\leq \mathrm{const}\left\|g_{c}\right\|_{4 q(4-q}\right)^{-1}\|\mathrm{x}-\tilde{\mathrm{x}}\|_{\infty}^{1 / 2} \\
& \times\|\psi\|_{\infty}\|\mathrm{x}-\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1 / 2}}^{1 / 2}
\end{aligned}
$$

and likewise
$\|\mathbf{1 a i i}\|_{q} \leq$ const $\left\|g_{c}\right\|_{4 q(4-q)^{-1}}$

$$
\times\|\overline{\mathrm{x}}\|_{\infty}^{1 / 2}\|\tilde{\mathrm{x}}\|_{M_{3 / 2}^{1 / 2}}^{1 / 2}\|\psi-\tilde{\psi}\|_{\infty}
$$

$\|1 b \mathrm{i}\|_{q} \leq \mathrm{const}\left\|g_{c}\right\|_{4 q(4-q)^{-1} \| \mathrm{x}}-\tilde{\mathrm{x}}\left\|_{\infty}\right\| \psi\left\|_{D_{2}}\right\|=\left\|_{\infty}\right\| \frac{1 / 2}{}$
$\| 1 b$ ii $\| \leq$ const $\left\|g_{c}\right\|_{4 q(4-q)^{-1}}$

$$
\times\|\tilde{x}\|_{\infty}\|\psi-\tilde{\psi}\|\left\|_{\infty}^{1 / 2}\right\| \psi-\tilde{\psi} \|_{D_{2}}^{1 / 2} .
$$

These estimates can be summed up as suggested in the beginning of the proof to obtain the desired inequalities.

Remark 1: In order to show that the interactions map $D_{2} \oplus M_{3 / 2}$ into itself in a semi-Lipschitz fashion, take $G=g$ or $g_{c}, q=2$ in (ii), and proceed as follows:

$$
\begin{aligned}
& \left\|G(V \psi-\tilde{V} \tilde{\psi}) \oplus G\binom{0}{J-\tilde{J}}\right\|_{D_{2} \oplus M_{3 / 2}} \\
& \quad \leq \mathrm{const}\left[\|G(V \psi-\tilde{V} \tilde{\psi})\|_{2,2}^{2}+\|G(J-\tilde{J})\|_{1,2}^{2}\right]^{1 / 2} \\
& \quad \leq \mathrm{const}\|G\|_{2, \infty}\left(\|v\|_{M_{3 / 2}^{1}}+\|\tilde{v}\|_{M_{3 / 2}^{1 / 2}}\right. \\
& \left.\quad+\|\psi\|_{D_{2}}+\|\tilde{\psi}\|_{D_{2}}\right)\left(\|v-\tilde{v}\|_{M_{3 / 2}^{1 / 2}}+\|\psi-\psi\|_{D_{2}}\right) \\
& \quad \leq \mathrm{const} K\|G\|_{2, \infty}\left\|\left(\psi,\binom{v}{v}\right)-\left(\tilde{\psi},\binom{\tilde{v}}{\tilde{v}}\right)\right\|_{D_{2} \oplus M_{3 / 2}}
\end{aligned}
$$

if $\left.\left(\psi,{ }_{i}^{v}\right)\right)$ and $\left(\psi,\left(\begin{array}{c}\bar{v} \\ j \\ j\end{array}\right)\right)$ are in a ball of radius $K$ in $D_{2} \oplus M_{3 / 2}$. Taking $\left(\tilde{\psi},\left(\frac{\tilde{v}}{\tilde{v}}\right)\right) \equiv 0$ gives

$$
\left\|G V \psi \oplus G\binom{0}{J}\right\|_{D_{2} \oplus M_{3 / 2}} \quad \leq \quad \leq \text { const }\|G\|_{2, \infty}\left\|\left(\psi,\binom{v}{v}\right)\right\|_{D_{2} \oplus M_{3 / 2}}^{2},
$$

which proves most simply that the interactions map $D_{2} \oplus M_{3 / 2}$ into itself.

Remark 2: The estimates in inequalities (20), (23), and (28) are obtained from (iii) as follows: Take $x=\psi$ and $\tilde{\chi}, \tilde{\psi} \equiv 0$. Using the fact that $\|\psi\|_{M_{3 / 2}^{1 / 2}} \leq$
const $\|\psi\|_{D_{2}}$ we obtain const $\|\psi\|_{D_{2}}$, we obtain

$$
\begin{aligned}
& \left\|g_{c} J(t)\right\|_{1, q} \leq \text { const }\left(\left\|g_{c}\right\|_{1, q}\right. \\
& \\
& \quad+\left\|g_{c}\right\|_{4 q(4-q)^{-1}}\|\psi\|_{\infty}^{3 / 2}\|\psi\|_{D_{2}}^{1 / 2} .
\end{aligned}
$$

From the definition in Eq. (18), $\|\psi(t)\|_{\infty} \leq(1+|t|)^{-\epsilon}$ $] \psi\left[t\right.$ and $\left.\|\psi(t)\|_{D_{2}} \leq\right] \psi[t$, which when placed in the above gives
$\left\|g_{c} J(t)\right\|_{1, q} \leq \operatorname{const}\left(\left\|g_{c}\right\|_{1, q}\right.$

$$
\left.+\left\|g_{c}\right\|_{\left.4 q(4-q)^{-1}\right)}(1+|t|)^{-3 \epsilon / 2}\right] \psi\left[\begin{array}{l}
2 \\
\end{array}\right.
$$

as required.
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(Received 4 August 1971)
Two functional equations of the form $\psi^{2}(s)-E(s) \phi^{2}(s)=V(s)$, where $s$ is a complex variable and $E(s)$ and $V(s)$ are given even polynomials, are solved for the even entire functions $\psi$ and $\phi$ which are required to behave like $\cosh [\alpha s+o(s)]$ for large $|R l s|$. Two cases are considered: (i) $V$ of degree zero and $E$ of degree two and (ii) $V$ of degree eight and $E$ of degree six. In the second case the polynomials must satisfy a condition in order for $\psi$ and $\phi$ to have the right asymptotic behavior. These functional equations arise in solving the Percus-Yevick equation for a mixture of hard spheres with nonadditive diameters.

## 1. INTRODUCTION

This is a sequel to the paper by Lebowitz and Zomick. ${ }^{1}$ That paper will be referred to below as LZ. The problem considered in it was that of solving the Percus-Yevick (PY) integral equation ${ }^{2}$ for a binary mixture of particles in which the two-body interaction potential $u_{i j}(r)$ between a particle of species $i$ and one of species $j$ a distance $r$ apart is given by
$u_{i j}(r)=\left\{\begin{array}{ll}+\infty & \left(0 \leq r \leq R_{i j}\right) \\ 0 & \left(r>R_{i j}\right)\end{array}, \quad i, j \in\{1,2\}\right.$,
where

$$
\begin{equation*}
R_{12}=R_{\dot{2} 1}=\frac{1}{2}\left(R_{11}+R_{22}\right)+\alpha, \tag{1.2}
\end{equation*}
$$

with $\quad 0 \leq \alpha \leq \frac{1}{2}\left(R_{22}-R_{11}\right)$.
It was shown by LZ that the solution of the PY equation for this problem involved a functional equation of the form

$$
\begin{equation*}
\psi^{2}(s)-E(s) \phi^{2}(s)=V(s), \tag{1.3}
\end{equation*}
$$

where $s$ is a complex variable, $E$ and $V$ are polynomial functions of a given form, but with undetermined coefficients, and $\phi$ and $\psi$ are the unknown functions (related to the Laplace transforms of certain correlation functions), which are required to be even and entire and to satisfy the asymptotic condition

$$
\left.\begin{array}{l}
\ln |\psi(s)|  \tag{1.4}\\
\ln |\phi(s)|
\end{array}\right\} \sim\left\{\begin{array}{l}
\alpha R l s \quad \text { as } R l s \rightarrow \infty \\
-\alpha R l s \quad \text { as } R l s \rightarrow-\infty
\end{array}\right.
$$

where $\alpha$ is a positive number defined in (1.2).
In the present paper we give a method for solving equations of the form (1) and apply it to the particular equations of this form which arise in LZ. The solution for the particular case which refers to the one-
dimensional hard-rod system with potential (1.1) was quoted, without derivation, in LZ.
The basic idea of the method can be seen by considering the case where $E(s)=V^{\prime}(s)=1$. Here the equation reduces to

$$
\begin{equation*}
\psi(s)^{2}-\phi(s)^{2}=1 \tag{1.5}
\end{equation*}
$$

which can be written

$$
\begin{equation*}
[\psi(s)+\phi(s)][\psi(s)-\phi(s)]=1 . \tag{1.6}
\end{equation*}
$$

This shows that both $\psi+\phi$ and $\psi-\phi$ are entire functions without zeros and hence must be of the form $\exp [w(s)]$ and $\exp [-w(s)]$, respectively, where $w$ is entire; it follows that the solution is

$$
\psi(s)=\cosh w(s), \quad \phi(s)=\sinh w(s) .
$$

The method we shall describe is based on the same factorization idea, with modifications to allow for the presence of the polynomials $E(s)$ and $V(s)$ and the conditions that the functions $\phi$ and $\psi$ must be even and satisfy the asymptotic condition (1.4).
In the next stage of the calculation we shall use the following information about the specific form of the polynomial $E(s)$; it is taken from LZ. The details depend on the number of dimensions of the hard-sphere system.

## A. One Dimension

Equation (1.3) above corresponds to Eq. (3.57) of LZ with

$$
\begin{align*}
& E(s)=s^{2}-4 \mu^{2} \\
& \quad\left\{=D(s) /\left[\left(\rho_{1}-\rho_{2}\right)^{2} a^{2}\right] \text { in LZ notation }\right\},  \tag{1.7}\\
& V(s)=A \tag{1.8}
\end{align*}
$$
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dimensional hard-rod system with potential (1.1) was quoted, without derivation, in LZ.
The basic idea of the method can be seen by considering the case where $E(s)=V^{\prime}(s)=1$. Here the equation reduces to
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\begin{equation*}
\psi(s)^{2}-\phi(s)^{2}=1 \tag{1.5}
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which can be written
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\begin{equation*}
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This shows that both $\psi+\phi$ and $\psi-\phi$ are entire functions without zeros and hence must be of the form $\exp [w(s)]$ and $\exp [-w(s)]$, respectively, where $w$ is entire; it follows that the solution is
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## A. One Dimension

Equation (1.3) above corresponds to Eq. (3.57) of LZ with

$$
\begin{align*}
& E(s)=s^{2}-4 \mu^{2} \\
& \quad\left\{=D(s) /\left[\left(\rho_{1}-\rho_{2}\right)^{2} a^{2}\right] \text { in LZ notation }\right\},  \tag{1.7}\\
& V(s)=A \tag{1.8}
\end{align*}
$$

where $\mu$ and $A$ are positive numbers.
Our $\psi(s)$ and $\phi(s)$ correspond to $\psi(s)$ and $\left[Q(s)\left(\rho_{1}-\right.\right.$ $\left.\left.\rho_{2}\right) a\right]$ in the notation of LZ.

## B. Three Dimensions

Equation (1.3) corresponds to Eq. (5.52) of LZ with

$$
\begin{align*}
& \quad E(s)=s^{6}-4 h(s),  \tag{1.9}\\
& \quad V(s)=-h(s) A(s),  \tag{1.10}\\
& \text { where } \\
& \quad h(s)=h_{1} s^{2}+h_{2} \quad[\text { Eq. (5. 38) of LZ }], \\
& \text { and } \\
& A(s)=a_{1} s^{6}+a_{2} s^{4}+a_{3} s^{2}+a_{4} \quad[\text { Eq. (5.43) of LZ]. }
\end{align*}
$$

Here $h_{1}, \ldots, a_{4}$ are real numbers. This time our $\psi(s)$ and $\phi(s)$ correspond to the $\psi(s)$ and $\phi(s)$ of LZ.

## 2. FACTORIZATION OF THE EQUATION

To factorize $\psi^{2}-E \phi^{2}$ we define $\sqrt{ } E(s)$ to be the branch of the many-valued function $[E(s)]^{1 / 2}$ which is analytic in the complex $s$ plane with suitable finite cuts, and which satisfies

$$
\begin{equation*}
\sqrt{ } E(s) \sim s^{p} \quad \text { for large } s \tag{2.1}
\end{equation*}
$$

where $t$ is the number of dimensions. This is possible because $E(s)=s^{2 p}+\cdots$ both for $p=1$ and for $p=3$. Before we proceed, it is worth noting that if the cuts are symmetrical about the origins, as we shall choose them to be, then $\sqrt{ } E$ is an odd function of $s$; for, since $E$ itself is even, the ratio $\sqrt{ } E(s) / \sqrt{ } E(-s)$ when squared gives 1 and must therefore equal +1 or -1 throughout the cut plane, and Eq. (2.1) shows that the value is -1 both for $p=1$ and for $p=3$.
We can now factorize the left-hand side of (1.3) by defining

$$
\begin{align*}
& f(s)=\psi(s)+\sqrt{ } E(s) \phi(s)  \tag{2.2}\\
& \bar{f}(s)=\psi(s)-\sqrt{ } E(s) \phi(s)=f(-s) \tag{2.3}
\end{align*}
$$

since $\sqrt{ } E$ is odd and $\psi$ and $\phi$ are even. Equation (1.3) now becomes

$$
\text { or } \begin{align*}
& f(s) \bar{f}(s)=V(s)  \tag{2.4}\\
& \\
& f(s) f(-s)=V(s) .
\end{align*}
$$

The behavior of $f(s)$ for large $s$ is determined by the condition (1.4). This condition, with (2.2) and (2.3), gives
$|\psi(s)|=\frac{1}{2}|f(s)+f(-s)|=\exp [\alpha|R l s|+o(s)]$,

$$
\begin{equation*}
|R l s| \rightarrow \infty, \tag{2.5}
\end{equation*}
$$

so that either $|f(s)|$ or $|f(-s)|$ (or both) grows at least as fast as $\exp [\alpha|R l s|+o(s)]$ as $|R l s| \rightarrow \infty$. Suppose for definiteness that it is $f(s)$ that has this property for Rls $\rightarrow \infty$; then (2.4) implies that $f(-s)$ decreases exponentially as $R l s \rightarrow \infty$ and thus $f(s)$ has to decrease exponentially as $R l s \rightarrow-\infty$. Thus we find that in this case

$$
\begin{equation*}
|f(s)| \sim \exp [\alpha R l s+o(s)] \quad \text { as }|R l s| \rightarrow \infty \tag{2.6}
\end{equation*}
$$

The alternative possibility gives a similar result, and the two can be combined in the single formula

$$
\begin{align*}
& |f(s)| \sim \exp [ \pm \alpha R l s+o(s)] \\
\text { as } \quad & R l s \rightarrow \infty \text { and } \text { as } R l s \rightarrow \infty . \tag{2.7}
\end{align*}
$$

We also want to know how $f$ behaves on the boundary of the cut plane, i.e., on the cuts themselves. Each cut has two sides which we designate the + and the side, respectively. If the cut is horizontal, it is convenient to take the + side as the top. We define, for each function $F$ over the cut plane, two boundary-value functions on each cut,

$$
\begin{equation*}
F^{ \pm}(t)=\lim _{\epsilon \rightarrow 0} F(t+\epsilon), \quad t \in C \tag{2.8}
\end{equation*}
$$

the limit being approached from the + side of the cut $C$ for $F^{+}$and the - side for $F^{-}$. For example, since $\sqrt{ } E$ reverses sign as we cross any cut, it satisfies

$$
\begin{equation*}
\sqrt{ } E^{+}(t)=-\sqrt{ } E^{-}(t) \quad(t \in C) \tag{2.9}
\end{equation*}
$$

Using this in (2.3), we obtain

$$
f^{+}(t)=\bar{f}^{-}(t) \quad \text { and } \quad \bar{f}^{+}(t)=f^{-}(t)
$$

It follows, by (2.4), that $f$ satisfies the boundary condition

$$
\begin{equation*}
f^{+}(t) f^{-}(t)=V(t) \quad(t \in C) \tag{2.10}
\end{equation*}
$$

This equation, together with (2.7), constitutes a boun-dary-value problem for determining $f$, of the type discussed by Muskhelishvili. ${ }^{3}$ In the following, we shall apply his methods to it.

## 3. THE ONE-DIMENSIONAL CASE

In this case $V(t)$ is a positive constant $A$ so that the functional equation reduces to

$$
\begin{equation*}
f(s) f(-s)=A, \quad s \in \text { cut plane } \tag{3.1}
\end{equation*}
$$

and (2.10) to

$$
\begin{equation*}
f^{+}(t) f^{-}(t)=A, \quad t \in[-2 \mu, 2 \mu] \tag{3.2}
\end{equation*}
$$

There is just one cut now, since $\sqrt{ } E(s)=\sqrt{ }\left(s^{2}-4_{\mu}^{2}\right)$, with two branch points.
We shall write (3.2) in logarithmic form, in terms of

$$
\begin{equation*}
\Phi(s)=\ln f(s) \tag{3.3}
\end{equation*}
$$

but it is necessary first to show that $\Phi(s)$ is a (singlevalued) function. That is to say, we wish to show that $f(s)$ never vanishes, and that $\arg f(s)$ returns to its original value when $s$ describes any closed contour in the cut plane. Both facts follow from (3.1), the first because $f(-s)$ is holomorphic in the cut plane and the second because any closed contour in the cut plane can be deformed either to zero or to a large circular contour; if it deforms to zero there is no problem, and if not, both $s$ and $-s$ traverse the same circle, so that the total change in $\arg f(s)$ equals the total change in $\arg f(-s)$, and since their sum is the total change in $\arg f(\mathrm{~s}) f(-s)=\arg A$, i.e., zero, the total change in $\arg f(s)$ is also 0 . Thus the definition (3.3) makes sense; it is only necessary to specify the
additive multiple of $2 \pi i$ and we do this in such a way that

$$
\begin{equation*}
\Phi(s) \sim \pm \alpha s+o(s), \quad|R l s| \rightarrow \infty \tag{3.4}
\end{equation*}
$$

in conformity with the asymptotic condition (2.7).
Putting (3.3) into (3.2), and using (2.7), the boundary condition on the cut takes the form

$$
\begin{equation*}
\Phi^{+}(t)=\Phi^{-}(t)=\ln A+2 \pi m i \tag{3.5}
\end{equation*}
$$

where $m$ is some integer.
Boundary-value problems of this form are discussed ${ }^{3}$ in Sec. 84 of M. Since $f(s)$ is bounded in any finite region of the cut plane and on its boundaries [by (2.3)] and is therefore also bounded away from zero [by (2. $4^{\prime}$ )], its logarithm $\Phi(s)$ is bounded. Thus the solutions of (3.4) we are interested in are those which, in the terminology defined on p .231 of M , belong to the class $h(-2 \mu, 2 \mu)$ (i.e., they are bounded at both ends of the cut.)

A particular solution of the boundary-value problem satisfying this condition is the function

$$
\frac{1}{2}(\ln A+2 \pi m i)
$$

The general solution of (3.5) is obtained from this particular solution by adding the general solution of the associated homogeneous equation $\Phi^{+}(t)+\Phi^{-}(t)=0$. According to the theory described in Secs. 35 and 79 of M , this general solution, of finite degree at infinity, is of the form

$$
X(s) P(s)
$$

where $P$ is a polynomial and $X$ is the "fundamental solution" of the homogeneous problem. This fundamental solution is (see p. M232) the one which is nowhere zero in the finite part of the plane, including the cut, except at the two end points $-2 \mu$ and $2 \mu$. The appropriate solution, given in Eq. (84.3) of $\mathbf{M}$, is $\sqrt{ } E(s)$, and so we have for our general solution

$$
\begin{equation*}
\Phi(s)=\frac{1}{2}(\ln A+2 \pi m i)+\sqrt{ } E(s) P(s) \tag{3.6}
\end{equation*}
$$

where $P(s)$ is a polynomial. The condition (3.4) determines this polynomial as $P(s)= \pm \alpha$, and, putting the resulting formula for $\Phi(s)$ into (3.3), we obtain

$$
\begin{equation*}
f(s)= \pm \sqrt{ } A \exp [ \pm \alpha \sqrt{ } E(s)] \tag{3.7}
\end{equation*}
$$

a formula in which there are two choices of sign.
The solution of the original functional equation for the one-dimensional case is therefore, by (2.3),

$$
\begin{align*}
& \psi(s)= \pm \sqrt{ } A \cosh \alpha \sqrt{ } E(s)  \tag{3.8}\\
& \phi(s)= \pm \sqrt{ } A[\sinh \alpha \sqrt{ } E(s)] / \sqrt{ } E(s) \tag{3.9}
\end{align*}
$$

again with two choices of sign. This is the solution given in Eqs. (3.58) and (3.59) of LZ.

## 4. THE THREE-DIMENSIONAL CASE

To deal with this case, we return to the general form of the boundary-value problem given in (2.10). Now $E(s)$ is a polynomial of degree 6. We denote its roots
by $\pm s_{1}, \pm s_{2}, \pm s_{3}$, with $s_{2}$ and $s_{3}-s_{1}$ real, and choose the cuts as shown in Fig. 1.
Another new feature is that now $V(t)$ is a polynomial of degree 8 , so that $f(s)$ and $f(-s)$ must have zeros in the cut plane or on its boundaries. In fact, if the zeros of $f(s)$ are $z_{1}, z_{2}, z_{3}, z_{4}$, then those of $f(-s)$ are $-z_{1},-z_{2},-z_{3},-z_{4}$ and so those of $V(s)$ are $\pm z_{1}$, $\pm z_{2}, \pm z_{3}, \pm z_{4}$. We assume that $V(s)$ and $E(s)$ have no zeros in common, so that none of $\pm z_{1}, \ldots, \pm z_{4}$ is the end of a cut. Let us define

$$
\begin{equation*}
F(s)=f(s) \prod_{i=1}^{4}\left(s-z_{i}\right)^{-1} \tag{4.1}
\end{equation*}
$$

so that, by (2.10),
$F(s) F(-s)=V(s) \prod_{i=1}^{4}\left[\left(s-z_{i}\right)\left(s+z_{i}\right)\right]^{-1}=c$,
where $c$ is the coefficient of $s^{8}$ in $V(s)$ (it is $-a_{1} h_{1}$ in the notation of LZ). Thus $F$ satisfies a functional equation like the one we solved before. The boundary conditions are

$$
\begin{equation*}
|F(s)|=\exp [ \pm \alpha R l s+o(s)] \tag{4.3}
\end{equation*}
$$

for large $|(R l s)|$, and

$$
\begin{equation*}
F^{+}(t) F^{-}(t)=c J(t) \quad(t \in C) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
J(t)=V(t)\left[c \prod_{i=1}^{4}\left(t-z_{i}\right)\right]^{-2}=\prod_{i=1}^{4} \frac{\left(t+z_{i}\right)}{\left(t-z_{i}\right)} \tag{4.5}
\end{equation*}
$$

and $C$ denotes the set of cuts.
Since there are now three cuts, it is not as easy as before to define a function $\Phi$ to serve as $\ln F$. By considering the behavior of $F(s)$ as $s$ traverses a large circle, we can show that $\arg F(s)$ returns to its original value if $s$ traverses a contour that encircles all three cuts, and, by considering a symmetrical contour that encloses only the cut through the origin, we can show that $\arg F(s)$ returns to its original value as $s$


FIG. 1. Cuts $C$ in the $s$ plane.


FIG. 2. Cuts $C^{\prime}$ in the $s$ plane.
traverses any contour enclosing only this cut; but there is as yet no reason to expect $\arg F(s)$ to return to its original value if $s$ traverses a contour that surrounds one of the other cuts. To deal with this, we put two further cuts $C^{\prime}$ as shown dotted in Fig. 2.
We can now define a function

$$
\begin{equation*}
\Phi(s)=\ln F(s) \tag{4.6}
\end{equation*}
$$

which is holomorphic in the cut plane and satisfies

$$
\begin{align*}
& \Phi^{+}(t)+\Phi^{-}(t)=\ln c+2 \pi m i+\ln J(t) \quad(t \in C) \\
& \Phi^{+}(t)-\Phi^{-}(t)=2 \pi n i \quad\left(t \in C^{\prime}\right) \tag{4.7}
\end{align*}
$$

where $m$ and $n$ are integers. The reason why we can use the same value of $n$ on both parts of $C^{\prime}$ is that we know [since $F(s) F(-s)=c$ ] that if $s$ traverses a symmetrical path enclosing only the part of $C$ containing the origin, then $\arg F$ will return to its original value and so the discontinuities of $\Phi$ across the two parts of $C^{\prime}$ must be the same.
Equation (4.7) is again a Hilbert problem, of the type discussed in Secs. 85-87 of M. As before, its general solution is the sum of a particular solution and the general solution of the associated homogeneous problem. For a particular solution, consider the function [obtained from Eq. M (85.12)]

$$
\begin{align*}
\Phi(s)=\frac{1}{2} \ln c+\pi m i+ & \frac{\sqrt{ } E(s)}{2 \pi i} \int_{C} \frac{\ln J(t) d t}{\sqrt{E+(t)(t-s)}} \\
& +\frac{\sqrt{ } E(s)}{2 \pi i} \int_{C^{\prime}} \frac{2 \pi n i d t}{\sqrt{E+(t)(t-s)}} \tag{4.8}
\end{align*}
$$

where the cuts are traversed in the directions indicated in Fig. 2, and their "plus" sides are at the left of the arrows. The Plemelj formulas ( $p$. M43) show that this is a particular solution of the boundary-value problem (4.7). To get the general solution, we add $X(s) P(s)$ where $P$ is any polynomial and $X$ is the fundamental solution of the class we are looking for. As before, since we want bounded solutions, this fundamental solution is $\sqrt{ } E(s)$. Our asymptotic condition (4.3) implies, however, that the polynomial $P$ must be 0 , since $\sqrt{ } E(s)$ increases like $s^{3}$, not $s$, for large $|(R / s)|$. Thus the particular solution (4.8) itself is the one we are looking for.
To get the correct behavior for large $s$, we want

$$
\Phi(s) \sim \pm \alpha s \quad \text { for large } s
$$

and, since $E(s) \sim s^{3}$, this implies that the sum of the two integrals must behave like $\pm 2 \pi i \alpha / s^{2}$ for large $s$. The asympototic behavior of these integrals is obtained from the formula $(t-s)^{-1}=-s^{-1}-t s^{-2} \cdots$, and
so we require [writing $\sqrt{ } E(t)$ as an abbreviation for $\left.{ }_{s} \sqrt{E^{+}}(t)\right]$

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} \frac{\ln J(t) d t}{\sqrt{E(t)}}+n \int_{C^{\prime}} \frac{d t}{\sqrt{E(t)}}=0 \tag{4.9}
\end{equation*}
$$

(coefficient of $\mathrm{s}^{-1}$ ), and

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} \frac{t \ln J(t) d t}{\sqrt{E(t)}}+n \int_{C^{\prime}} \frac{t d t}{\sqrt{E(t)}}=\mp \alpha \tag{4.10}
\end{equation*}
$$

(coefficient of $\mathrm{s}^{-2}$ ).
Now, Eq. (4. 5) shows that $\ln J(t)$ is an odd function; hence, the first integral in (4.9) is zero. The second can be written

$$
\begin{equation*}
\int_{C_{1}^{\prime}} \frac{d t}{\sqrt{E^{+}(t)}}-\int_{C_{2}^{\prime}} \frac{d t}{\sqrt{E^{-}(t)}} \tag{4.11}
\end{equation*}
$$

The sides of the contours on which the integrand is evaluated are indicated in Fig. 2, and are symmetrical. Since $\sqrt{ } E(s)$ is an odd function, it follows that the two integrals reinforce and so [barring the accident $\left.\int d t / \sqrt{ } E(t)=0\right]$ the condition (4.9) can only be satisfied by taking $n=0$. The second condition, (4.10), now reduces to

$$
\begin{equation*}
\alpha=\mp \frac{1}{2 \pi i} \int_{C} \frac{t \ln J(t) d t}{\sqrt{E(t)}} \tag{4.12}
\end{equation*}
$$

which imposes a condition on the coefficients $h_{i}, \ldots$, $a_{4}$ in the polynomials $E(s)$ and $V(s)$.
The solution of the functional equation for $f$ is, by (4.6) and (4.1),

$$
\begin{equation*}
f(s)= \pm \sqrt{ } c_{i=1}^{4}\left(s-z_{i}\right)\left\{\exp \frac{\sqrt{ } E(s)}{2 \pi i} \int_{C} \frac{\ln J(t) d t}{\sqrt{E^{+}(t)(t-s)}}\right\} \tag{4.13}
\end{equation*}
$$

There are several solutions, depending upon the choice of the sign in (4.13) and which four zeros of $V$ we pick to use as $z_{1}, \ldots, z_{4}$. We expect that, as in the one-dimensional case, physical requirements will dictate a unique choice. This will certainly be true at low densities where the PY solution can be found from a convergent virial expansion. ${ }^{4}$ At higher densities we expect to see a phase transition corresponding to a spatial separation of the two components since $\alpha$ in (1.2) is positive. We plan to investigate this further.
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For a system which may be partitioned into $M$ subsystems $A_{1}, A_{2}, \ldots, A_{M}$, such that configurations of subsystems $A_{i}, A_{j}$ correspond to realizations of discrete, random variables $s_{i}, s_{j}$, not necessarily isomorphic, and such that the probability for a configuration of the total system is $p\left(s_{1}, s_{2}, \ldots, s_{M}\right)=f_{1}\left(s_{1}\right) \ldots f_{M}\left(s_{M}\right) g_{1}\left(s_{1}, s_{2}\right) \times$
$g_{2}\left(s_{2}, s_{3}\right) \cdots g_{M-1}\left(s_{M-1}, s_{M}\right)$, we prove that $p\left(s_{1}, s_{2}, \ldots, s_{M}\right)=p_{1}\left(s_{1} \mid s_{2}\right) p_{2}\left(s_{2} \mid s_{3}\right) \cdots p_{M-1}\left(s_{M-1} \mid s_{M}\right) p_{M}\left(s_{M}\right)$, where
$p_{i}\left(s_{i} \mid s_{i+1}\right)$ is the conditional probability for $s_{i}$ given $s_{i+1}$, and $p_{i}\left(s_{i}\right)$ is the reduced probability for $s_{i}$. This result yields a decomposition of the total entropy into "Single-subsystem entropies" $\sum p_{i}\left(s_{i}\right)$ In $p_{i}\left(s_{i}\right)$ and "nearestneighbor" cumulant-like terms $-\sum p_{j}\left(s_{j}, s_{j+1}\right) \ln \left[p_{j}\left(s_{j}, s_{j+1}\right) / p_{j}\left(s_{j}\right) h_{j+1}\left(s_{j+1}\right)\right]$ only. This Markovian decomposition applies to systems with short-range interactions for which transfer-matrix methods are introduced.

## 1. INTRODUCTION

This paper deals with an aspect of the decomposition of entropy of physical systems. Attention is directed to the way in which the entropy depends on a very limited subset of correlations which exist in a class of systems described in terms of transfer matrices. ${ }^{1}$ The Markovian decomposition demonstrated for chainlike interactions is admittedly so intuitively clear ${ }^{2}$ and mathematically direct that to present it in a separate note may seem questionable; however, we believe that the result is not well known in the present context, and the recent appearance ${ }^{3-6}$ of entropy and correlation inequalities may suggest some new approximations for unsolved problems.

## 2. DEFINITIONS AND RESULTS

Consider a system which may be partitioned into $M$ subsystems $A_{1}, A_{2}, \ldots, A_{M}$, such that the configurations of subsystems $A_{i}$ and $A_{j}$ correspond to the possible realizations of discrete random variables $s_{i}$ and $s_{j}$, respectively. For example, $s_{i}$ might have only two realizations $\pm 1$; whereas, $s_{i+1}$ might have $3^{N^{2}}$ realizations so that $s_{i}$ might be associated with a single spin $\frac{1}{2}$ and $s_{i+1}$ might be associated with an entire $N^{2}$-spin plane of spin 1 particles. Let the probability $p\left(s_{1}, s_{2}, \ldots, s_{M}\right)$ for the joint realization of a set of values $s_{1}, s_{2}, \ldots, s_{M}$ denote the probability for a configuration of the total system and vice versa, and assume that

$$
\begin{align*}
& p\left(s_{1}, s_{2}, \ldots, s_{M}\right)=f_{1}\left(s_{1}\right) f_{2}\left(s_{2}\right) \cdots f_{M}\left(s_{M}\right) g_{1}\left(s_{1}, s_{2}\right) \\
& \times g_{2}\left(s_{2}, s_{3}\right) \cdots g_{M-1}\left(s_{M-1}, s_{M}\right), \tag{1}
\end{align*}
$$

where $f_{i}\left(s_{i}\right)$ and $g_{i}\left(s_{i}, s_{i+1}\right)$ are positive-valued functions. A trivial example of a joint probability with the above structure is $[\exp (-\beta H)] / Z$, where $H$ is the Hamiltonian for a linear chain of spins with nearestneighbor interactions (Ising); each spin in a magnetic field. The canonical partition function is denoted by $Z$. The spins need not have the same magnitude and the interaction parameters $J_{i}$ and the field parameters $h_{i}, i=1,2, \ldots, M$ may change in sign and magnitude as $i$ takes on different values.
Introduce the reduced probabilities

$$
\begin{align*}
& p_{i}\left(s_{i}, s_{i+1}\right)=\sum_{[i, i+1]} p\left(s_{1}, s_{2}, \ldots, s_{M}\right),  \tag{2}\\
& p_{i+1}\left(s_{i+1}\right)=\sum_{s_{i}} p_{i}\left(s_{i}, s_{i+1}\right), \tag{3}
\end{align*}
$$

where $\sum_{[i, i+1]}$ means sum over all configurations $s_{1}$, $s_{2}, \ldots, s_{M}$ with $s_{i}, s_{i+1}$ fixed. In the usual notation the conditional probability for $s_{i}$ given $s_{i+1}$ is

$$
\begin{equation*}
p_{i}\left(s_{i} \mid s_{i+1}\right)=p_{i}\left(s_{i}, s_{i+1}\right) / p_{i+1}\left(s_{i+1}\right) \tag{4}
\end{equation*}
$$

Theorem: Under the conditions stated above,

$$
\begin{align*}
& p\left(s_{1}, s_{2}, \ldots, s_{M}\right)=p_{1}\left(s_{1} \mid s_{2}\right) p_{2}\left(s_{2} \mid s_{3}\right) \cdots \\
& \quad \times p_{M-1}\left(s_{M-1} \mid s_{M}\right) p_{M}\left(s_{M}\right) . \tag{5}
\end{align*}
$$

Proof: Let $s_{i k}$ denote the realizations of $s_{i}$ and understand that when $k$ is preceded by $i, k$ may take on integer values $1,2, \ldots$, through a largest value $L(i)$. Introduce matrices

$$
\begin{gather*}
F_{i}=\operatorname{diag}\left[f_{i}\left(s_{i 1}\right), f_{i}\left(s_{i 2}\right), \ldots, f_{i}\left(s_{i L(i)}\right)\right],  \tag{6}\\
G_{i}=\left[\begin{array}{ccc}
g_{i}\left(s_{i, 1}, s_{i+1,1}\right) & \ldots & g_{i}\left(s_{i, 1}, s_{i+1, L(i+1)}\right) \\
\cdot & & \cdot \\
\cdot & \cdot \\
\cdot \\
g_{i}\left(s_{i, L(i)}, s_{i+1,1}\right) & \ldots & g_{i}\left(s_{i, L(i)}, s_{i+1, L(i+1)}\right)
\end{array}\right] \tag{7}
\end{gather*}
$$

Alternatively, a matrix element of, say, $G_{i}$ will be denoted by $\left\langle s_{i}\right| G_{i}\left|s_{i+1}\right\rangle$.
Then

$$
\begin{aligned}
& p_{1}\left(s_{1}, s_{2}\right)=\left\langle s_{1}\right| G_{1}\left|s_{2}\right\rangle\left\langle s_{1}\right| F_{1}\left|s_{1}\right\rangle\left\langle s_{2}\right| F_{2}\left|s_{2}\right\rangle \\
& \times \sum_{s_{M}}\left\langle s_{2}\right| G_{2} F_{3} G_{3} F_{4} \cdots G_{M-1} F_{M}\left|s_{M}\right\rangle, \\
& p_{2}\left(s_{2}\right)=\left\langle s_{2}\right| F_{2}\left|s_{2}\right\rangle \sum_{s_{1}}\left\langle s_{1}\right| F_{1} G_{1}\left|s_{2}\right\rangle \\
& \times \sum_{s_{M}}\left\langle s_{2}\right| G_{2} F_{3} G_{3} F_{4} \cdots G_{M-1} F_{M}\left|s_{M}\right\rangle, \\
& p_{2}\left(s_{2}, s_{3}\right)=\left\langle s_{2}\right| G_{2}\left|s_{3}\right\rangle\left\langle s_{2}\right| F_{2}\left|s_{2}\right\rangle\left\langle s_{3}\right| F_{3}\left|s_{3}\right\rangle \\
& \times \sum_{s_{1}}\left\langle s_{1}\right| F_{1} G_{1}\left|s_{2}\right\rangle \sum_{s_{M}}\left\langle s_{2}\right| G_{3} F_{4} G_{4} F_{5} \cdots G_{M-1} F_{M}\left|s_{M}\right\rangle, \\
& p_{3}\left(s_{3}\right)=\left\langle s_{3}\right| F_{3}\left|s_{3}\right\rangle \sum_{s_{1}}\left\langle s_{1}\right| F_{1} G_{1} F_{2} G_{2}\left|s_{3}\right\rangle \\
& \times \sum_{s_{M}}\left\langle s_{3}\right| G_{3} F_{4} G_{4} F_{5} \cdots G_{M-1} F_{M}\left|s_{M}\right\rangle, \\
& \cdot \cdot \\
& \cdot \\
& p_{M-1}\left(s_{M-1}\right)=\left\langle s_{M-1}\right| F_{M-1}\left|s_{M-1}\right\rangle \\
& \times \sum_{s_{1}}\left\langle s_{1}\right| F_{1} G_{1} F_{2} G_{2} \cdots G_{M-2}\left|s_{M-1}\right\rangle \sum_{s_{3}}\left\langle s_{M-1}\right| G_{M-1} F_{M}\left|s_{M}\right\rangle,
\end{aligned}
$$

$$
p_{M-1}\left(s_{M-1}, s_{M}\right)=\left\langle s_{M-1}\right| G_{M-1}\left|s_{M}\right\rangle
$$

$$
\times\left\langle s_{M-1}\right| F_{M-1}\left|s_{M-1}\right\rangle\left\langle s_{M}\right| F_{M}\left|s_{M}\right\rangle
$$

$$
\times \sum_{s_{1}}\left\langle s_{1}\right| F_{1} G_{1} F_{2} G_{2} \cdots G_{M-2}\left|s_{M-1}\right\rangle .
$$

Note that Eq. (4) implies that

$$
p_{M-1}\left(s_{M-1}, s_{M}\right)=p_{M-1}\left(s_{M-1} \mid s_{M}\right) p_{M}\left(s_{M}\right)
$$

One finds that with the above relations the product on the right-hand side of Eq. (5) telescopes into the form given in Eq. (1), and the theorem is thus proved.
An equivalent statement of Eq. (5) is

$$
\begin{equation*}
p\left(s_{1}, s_{2}, \ldots, s_{M}\right)=\prod_{i=1}^{M} p_{i}\left(s_{i}\right) \prod_{j=1}^{M-1}\left(\frac{p_{j}\left(s_{j}, s_{j+1}\right)}{p_{j}\left(s_{j}\right) p_{j+1}\left(s_{j+1}\right)}\right), \tag{8}
\end{equation*}
$$

which implies that the entropy takes the form

$$
\begin{align*}
& -\sum_{s_{1}, \ldots, s_{M}} p\left(s_{1}, s_{2}, \ldots, s_{M}\right) \ln p\left(s_{1}, s_{2}, \ldots, s_{M}\right) \\
& \quad=-\sum_{i} \sum_{s_{i}} p_{i}\left(s_{i}\right) \ln p_{i}\left(s_{i}\right) \\
& \quad-\sum_{j} \sum_{s_{j}, s_{j+1}} p_{j}\left(s_{j}, s_{j+1}\right) \ln \left(\frac{p_{j}\left(s_{j}, s_{j+1}\right)}{p_{j}\left(s_{j}\right) p_{j+1}\left(s_{j+1}\right)}\right) . \tag{9}
\end{align*}
$$

Thus, for systems under consideration the entropy contains only "single-subsystem entropies" and "nearest neighbor," cumulantlike ${ }^{4}$ terms even though the system itself may exhibit statistical dependence between $s_{l}$ and $s_{m}$ for $m \neq l+1$.
Notice that for any Hamiltonian $\mathcal{H}\left(s_{1}, s_{2}, \ldots, s_{M}\right)$, which does not necessarily yield to transfer-matrix formalism, the Gibbs-Bogoliubov variational
theorem ${ }^{6}$ implies that the exact free energy
$F \leq \sum_{s_{1}, \ldots, s_{M}} \tilde{p}\left(s_{1}, s_{2}, \ldots, s_{M}\right)\left[\mathcal{H}+k_{B} T \ln \tilde{p}\left(s_{1}, s_{2}, \ldots, s_{M}\right)\right]$,
where $\tilde{p}\left(s_{1}, s_{2}, \ldots, s_{M}\right)$ is any "trial" probability function; thus, for $\bar{p}$ one may use the right-hand side of Eq. (8) and determine $\tilde{p}_{i}\left(s_{i}\right)$ and $\tilde{p}_{j}\left(s_{j}, s_{j+1}\right)$ by functional variation.

The single-subsystem entropies can also be bounded as is indicated in the following example. Consider a case for which $s_{1}$ denotes a random variable having $2^{N}$ realization corresponding to the states of a chain of $N$ spin- $\frac{1}{2}$ particles each with an associated random variable $\sigma_{i}= \pm 1$. The entropy contribution of the chain ${ }^{7}$ is

$$
\begin{equation*}
-\sum_{s_{1}} p\left(s_{1}\right) \ln p\left(s_{1}\right) \leq-\sum_{i=1}^{N} \sum_{a_{i}} p_{i}\left(\sigma_{i}\right) \ln p_{i}\left(\sigma_{i}\right) \tag{11}
\end{equation*}
$$

but the right-hand side ${ }^{4}$

$$
\begin{align*}
=N \ln 2-\sum_{i}\left[\frac{1}{2}\left(1+\left\langle\sigma_{i}\right\rangle\right)\right. & \ln \left(1+\left\langle\sigma_{i}\right\rangle\right) \\
& \left.+\frac{1}{2}\left(1-\left\langle\sigma_{i}\right\rangle\right) \ln \left(1-\left\langle\sigma_{i}\right\rangle\right)\right] \tag{12}
\end{align*}
$$

which is a monotone, nonincreasing, convex function of $\left\langle\sigma_{i}\right\rangle$.

1 See, e.g., the lecture notes of E. H. Lieb in Lectures in Theoretical Physics, edited by K. T. Mahanthappa and W. E. Brittin (Gordon and Breach, New York, 1969), Vol. XI-D, p. 329.
2 M.S. Bartlett, An Introduction to Stochastic Processes (Cambridge U. P., London, 1962), p. 34.
3 H. Araki and E.H. Lieb, Commun. Math. Phys. 18, 160 (1970).
4 H. Falk and M. Suzuki, Phys. Rev. B 1, 3051 (1970); B 3, 228 (1971); H. Falk J. Math. Phys. 12, 1492 (1971).

5 C. J. Thompson, "Upper Bounds for Ising Model Correlation Functions," Commun. Math. Phys. (to be published).
6 See, e.g., H. Falk, Amer. J. Phys. 38, 858 (1970). The work of George Woodbury, Jr. [J. Chem. Phys. 47, 270 (1967)] contains a reformulation of various lattice free energy approximations by entropy decomposition methods. I am indebted to Professor Ben Widom for this very relevant reference.
7 This and other entropy bounds will be found in Refs. 3 and 6.
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## I. INTRODUCTION

A precise formulation of time-dependent singlechannel scattering theory was given by Jauch ${ }^{1}$ in which necessary conditions were stated for the existence of "simple scattering systems." The central constructs in this theory are the operators defined by the following strong limits on the Hilbert space $L^{2}\left(R^{3}\right)$ :

$$
\begin{equation*}
\Omega_{i}^{(M)}=\underset{t \cdots \neq \infty}{s-\lim } e^{i t H} e^{-i t \|} 0 \tag{1}
\end{equation*}
$$

where the self-adjoint operators $H$ and $H_{0}$ denote, respectively, the total and free Hamiltonians.

The existence of the limits (1) has been established for short range potentials ${ }^{2}$ in which case the corresponding operators are precisely the Møller wave operators. For long range potentials such as the Coulomb potential, the limits in (1) do not exist. In this case it has been shown ${ }^{3,4}$ that new operators can be found which have the same physical interpretation as the Møller operators (1). Similar results have been obtained for other long range potentials. ${ }^{4-8}$ Following this idea, several authors ${ }^{7-10}$ have defined new asymptotic conditions for the single channel case which replace the M $\phi$ ller operators by operators which exist under more general conditions, i.e., for a wider class of potentials.

In discussing these new asymptotic conditions certain von Neumann ( $W^{*}$ ) and $C^{*}$-algebras have made their appearance. In the case of von Neumann algebras ${ }^{11}$ among those occurring are the algebras $a$ and $\mathfrak{C}$ which are defined, respectively, as the algebras generated by the spectral projections of $H$ and of $H_{0}$, the total and free Hamiltonians. The algebra $e^{\prime}$, the commutant of $\mathfrak{e}$, has proved especially useful in the study of the limits for infinite time of certain observables. ${ }^{8}$

These algebras are not adequate, however, for the discussion of the particle interactions which occur at finite times. For this purpose one wants algebras that contain the wave operators. Neither $\mathfrak{a}$ nor $\subset$ have this property except in trivial cases. Our objective in the present paper is to discuss certain von Neumann algebras whicl contain the wave operators. These are the algebras $\mathbb{M}_{ \pm}$, generated by $\Omega_{ \pm}$,

$$
\begin{equation*}
\mathfrak{N}_{ \pm}=\left\{\Omega_{ \pm}\right\}^{\prime \prime}, \tag{2}
\end{equation*}
$$

which are the smallest von Neumann algebras, respectively, that contain $\Omega_{ \pm}$and $\Omega_{+}^{*}$; and the algebra $\beta$ generated by the spectral projections of both $H$ and $H_{0}$, i.e., the smallest von Neumann algebra containing both Abelian algebras $\mathfrak{A}, \mathfrak{C}$,

$$
\begin{equation*}
\mathcal{B}=\{Q, \mathfrak{C}\}^{\prime \prime} \tag{3}
\end{equation*}
$$

We will be concerned specifically with the problem of classifying $\mathbb{N}_{ \pm}$and $\Theta$ and certain related algebras according to type and other properties, and will confine ourselves to the case of single channel scattering. Multichannel scattering will be discussed in a future paper. Our program for time-dependent scattering theory is analogous to certain developments in the algebraic formulations of statistical mechanics and quantum field theory, ${ }^{12}$ namely, the analysis of certain algebraic structures which are thought to characterize the theory in some fashion.

In Sec. II we formulate the theory of single-channel time-dependent scattering and also give a brief summary of some required results from the theory of von Neumann algebras. Then in Sec. III we discuss some results concerning the algebras $\beta$ and $\beta^{\prime}$ which, for rotationally invariant scattering systems, deter mine their direct sum decompositions into factors of known types. Section IV is devoted to the discussion of certain algebras related to $\Pi_{+}$and 03 . The properties of these algebras are related to certain characteristics of the bound states.
For purposes of convenience in the presentation both signs in $\Omega_{ \pm}$and $\mathscr{N}_{ \pm}$are discussed simultaneously.

## II. FORMULATION

The most important case of single channel scattering occurs in the problem of the interaction of two nonrelativistic spinless particles. Consider the Hilbert space $\mathcal{C}=L^{2}\left(R^{3}\right)$, then the Hamiltonian operator, after separation of the center of mass, is formally given by

$$
\begin{equation*}
H=H_{0}+V \tag{4}
\end{equation*}
$$

where, in suitable units, $H_{0}=-\Delta$ and $V$ is an operator corresponding to multiplication by a real-valued
local potential. The essential self-adjointness of $H$ was established by Kato ${ }^{13}$ for potentials $V(\mathbf{x})$ which are locally square integrable and bounded at infinity,

$$
\begin{equation*}
V(x) \in L^{2}\left(R^{3}\right)+L^{\infty}\left(R^{3}\right) \tag{5}
\end{equation*}
$$

Hereafter, except for the discussion of Proposition 1 in Sec. III, we will follow the usual practice of replacing $H$ and $H_{0}$ by their unique self-adjoint extensions without changing the notation. Simon ${ }^{6}$ has discussed self-adjointness proofs under weaker conditions. In this case the definition of the Hamiltonian by an operator sum as in (4) is given up. Simon defines it instead in terms of quadratic forms.
We will be concerned with the isometric operators $\Omega_{ \pm}$, which satisfy

$$
\begin{equation*}
\Omega_{ \pm}^{*} \Omega_{t}=I, \quad \Omega_{ \pm} \Omega_{t}^{*}=P_{t} \tag{6}
\end{equation*}
$$

where $P_{ \pm}$denote the projections onto the respective ranges $\stackrel{ \pm}{R}_{ \pm}$of $\Omega_{ \pm}$, which are subspaces (closed linear manifolds) of $L^{2}\left(R^{3}\right)$. For short range potentials $\Omega_{ \pm}$ are the Møller wave operators defined by (1). This is true for real-valued $V(\mathbf{x})$ which are
(i) locally square integrable and
(ii) $O\left(|\mathbf{x}|^{-8}\right)$ for some $\beta>1$ as $|\mathbf{x}| \rightarrow \infty$,
i.e., for locally square integrable potentials that decrease at infinity faster than the Coulomb potential. 2
For long range potentials the limits (1) do not exist but, for certain classes of such potentials, new "renormalized" operators can be defined which have the properties (6). ${ }^{7-9}$

We denote by $P$ the projection onto the subspace $\mathcal{F}_{a c}$, the absolutely continuous subspace of $\mathcal{H}=L^{2}\left(R^{3}\right)$ with respect to $H$. Hereafter, we will consider the symbols $\Omega_{ \pm}$to denote the "renormalized" wave operators ${ }^{7^{+}-9}$ as well as the Møller operators (1) if the context allows the existence of the latter. The equality $P_{+}=P_{-}$is called the unitarity condition and is equivalent to the unitarity of the $S$ operator, ${ }^{1} S=$ $\Omega_{-}^{*} \Omega_{+}$. An important condition which one wants the scattering system to satisfy is that of asymptotic completeness. This requires the equalities $P_{4}=P_{-}=$ $P$ as well as the absence of the singular continuous subspace of $\mathcal{K}$ relative to $H$, and eliminates certain pathological states which have the properties of neither scattering nor bound states. Sufficient conditions on the potential for both unitarity and asymtotic completeness have been given. $2,6,8,14$
We now want to summarize a few standard results of the theory of von Neumann algebras ${ }^{11}$ in the context of two-body scattering theory. The algebras $a$ and $\mathfrak{e}$ have already been defined in the introduction. We now further note that $\mathbb{Q}$ (resp. © ) consists of all essentially bounded measurable functions of $H$ (resp. $H_{0}$ ) in the sense of the functional calculus. 15 The algebra $\mathcal{O}$ is defined by (3), or equivalently (Ref.11, p. 2), its commutant is given by

$$
\begin{equation*}
B^{\prime}=Q^{\prime} \cap C^{\prime} . \tag{8}
\end{equation*}
$$

Given a von Neumann algebra $\mathfrak{N}$ on a Hilbert space $\mathscr{K}$ one can form other von Neumann algebras by the process now to be described (Ref. 11, Section 1.2). For a nonzero projection $G \in \mathscr{N}$ denote by $\Re_{G}$ the
restriction of $G \Re_{G}$ to $G \mathcal{K}$. Then, $\mathscr{N}_{G}$ and $\left(\mathscr{N}^{\prime}\right)_{G}=$ $\left(\mathscr{N}_{G}\right)^{\prime} \equiv \mathscr{N}_{G}^{\prime}$ are von Neumann algebras. Let $z^{\mathrm{d}}$ denote the center of $\mathfrak{N}$ (i.e., $z=\mathfrak{N} \cap \Re^{\prime}$ ) then the center of $\varkappa_{G}$ is $z_{G}$. In particular, if $\mathscr{N}$ is a factor $z_{z}=\{\lambda I\}$ ), then so is $\mathscr{N}_{c}$. For a projection $G \in \mathscr{N}$ the central carrier (also central cover or central support) of $G$ is defined as the minimal projection $G^{\prime} \in z$ such that $G \leq G^{\prime}$. We will frequently use the
 *-isomorphic (Ref.11, p.18, Proposition 2). In the following two sections we will make use of the classification into types of von Neumann algebras (Ref. 11, Section 1.8), especially the classification of factors. There are three types of factors, called I, II, and III, of which only type I will occur in this paper. Type I factors are ${ }^{*}$-isomorphic to $\mathcal{L}(\mathcal{K})$, the algebra of all bounded operators on some Hilbert space $\mathcal{K}$. If $\mathfrak{K}$ is $n$ dimensional, $n<\infty$, then one speaks of type $\mathrm{I}_{n}$ factors, and if it is infinite dimensional (separable) of type $I_{\infty}$ factors.

We will also make use of the concept of equivalence classes of projections due to Murray and von Neumann (Ref. 11, pp. 215 ff). Two projections $E$ and $F$ belonging to a von Neumann algebra $N$ are equivalent relative to $\mathfrak{K}, E \sim F$, if there exists a partially isometric operator $U \in \Re$ such that $U^{*} U=E$ and $U U^{*}=$ $F$. A projection is infinite if it is equivalent to a proper subprojection of itself; otherwise it is finite. A von Neumann algebra $\mathfrak{N}$ is finite (infinite) if the identity operator is finite (infinite) relative to $\mathfrak{N}$.

It follows from (1) or the corresponding formulation of the asymptotic condition for long range interactions ${ }^{7-9}$ and the von Neumann density theorem (Ref. 11, p. 41, Théorème 2) that the wave operators be-
 easily shows that $\pi_{ \pm} \subset \mathbb{B}$ or equivalently, $\mathcal{B}^{\prime} \subset \mathbb{N}_{ \pm}^{\prime}$. From this result and (6) we see that $P_{ \pm} \sim I$ relative to $\mathfrak{N}_{ \pm}$and $\mathbb{O}$, the equivalences being implemented by $\Omega_{+}$. It follows that $P_{+} \sim P_{-}$and that the only projection in the center of $\mathbb{B}$ (or centers of $\mathscr{N}_{+}$) that majorizes these projections is the identity. These equivalences also imply that the following pairs of algebras are spatially isomorphic (Ref. 11, p.9) by means of $\Omega_{t}$ :
 view of these spatial isomorphisms we will not discuss the algebras $\left(\operatorname{Sr}_{+}\right)_{P_{+}}$and $\mathbb{B}_{P_{+}}$or their commutants in Sec. III and IV.

For the short range potentials (7) and for many long range potentials one has the majorizations

$$
\begin{equation*}
P_{ \pm} \leq P \tag{9}
\end{equation*}
$$

In this case it can easily be shown from either of the equivalences $P_{ \pm} \sim I$ that $P \sim I$ relative to $B$. In this case the algebras $\mathbb{B}_{P_{+}}, \mathcal{B}_{P}$, and $\mathbb{B}$ are all spatially isomorphic as are also the algebras $\mathbb{B}_{P_{i}}^{\prime}, \mathcal{B}_{P}^{\prime}$, and $\mathbb{B}^{\prime}$. In general we do not know that $P \in \mathbb{M}_{ \pm}$unless, of course, $P=P$ and/or $P=P$. This statement is related to the fact that, in general, $\mathscr{M}_{ \pm} \neq \mathbb{B}$, which will be discussed in Sec. IV.

According to (2) and (6) the algebras $\mathbb{M}_{ \pm}$are generated by the isometries $\Omega_{+}$. It follows from results of Suzuki ${ }^{16}$ that $\mathfrak{M r}_{ \pm}$have the following direct sum decompositions:

$$
\begin{equation*}
\mathscr{M}_{ \pm}=\left(\mathscr{M}_{t}\right)_{G} \oplus(\mathscr{M},)_{G t}^{L} \tag{10}
\end{equation*}
$$

where $G_{ \pm}$and $G_{ \pm}^{\perp}$ are central projections in $\mathbb{T}_{ \pm}$, $\left(\mathcal{N}_{ \pm}\right)_{G . \pm}$ are Abelian algebras and $\left(\mathrm{NC}_{ \pm}\right)_{G^{ \pm}}$are factors of type $I_{\infty}$. Here we have denoted by $G_{ \pm}^{\perp} \equiv I-G_{ \pm}$the respective orthocomplements of $G_{ \pm}$. Hereafter $\stackrel{ \pm}{\text { we }}$ will use this notation also for arbitrary projections. The subspaces onto which $G_{ \pm}$and $G_{ \pm}^{\perp}$ project, are defined by ${ }^{16}$

$$
\begin{align*}
& G_{ \pm} \mathcal{H}=\bigcap_{n=0}^{\infty}\left(\Omega_{ \pm}\right) n^{\mathfrak{H}}, \\
& G_{ \pm} \mathcal{H}=\sum_{n=0}^{\infty} \oplus\left(\Omega_{ \pm}\right)^{n} R_{ \pm}, \tag{11}
\end{align*}
$$

where $R$ denote the orthogonal complements of the respective ranges of $\Omega_{ \pm}$. We will refer to (10) as the Suzuki decompositions of $\mathscr{T H}_{\leftarrow}$. It should be emphasized that both summands need not be present in (10). For example, the factor summands are absent if the wave operators $\Omega_{ \pm}$are unitary. Lavine ${ }^{14}$ gives examples of nontrivial repulsive potentials for which $\Omega_{ \pm}^{(M)}$ exist and are unitary.

## III. SOME RESULTS CONCERNING $\mathbb{B}$

We begin with a result which gives a slightly different characterization of $\Theta$ than the original definition (3), but which one intuitively expects. In the proof we must distinguish between the formal operators $H_{0}$ and $H$ in (4) and their (unique) self-adjoint extensions, which we denote respectively by $\tilde{H}_{0}$ and $H$.

Proposilion 1: Let $V$ be a potential operator in (4) corresponding to a local potential (function) satisfying (5). Then $V$ is self-adioint on the dense domain lin $\left.L^{2}\left(R^{3}\right)\right] D(V) \supseteq D\left(H_{0}\right)$ and $B$ is generated by the spectral projections of $\tilde{H}_{0}$ and $V$.

Proof: For the assumed potentials Kato ${ }^{13}$ proved the essential self-adjointness of $H$ and, further, that $V$ is self-adjoint with domain $D(V)$ dense in $L^{2}\left(R^{3}\right)$ and that the respective unique self-adjoint extensions $\widetilde{H}, \tilde{H}_{0}$ of $H$ and $H_{0}$ satisfy

$$
\tilde{H}=\tilde{H}_{0}+V
$$

on the dense domain $D\left(H_{0}\right)$ of $L^{2}\left(R^{3}\right)$ with $D(\tilde{H})=$ $D\left(\widetilde{H}_{0}\right) \subseteq D(V)$. In the present notation (3) states that $Q$ is generated by the spectral projections of $\tilde{H}_{0}$ and $\tilde{H}$. Let $\because$ denote the von Neumann algebra generated by the spectral projections of $\widetilde{H}_{0}$ and $V$. Then one shows by standard arguments that $\mathfrak{X}=\mathbb{B}$.

This theorem holds even for constant potentials in which case $D(V)$ is all of $L^{2}\left(R^{3}\right)$. In these cases, however, one obtains either from (3) or Proposition 1 that $\mathbb{Q}$ coincides with the Abelian algebras $\mathbb{Q}$ and $\mathbb{C}$. For these potentials the Møller operators (1) do not exist but the renormalized wave operators do and satisfy $\Omega_{ \pm}=I^{8}$ so that no scattering occurs. For this reason we will exclude these potentials from further consideration.
We now return to the notation used prior to the statement of Proposition 1, wherein $H$ and $H_{0}$ denote the unique self-adjoint extensions of the operators in (4) ( $\tilde{H}$ and $\tilde{H}_{0}$ in Proposition 1). Also, for most of the remainder of the paper we will restrict ourselves to the case of rotationally invariant scattering systems so that the potential is central (spherically symmetric), ${ }^{17} V(\mathbf{x})=V(|\mathbf{x}|)=V(r)$. In this case proofs of the existence and unitarity of the Møller operators
have been given for potentials that may be more singular as $\gamma \rightarrow 0$ than allowed by the conditions (7)..$^{18}$ These singularities are of the same type as those considered by Simon ${ }^{6}$ for potentials that are not necessarily spherically symmetric.

For central potentials it is well known that the Hilbert space $L^{2}\left(R^{3}\right)$ can be decomposed in the form

$$
\begin{equation*}
\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \oplus \mathscr{K}_{l m} \tag{12}
\end{equation*}
$$

where each $\mathfrak{K}_{l m}$ reduces both $H$ and $H_{0}$ and consists of elements of the form

$$
\begin{equation*}
r^{-1} u(r) Y_{l}^{m}(\theta, \varphi) \tag{13}
\end{equation*}
$$

in which $Y_{l}^{m}$ denote the spherical harmonics and $u \in L^{2}(0, \infty)$. For $l=0$ one imposes the boundary condition $u(0)=0$. Let $Q_{l m}$ denote the respective projections onto the subspaces $\mathcal{K}_{l m}$. Then the restrictions of $H Q_{l m}=Q_{l m} H$ and $H_{0} Q_{l m}=Q_{l m} H_{0}$ to $\mathcal{H}_{l m}$ denoted hereafter by $H_{l m}$ and $\left(H_{0}\right)_{l m}$, respectively, are unitarily equivalent to the respective ordinary differential operators in $L^{2}(0, \infty)$ :
$\frac{-d^{2}}{d r^{2}}+l(l+1) r^{-2}+V(r) \quad$ and $\quad \frac{-d^{2}}{d r^{2}}+l(l+1) r^{-2}$.
For the results to follow, we will want to assume that the differential operators (14) have simple spectrum on ( $0, \infty$ ). For continuous central potentials satisfying (7) this is known to be the case. ${ }^{19}$ It also holds for the following class of central potentials introduced by Weidmann. 20 Assume that there exist real numbers $C>0, R>0$, and $s<\frac{3}{2}$ such that

$$
\begin{align*}
& r^{s}|V(r)| \leq C \quad \text { for } r<R  \tag{15a}\\
& |V(r)| \leq C \quad \text { for } r \geq R \tag{15b}
\end{align*}
$$

and for $r \geq R$,

$$
V(r)=V_{1}(r)+V_{2}(r)
$$

where $V_{1}(r)$ is of bounded variation and

$$
\lim _{r \rightarrow \infty} V_{1}(r)=0, \quad V_{2}(r) \in L^{1}(R, \infty)
$$

We note that for central potentials $V(r)$ satisfying (7), (15a) holds as $r \rightarrow 0$ and $V(r) \in L^{1}(R, \infty)$ for all positive $R$. Furthermore, Weidmann's class admits certain long range central potentials.
Now we have
Lemma 1: Consider central potentials $V(r) \neq \dot{0}$ satisfying (5) such that the operators (14) have simple spectrum and the corresponding wave operators $\Omega_{ \pm}$ exist and satisfy the intertwining relations,

$$
\begin{equation*}
e^{i H I t} \Omega_{ \pm}=\Omega_{ \pm} e^{i H_{0} t} \tag{16}
\end{equation*}
$$

for all real finite values of $t$. Then for each $l$ and $m$, $l=0,1,2, \cdots,|m| \leq l, \mathbb{B}_{Q_{l m}}$ and $\mathbb{B}_{Q_{l m}}$ are factors of respective types $\mathrm{I}_{\infty}$ and $\mathrm{I}_{1}$.
For the short range potentials (7) the intertwining relations (16) are automatically satisfied. ${ }^{1,2}$ In the case of long range potentials conditions for the validity of (16) have been given. $7^{-9}$ These conditions
exclude nonzero constant potentials and admit certain classes of nontrivial long range potentials. ${ }^{5,7-9}$

Proof: Because $V(r)$ satisfies (5), the Hamiltonian is self-adjoint, as we noted in Proposition 1. Since each $\mathscr{K}_{l m}$ reduces both $H$ and $H_{0}$ we have, from (8),

$$
\begin{equation*}
Q_{l m} \in \mathbb{B}^{\prime} \tag{17}
\end{equation*}
$$

The operators $H_{l m}$ and $\left(H_{0}\right)_{l m}$ generate the respective von Neumann algebras $\mathbb{Q}_{Q_{l m}}$ and $\mathcal{C}_{Q_{l m}}$ (Ref. 11, p.16,
Proposition 1) and are unitarily equivalent to the respective operators (14) and so, using the hypothesis, have simple spectrum. It follows that $\mathbb{Q}_{Q_{l m}}$ and $\mathcal{C}_{Q_{l m}}$ are maximal Abelian. ${ }^{15}$ From this one easily shows that the algebras $\mathcal{B}_{Q_{l m}}^{\prime}$ are Abelian and that

$$
\begin{equation*}
\mathbb{B}_{Q_{l m}}^{\prime} \subset \mathbb{Q}_{Q_{l m}} \cap \mathbb{C}_{Q_{l m}} \tag{18}
\end{equation*}
$$

Now let $A$ be an arbitrary operator in $\mathcal{B}_{Q_{l m}}$. Then, from (18),

$$
\begin{equation*}
A=f\left(H_{l m}\right)=g\left(\left(H_{0}\right)_{l m}\right) \tag{19}
\end{equation*}
$$

for suitable essentially bounded measurable functions $f$ and $g$ in the sense of the functional calculus. ${ }^{15}$ For a given set of values of the pair ( $l, m$ ) suppose that the spectral projections of $H_{l m}$ and $\left(H_{0}\right)_{l m}$ commute. Then, since these operators generate the respective algebras $Q_{Q_{l m}}$ and $C_{Q_{l m}}$ it follows that these algebras commute and therefore are equal because they are each maximal Abelian. Consequently, $\mathcal{B}_{Q_{1 m}}$ is
Abelian. From (14) one finds that if the above commutation property holds for a given value of the pair $(l, m)$, then it holds for all values of $l$ and $m$, so that $\mathbb{O}_{3}$ is Abelian. We now use (6), (16), and the fact that all operators appearing in (16) belong to $Q$ to find $e^{i H t}=e^{i H_{0} t}$ for all real finite $t$, which is a contradiction because $V(r) \neq 0$. Consequently, the spectral projections of $H_{l m}$ and $\left(H_{0}\right)_{l m}$ do not commute for any values of the set ( $l, m$ ) and (19) is impossible unless $A$ is a scalar operator. Then, since $A$ is arbitrary in $\mathcal{B}_{Q_{l m}}^{\prime}$, we have that $\mathcal{B}_{Q_{l m}}^{\prime}$ are factors of type $I_{1}$. It follows that $\mathcal{Q}_{Q_{l m}}$ are irreducible type I factors and, since they are each $*$-isomorphic to an algebra of operators in $L^{2}(0, \infty)$, we conclude that they are of type $I_{\infty}$.
These results enable us to decompose $\beta_{\text {and }} \beta^{\prime}$ as orthogonal sums of factors. However, it has not been shown that $Q_{l m} \in \mathbb{B}$, i.e., that the $Q_{l m}$ are central projections. We now generalize Lemma 1 by showing that certain combinations of the $Q_{l m}$ which correspond to the angular momentum multiplets, are central projections of $B$.

Theorem 1: Consider the same potentials as in Lemma 1 and write $Q_{l}=\sum_{m=-l}^{l} Q_{l m}, l=0,1,2, \cdots$. Then $Q_{l} \in \mathbb{B} \cap \mathcal{O}^{\prime}$ and $\mathcal{B}_{Q_{l}}$ and $\mathcal{B}_{Q_{l}}^{\prime}$ are factors of respective types $\mathrm{I}_{\infty}$ and $\mathrm{I}_{2 l+1}$.

Proof: From (17) we have $Q_{l} \in \mathbb{B}^{\prime}$ for all $l=0$, $1,2, \cdots$. It was proved in Lemma 1 that $\mathbb{B}_{Q_{0}}$ and $\mathbb{B}_{Q_{0}}^{\prime}$ are factors of respective types $I_{\infty}$ and $I_{1}$, so that we restrict our attention to the cases $l \neq 0$. The
algebras $\beta_{Q_{l}}$ and $\beta_{Q_{l}}^{\prime}$ operate on the Hilbert space $\mathfrak{H}_{l}=\sum_{m=-l}^{l} \oplus \mathcal{K}_{l m}$ and $\mathcal{H}_{l m}$ consists of elements of the form (13). Now, the generators $H_{l m}$ and $\left(H_{0}\right)_{l m}$ of each algebra $B_{Q_{l m}}$ are unitarily equivalent to the operators (14), which are seen to be independent of $m$. It follows that, for a fixed value of $l \neq 0$, each algebra $\beta_{Q_{l m}}$ is $*$-isomorphic to the same algebra which, from Lemma 1 , can be identified as $\mathcal{L}\left(L^{2}(0, \infty)\right)$, the algebra of all bounded operators on $L^{2}(0, \infty)$. It follows that $\mathcal{B}_{Q_{J}}$ can be represented as a $(2 l+1) \times$ $(2 l+1)$ diagonal matrix algebra over $\mathcal{L}\left(L^{2}(0, \infty)\right)$ with equal diagonal elements. It then follows that $\mathbb{B}_{Q_{l}}$ is *-isomorphic to ${ }^{21} \mathscr{L}\left(L^{2}(0, \infty)\right)$ and hence is a factor of type $I_{\infty}$.
Consider the algebra $\mathbb{B}_{Q_{l}}$ for a fixed value $l \neq 0$. By Lemma 1 each $Q_{l m}$ is Abelian relative to $\mathbb{B}^{\prime}$ (Ref.11, p. 123, Définition 3) and hence also relative to $\mathbb{B}_{Q_{2}}^{\prime}$ (Ref. 11, p. 18). From the first part of the proof $\mathscr{Q}_{Q_{l}}$ is a factor of type I and, therefore, so is $Q_{Q_{l}}^{\prime}$. Consequently, each $Q_{l m}$ is minimal relative to $\dot{Q}_{Q_{2}}^{\prime}$ (Ref. 11. p. 123), and it follows that $\mathcal{B}_{Q_{l}}^{\prime}$ is of type $I_{2 l+1}$ (Ref. 11, p. 126).

The proof of the assertions that $Q_{l} \in \mathcal{B}$ for $l=1,2, \cdots$ follows from the structure of these projections as diagonal matrix operators with equal diagonal elements. It then follows that also $Q_{0} \in \mathbb{B}$, which completes the proof of the theorem.
This theorem shows that, subject to the stated hypotheses, $B$ and $Q^{\prime}$ are not factors. We also see that $Q$ is decomposed as a direct sum of a countable number of $I_{\infty}$ factors and that $B^{\prime}$ is decomposed as the direct sum of a $I_{1}$ factor, a $I_{3}$ factor, etc. Incidentally, it can be shown from this that $O$ and $\Omega^{\prime}$ are of type $I$.
A von Neumann algebra is said to be properly infinite if it contains no nonzero finite central projections. It is seen from Theorem 1 that this is not true for $\beta^{\prime}$ since each $Q_{l}, l=0,1,2, \cdots$, is central and finite relative to $\beta^{\prime}$. However, we have the following.

Corollary: Consider the same potentials as in Lemma 1. Then $\mathbb{O}$ is properly infinite.

Proof: Consider an arbitrary nonzero projection $E \in \mathcal{B} \cap \mathcal{B}^{\prime}$ and suppose that $E$ is finite relative to Q. By Theorem 1, $\mathcal{Q}_{Q_{l}}$ is a factor and $Q_{l} \in \beta_{B} \cap O^{\prime}$ so that each $Q_{l}, l=0,1,2, \cdots$, is minimal among the projections of $B \cap \beta^{\prime}$ (Ref. 11, p. 123, Définition 2). Therefore, for each $l$ we have either $E Q_{l}=0$ or $E Q_{l}=Q_{l}$. However, since $E \neq 0, E$ cannot be orthogonal to $Q_{l}$ for all values of $l$. Hence, there exists at least one value of $l$, say $l_{0}$, such that $Q_{i_{0}} \leq E$. Since $E$ is finite by hypothesis it follows (Ref. 11, p. 230, Proposition 2) that $Q_{l_{0}}$ is also finite. This contradicts Theorem 1 so that $E$ cannot be finite. Since $E$ is an arbitrary nonzero central projection, we conclude that $\mathbb{B}$ is properly infinite.

Properly infinite algebras of type I have some interesting properties. We will not go into detail concerning these, but only note one such result. Namely, for the potentials under consideration, the above result implies that $\mathbb{B}$ is isomorphic to $M_{n}(B), 1 \leq n \leq \infty$, the $n \times n$ matrix algebra with entries from $0 .{ }^{22}$

## IV. RELATIONS BETWEEN EXISTENCE OF BOUND STATES AND PROPERTIES OF $\mathbb{M}_{ \pm}$and $O$

We now want to investigate the algebras $\mathfrak{T l}_{ \pm}$, defined by (2), which are generated by the wave operators $\Omega_{t} . \mathscr{T}_{ \pm}$have the Suzuki decompositions (10) so that they are either Abelian or infinite. If $\Omega_{\neq}$are unitary, then $\mathscr{H}_{+}$are Abelian, as we noted in Sec. II. Since, from Theorem 1 , each $Q_{l} \in \mathcal{B}^{\prime} \cap \mathcal{B}^{\prime}$ one easily shows in this case that $\left(\Omega_{ \pm}\right)_{Q_{l}}$ are isometries which generate $\left(\operatorname{NH}_{x}\right)_{Q_{l}}$ so that these algebras also have Suzuki decompositions analogous to the expressions (10) for $\mathscr{N}_{ \pm}$. Hence, $\left(\mathscr{M}_{ \pm}\right)_{Q_{l}}$ are also either Abelian or infinite.
One easily shows that $\mathscr{N}_{ \pm}$are Abelian if and only if all $\left(\Im_{ \pm}\right)_{Q_{l}}$ are Abelian. However, the situation can occur in which $\mathbb{T}_{ \pm}$are not Abelian but some of the $\left(\mathscr{M}_{+}\right)_{Q_{l}}$ are Abelian. For those cases in which bound states exist we will show below that, with certain restrictions on the potential, the number of Abelian $\left(\mathrm{M}_{ \pm}\right)_{Q_{l}}$ is directly related to certain properties of the bound states.

In deriving the results to follow we will consider the situation in which bound states exist and have finite multiplicity. The fact that the negative eigenvalues of $H$ are isolated with finite multiplicity has been proved under very weak conditions. Thus, it holds when the potential satisfies (5) and the $L^{\infty}$ part approaches zero as $r=|\mathbf{x}| \rightarrow \infty .23$ Simon $^{6}$ has generalized this result to potentials that are not necessarily locally square integrable. The existence of positive eigenvalues can be excluded under fairly mild conditions. ${ }^{24}$ Thus, the above assumptions do not place essential restrictions on the potential. The most restrictive of our assumptions in obtaining the following results will be that of asymptotic completeness.
We first state a simple preliminary lemma.
Lemma 2: Consider the same potentials as in Lemma 1. Let $E$ be an arbitrary nonzero projection of $B$ or $B^{\prime}$ and $E^{\prime}$ its central carrier. Then for a given $l=0,1,2, \cdots$ either $E Q_{l}=0$ or $Q_{l} \leq E^{\prime}$.

Proof: We have $E^{\prime} \in \mathbb{\beta} \cap \mathbb{B}^{\prime}$ and, from Theorem 1, $Q_{l}$ is minimal among the central projections of $\mathbb{B}$ so that the projection $E^{\prime} Q_{l}$ is either 0 or $Q_{l}$. Now $E^{\prime} Q_{l}=$ 0 implies $E Q_{\iota}=0$ and $E^{\prime} Q_{l}=Q_{l}$ is equivalent to $Q_{l} \leq$ $E^{\prime}$.
Now we have
Theoren 2: Consider the same potentials as in Lemma 1 and assume that (9) holds. Furthermore, assume that negative-energy bound states exist, that each is isolated with finite multiplicity, and that no positive-energy bound states exist.
(a) Consider a particular value of $l=0,1,2, \cdots$. If $\left(M_{f}\right)_{Q_{l}}$ are Abelian, then there are no bound states of angular momentum $l$. If there are no bound states of angular momentum $l$ and asymptotic completeness holds, then $\left(T \pi_{i}\right)_{Q_{i}}$ are Abelian.
(b) Let $F$ denote the projection onto the subspace spanned by the eigenfunctions of $H$ and let $F^{\prime}$ denote its central carrier relative to $\mathbb{O}$. Let $G_{k}^{\perp}$ denote the projections corresponding to the respective factor summands of the Suzuki decompositions of $\mathscr{M}_{ \pm}$[see
(10)]. Then, $F^{\prime}$ equals the sum of those $Q_{l}$ such that $\left(\mathcal{N}_{ \pm}\right)_{Q_{l}}$ are non-Abelian and $F \leq G_{ \pm}^{\perp} \leq F^{\prime}$.

Proof: (a) If $\left(\mathfrak{T}_{ \pm}\right)_{Q_{l}}$ are Abelian, then $\left(\Omega_{ \pm}\right)_{Q_{l}}$ are unitary so that $Q_{l} \leq P_{ \pm}$. From (9) we have that $F$ and $P_{ \pm}$are orthogonal so that $F Q_{l}=0$ and there are no bound states of angular mcinentum $l$. Similarly, if there are no bound states of angular momentum $l$, then $Q_{l} \leq F^{\perp}$. From asymptotic completeness we now find $Q_{l} \leq P_{ \pm}$so that $\left(\Omega_{ \pm}\right)_{Q_{l}}$ are unitary and $\left(\mathcal{T}_{ \pm}\right)_{Q_{l}}$ are Abelian.
(b) Since $F \in \mathbb{B}$ we have from Lemma 2 that either $F Q_{l}=0$ or $Q_{l} \leq F^{\prime}$ for a given value of $l$. From the proof of part (a) it is see that $\left(\mathscr{M}_{ \pm}\right)_{Q_{l}}$ Abelian implies $F Q_{l}=0$. Thus, we are interested in those $Q_{l}$ for which

$$
\begin{equation*}
Q_{l} \leq F^{\prime} \tag{20}
\end{equation*}
$$

Denoting the sum of such $Q_{l}$ by $\sum_{l}^{\prime} Q_{l}$, we must show that

$$
\begin{equation*}
F^{\prime}=\sum_{l}^{\prime} Q_{l} \tag{21}
\end{equation*}
$$

From the above argument we have $F \leq \sum_{l}^{\prime} Q_{l}$. From Theorem 1 each $Q_{l}$ is central in $\mathbb{B}$ so that $F^{\prime} \leq \sum_{l}^{\prime} Q_{l}$. Combining this relation with (20), we obtain (21). Consider the projections $G_{ \pm}^{\perp}$ corresponding to the respective factor summands of the Suzuki decompositions of $\mathscr{T}_{ \pm}$. Then we have $G_{ \pm}^{\perp} \in \mathscr{N}_{ \pm} \cap \mathscr{N}_{ \pm}^{\prime}$ and $Q_{l} \in \mathscr{T}_{ \pm}^{\prime}$. Let $\left(Q_{ \pm}\right)_{l}$ denote the respective central carriers of $Q_{l}$ relative to $\mathbb{K}_{ \pm}$. Since $G_{ \pm}^{\perp}$ are minimal among the projections of $\mathscr{M}_{ \pm} \cap \mathbb{M}_{ \pm}^{\prime}$, we see that the projections $G_{ \pm}^{\perp}\left(Q_{ \pm}\right)_{l}$ must be either 0 or $G_{ \pm}^{\perp}$. Consider a value of $l$, say $l_{0}$, such that $\left(\mathscr{N}_{ \pm}\right)_{Q_{l_{0}}}$ are Abelian. Since $Q_{l_{0}} \in \mathscr{T}_{ \pm}^{\prime}$ implies that $\left(\mathbb{N}_{ \pm}\right)_{Q_{l_{0}}}$ are respectively $*$-isomorphic to $\left(\mathbb{N}_{ \pm}\right)_{\left(Q_{ \pm}\right)_{l_{0}}}$, we see that the latter algebras are also Albelian and, therefore, that $\left(Q_{ \pm}\right)_{l_{0}}$ are finite relative to $\mathscr{M}_{ \pm}$.
Assume that $G_{ \pm}^{\perp}\left(Q_{ \pm}\right)_{l_{0}}=G_{ \pm}^{\perp}$. This means $G_{ \pm}^{\perp} \leq\left(Q_{ \pm}\right)_{l_{0}}$ which implies that $G_{ \pm}^{\perp}$ are finite relative to $\mathscr{T m}_{ \pm}$(Ref. 11, p. 230, Proposition 2). This is a contradiction because $\left(\mathscr{N}_{\perp}\right)_{G}{ }^{\prime}$ are factors of type $I_{\infty}$. Thus, we conclude that $G_{ \pm}^{\perp}\left(Q_{\dot{1}}\right)_{l}=0$ for $l$ such that $\left(\mathscr{N}_{ \pm}\right)_{Q_{l}}$ are Abelian. This implies that

$$
\begin{align*}
& \quad G_{\perp}^{\perp}\left(\sum_{l}^{\prime} Q_{l}\right)^{\perp}=0=G_{ \pm}^{\perp} F^{\prime \perp} \\
& \text { or } \\
&  \tag{22}\\
& G_{ \pm}^{\perp} \leq F^{\prime}
\end{align*}
$$

which was to be proved. If $\left(\mathrm{SH}_{1}\right)_{Q_{l}}$ are non-Abelian for all values of $l$, then $F^{\prime}=I$ so that (22) is trivially satisfied. We complete the proof of Theorem 2 by noting that $F \leq G_{\perp}^{\perp}$ follows directly from (11) and the orthogonality of $F$ and $P_{t}$.
For short range potentials we can now give some results relating the properties of the algebras $\left(\mathbb{N}_{1}\right)_{Q_{l}}$ to the potential range.

Corollary: Consider the same hypotheses as in Theorem 2 and in addition assume that asymptotic completeness holds.
(a) Suppose that

$$
\begin{equation*}
\int_{0}^{\infty} r|V(r)| d r<\infty \tag{23}
\end{equation*}
$$

Then there exists a value of angular momentum $l_{m}$ such that $\left(\mathrm{MH}_{ \pm}\right)_{Q_{l}}$ are Abelian for all $l>l_{m}$.
(b) Suppose that $V(r)$ is everywhere attractive, $V(r)=$ $-|V(r)|$, and that at least one of the following conditions is satisfied for given angular momentum $L$ :
$-\int_{0}^{R} d r r V(r)\left(\frac{r}{R}\right)^{2 L^{+1}}-\int_{R}^{\infty} d r r V(r)\left(\frac{r}{R}\right)^{-(2 L+1)}$
$\geq 2 L+1$,
$-R \int_{0}^{\infty} d r V(r)\left[\left(\frac{r}{R}\right)^{-2 L}-\left(\frac{r}{R}\right)^{-2 L} R^{2} V(r)\right]^{-1}>1$,
where $R$ denotes an arbitrary positive constant. Then $\left(\mathrm{TH}_{ \pm}\right)_{Q_{l}}$ are non-Abelian for all $l \leq L$. Here we, of course, assume that each of the integrals in (24) exists and is finite.

Proof: (a) If (23) holds, then it is well known that the number of bound states is finite and that a value of angular momentum exists, say $l_{m}$, such that no bound states exist for $l>l_{m} .{ }^{25}$ The result now follows from part (a) of Theorem 2.
(b) It was shown by Calogero ${ }^{26}$ that each of the conditions (24) guarantees the existence of at least one bound state for each $l \leq I$. We again use part (a) of Theorem 2.
We now make some remarks concerning Theorem 2 and also derive some further conclusions for the assumed class of potentials. The relation (21) defines decompositions of $\mathbb{B}_{F^{\prime}}$ and $\mathcal{O}_{F}^{\prime}$, as direct sums of factors,

$$
\begin{equation*}
\Theta_{F^{\prime}}=\sum_{l}^{\prime} \mathbb{B}_{Q_{l}}, \quad \mathcal{B}_{F^{\prime}}^{\prime}=\sum_{l}^{\prime} \mathcal{B}_{Q_{l}}^{\prime} \tag{25}
\end{equation*}
$$

the type of each of which is known from Theorem 1. However, the von Neumann algebras most directly associated with the totality of bound states are $\mathcal{O}_{F}$ and $\mathbb{Q}_{F}^{\prime}$. Since $F \in \mathbb{B}$ we have that $\mathbb{B}_{F}^{\prime}$ is *-isomorphic to $\mathfrak{B}_{F}^{\prime}$, Combining this result with parts (a) and (b) of Theorem 2, one deduces that if bound states exist for each angular momentum $l=0,1,2, \cdots$, then $Q_{F}^{\prime}$ is *-isomorphic to $B^{\prime}$. The algebra $Q_{F}$, is infinite since $\mathbb{B}$ is properly infinite (Corollary to Theorem 1). This is also clear from (25) since, from Theorem 1, each $\mathbb{B}_{Q_{l}}$ is a factor of type $I_{\alpha}$. Moreover, using the method of proof of the above-noted corollary, one shows that $\Theta_{F}$, is properly infinite. We can also see that, contrary to the situation for their commutants, $\mathbb{B}_{F}$ and $\mathbb{B}_{F^{\prime}}$ are in general nol isomorphic because $\mathbb{Q}_{F}$ may be finite. An example of this situation is the case in which a finite number of $s^{-}$ wave bound states exist but no others. Then one finds $F^{\prime}=Q_{0}$ so that $O_{F}^{\prime}$ is a factor of type $I_{1}$ and, therefore, $\mathbb{O}_{F}$ is a factor of type $I_{p}$, where $p$ equals the number of bound states. In general, of course, where bound states of more than one value of $l$ exist, $\mathbb{B}_{F}$ is not a factor.
We can obtain an expression for $\bigotimes_{F}$ somewhat (but not exactly) analogous to that for $\mathbb{O}_{F}$, in (25). From $F \leq F^{\prime}=\sum_{l}^{\prime} Q_{l}$, we obtain

$$
\begin{equation*}
\mathcal{B}_{F}=\sum_{l}^{\prime} \mathcal{B}_{F Q_{l}} \tag{26}
\end{equation*}
$$

The $\mathbb{B}_{F Q_{l}}$ are factors and their commutants are of type $\mathrm{I}_{2_{l+1}}$ because of respective $*$-isomorphisms to $\mathbb{O}_{Q_{Q}}^{\prime} \cdot$ We note, however, that the projections $F Q_{l}$ in (26) are not central in $Q$ as are the $Q_{l}$ in (25).

It was seen above that, in the general case, $\mathbb{B}_{F}$ and $\mathbb{B}_{F}^{\prime}$ are not factors. Our final result shows that, given certain hypotheses, the situation is different for $\left(\Pi_{+}\right)_{F}$ and $\left(\pi_{f}^{\prime}\right)_{F}$ so that, under these conditions, $\mathbb{M}_{\neq} \neq \mathfrak{O}$. The assumptions needed for the proof of these assertions are weaker than those invoked to obtain the previous results (e.g., rotational invariance is not assumed) but, on the other hand, only a partial classification of the factors $\left(\mathrm{Mr}_{\perp}\right)_{F}$ is obtained.

Proposilion 2: Consider potentials V(x) satisfying (5) such that the corresponding wave operators $\Omega_{t}$ exist and asymptotic completeness holds. Furthermore, assume that $n$ bound states exist, where $n>0$ may be either finite or infinite. If $F$ denotes the projection onto the subspace spanned by the eigenfunctions of $H$, then $\left(\Re_{1}^{\prime}\right)_{F}$ are factors of type $\mathrm{I}_{n}$.

Proof: From asymptotic completeness and (6) we
have $F \in \mathfrak{M}$. Let $F$ denote the respective central carriers of ${ }^{+} F$ relative to $\mathbb{N}_{+}$. Then, since bound states exist and $G_{ \pm}^{+}$are minimal in $\mathbb{M}_{ \pm} \cap \mathscr{N}_{ \pm}^{\prime}$, we have $F_{ \pm}=$ $G_{\ddagger}^{\perp}$, using the fact that $F \leq G_{ \pm}^{\perp}$. Because $F \in \operatorname{TR}_{+}^{+}{ }^{+}$we have that $\left(\mathrm{MK}_{ \pm}^{\prime}\right)_{F}$ are $*$-isomorphic to $\left(\operatorname{M}_{ \pm}^{\prime}\right)_{F_{ \pm}}=\left(\mathrm{MR}_{ \pm}^{\prime}\right)_{G_{ \pm}}$.
It follows from Suzuki's work ${ }^{16}$ and standard results concerning the tensor product of von Neumann algebras (Ref. 11, p. 24) that the factors $\left(\mathcal{N}_{1}^{\prime}\right)_{G \perp}$ are respectively isomorphic to the factors $\mathcal{L}\left(R_{ \pm}^{\perp}\right)$, the algebras of all bounded operators on the orthocomplements of the respective ranges of $\Omega_{+}$. Now, using the hypothesis that $n$ (negative-energy) bound states exist, asymptotic completeness, and the respective *-isomorphisms of $\left(\mathscr{M}_{ \pm}^{\prime}\right)_{F}$ and $\left(\mathscr{K}_{ \pm}^{\prime}\right)_{G_{ \pm}^{ \pm}}$, we find that $\left(\mathscr{T}_{\ddagger}^{\prime}\right)_{F}$ are factors of type $I_{n}$.
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## 1. INTRODUCTION

Sturm-Liouville systems occupy a very important place both in classical analysis and physical appli-
cations. Many one- and two-dimensional vibration problems lead to regular eigenvalue problems of the Sturm-Liouville type. ${ }^{1}$ The Schrödinger equation in an infinite domain is a singular Sturm-Liouville system. ${ }^{2}$

The aim of this paper is to discuss the asymptotic behavior of the Sturm-Liouville equation in Liouville normal form ${ }^{2}$

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+[\lambda-V(x)] y=0 \tag{1}
\end{equation*}
$$

when the continuous function $V(x)$ has the form of an extremely deep well.
As the one-dimensional Schrödinger equation is exactly in Liouville normal form, we will use the terminology and concepts of quantum mechanics to give physical content to our discussion right from the start. Equation (1) together with endpoint conditions satisfied at the boundaries of a finite domain, e.g.,

$$
\begin{equation*}
y(0)=y(\pi)=0 \tag{2}
\end{equation*}
$$

defines a regular Sturm-Liouville system, which in general has a finite number of negative eigenvalues and an infinite number of discrete positive eigenvalues, all of which give the bound states for the motion of a particle in a potential well $V(x)$ of length $\pi$ and infinitely high walls.
In most quantum mechanics problems, the boundary conditions associated with (1) are

$$
\begin{equation*}
y( \pm \infty) \text { finite. } \tag{3}
\end{equation*}
$$

In this case, (1) and (3) define a singular SturmLiouville system, which in general has a discrete spectrum of negative eigenvalues giving the bound states, and a continuous spectrum of positive eigenvalues corresponding to the free particles.

The main result of this work is to show that the asymptotic behavior of the bound-state solutions is essentially the same for both the regular and singular Sturm-Liouville systems, provided that the potential well $V(x)$ is sufficiently deep. This behavior is independent of the type of homogeneous boundary conditions associated with the regular problem. Furthermore, the bound-state solutions can be obtained explicitly and fairly accurately by using standard perturbation theory. ${ }^{3,4}$ It should be emphasized that the asymptotic problem considered cannot be treated by the classical WKB method because the potential is a very rapidly varying function of position; it is also one of the most difficult and expensive problems to solve with numerical methods because of the extremely rapid variation of the eigenfunctions in the region about the minimum of the potential.
As an illustration of the applicability of the method to a regular system, we have treated Mathieu's equation and have obtained exactly the first four terms of the asymptotic series for the eigenvalues due to Goldstein and Ince. ${ }^{5-8}$ We also show the accuracy of the analytic approximations to Mathieu's functions by a comparison with the "exact" numerical results. ${ }^{9}$ Although Sips ${ }^{10,11}$ obtained higher order asymptotic results than ours, he did so by a special method developed specifically for Mathieu's equation, while our method is equally applicable to any equation of the form (1); furthermore, our results for Mathieu's
functions have a much simpler and thus more useful form than Sips'.
Finally, we give the results obtained for the boundstate eigenvalues of a Schrödinger equation problem in an infinite domain. In this problem with Morse's potential, ${ }^{12}$ the eigenvalues are obtained exactly. Regardless of accuracy considerations, the results obtained for the problems discussed show clearly that the asymptotic behavior of both the regular and singular Sturm-Liouville systems is essentially the same.

## 2. OUTLINE OF THE METHOD

The central idea of this work is to expand the potential $V(x)$ in a Taylor series about its minimum value, and solve the resulting approximate problem by standard perturbation theory. Physically, as the potential well is very deep, the classical turning points for the lowest bound states are very close to the minimum of the well; therefore the particle, even quantummechanically, can in the main "see" only the region of the potential near the minimum. We thus expect that the eigenfunctions obtained in this way will only be accurate in an asymptotically small neighborhood of the potential minimum; also, for the higher bound states, as the turning points intersect the potential well at higher points above the minimum, we expect that the accuracy of the approximation will decrease progressively relative to the lowest bound states.
This is indeed confirmed by the explicit results obtained. However, the region about the potential minimum is where the eigenfunctions have appreciable values; away from it, they are transcendentally small and in many applications it is adequate to know the eigenfunctions accurately only where they have nonnegligible values. Furthermore, the eigenvalues obtained by the method are asymptotically accurate even if the eigenfunctions are not determined accurately in the classically forbidden region outside the turning points.

## 3. MATHIEU'S EQUATION

Mathieu's equation arises when solving by separation of variables the two-dimensional Helmholtz equation in a domain with an elliptic boundary (Ref. 1, p. 391). In standard form, Mathieu's equation reads

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+(\lambda-2 q \cos 2 x) y=0 \tag{4}
\end{equation*}
$$

It is well known 8,13 that Eq. (4) has periodic solutions of period $\pi$ and $2 \pi$ when $\lambda$ has a countably infinite set of characteristic values. The real parameter $q$ determines the depth of the potential well $2 q \cos 2 x$; here we will discuss the asymptotic behavior of (4) in the limit of infinitely deep wells, i.e., when $q \rightarrow \infty$. Equation (4) with the associated boundary conditions

$$
\begin{equation*}
y^{\prime}(0)=y^{\prime}(\pi)=0 \tag{5}
\end{equation*}
$$

defines a regular Sturm-Liouville system ${ }^{2}$ whose eigenfunctions are the even periodic Mathieu functions

$$
\begin{equation*}
c e_{r}(x, q), \quad r=0,1,2, \cdots \tag{6}
\end{equation*}
$$

The eigenfunctions of Eq. (4) with the boundary conditions

$$
\begin{equation*}
y(0)=y(\pi)=0 \tag{7}
\end{equation*}
$$

are the odd periodic Mathieu functions designated

$$
\begin{equation*}
\operatorname{se}_{r}(x, q), \quad r=1,2,3, \cdots \tag{8}
\end{equation*}
$$

Here we follow the standard notation of Ref. 8. The reason for the notation $\mathrm{ce}_{\gamma}$ (cosine elliptic) and $\mathrm{se}_{r}$ (sine elliptic) is that for $q=0$ the eigenfunctions of systems (4) and (5) and (4) and (7) become, respectively, the trigometric cosines and sines.
As discussed in Sec. II, for very deep wells ( $q \rightarrow \infty$ ) the lowest eigenvalues approach asymptotically the minimum value of the potential $V_{\text {min }}=-2 q$, i.e.,

$$
\begin{equation*}
\lambda=O(q) \tag{9}
\end{equation*}
$$

Therefore, a simple division of Eq. (4) by the parameter $q$ shows that for $q \rightarrow \infty$, we have a singular perturbation problem ${ }^{14}$

$$
\begin{align*}
& \epsilon \frac{d^{2} y}{d x^{2}}+(\Lambda-2 \cos 2 x) y=0  \tag{10}\\
& \epsilon \equiv 1 / q \rightarrow 0, \quad \Lambda \equiv \lambda / q=O(1)
\end{align*}
$$

In general, the solution of these problems cannot be obtained as a single series that is uniformly valid in the whole domain. ${ }^{14}$ A direct expansion of the solution of (10) in powers of the small parameter $\epsilon$ gives to all orders

$$
\begin{equation*}
y(x, \epsilon)=0 \tag{11}
\end{equation*}
$$

The meaning of the formal result (11) can be understood by considering that it is obtained by neglecting the term $\epsilon d^{2} y / d x^{2}$ in (10), and this is justified only in the region where the curvature of the solution is not large. As the curvature is greatest at the domain center $x=\frac{1}{2} \pi$, (11) suggests that the solution away from the center is transcendentally small, a conclusion consistent with the boundary conditions (5) and (7). To study the solution in the inner layer about the domain center $x=\frac{1}{2} \pi$, where it has nonnegligible values, we introduce the stretched variable

$$
\begin{equation*}
\tilde{x}=(\pi / 2-x) / \epsilon^{1 / 2} \tag{12}
\end{equation*}
$$

and (10) becomes

$$
\begin{equation*}
\frac{d^{2} y}{d \tilde{x}^{2}}+(\Lambda+2 \cos 2 \sqrt{\epsilon} \tilde{x}) y=0 \tag{13}
\end{equation*}
$$

This transformation shows, as the small parameter $\epsilon$ has been eliminated from the highest order derivative term, that in the limit $\epsilon \rightarrow 0$ the thickness of the region about $\frac{1}{2} \pi$ where the solution is not negligibly small approaches zero as $\epsilon^{1 / 2}$.
The procedure is now straightforward, as described in Sec. II. One expands

$$
\begin{equation*}
\cos 2 \sqrt{\epsilon} \tilde{x}=1-2 \epsilon \tilde{x}^{2}+\frac{2}{3} \epsilon^{2} \tilde{x}^{4}-\frac{4}{45} \epsilon^{3} \tilde{x}^{6}+\cdots \tag{14}
\end{equation*}
$$

so that (13) becomes
$\frac{d^{2} y}{d \tilde{x}^{2}}+\left(\Lambda+2-4 \epsilon \tilde{x}^{2}+\frac{4}{3} \epsilon^{2} \tilde{x}^{4}-\frac{8}{45} \epsilon^{3} \bar{x}^{6}\right) y=0$.
It is now convenient to introduce still a new independent variable

$$
\begin{equation*}
x^{*}=(4 \epsilon)^{1 / 4} \tilde{x} \tag{16}
\end{equation*}
$$

so that (15) takes the well-known form of the equation for an anharmonic oscillator

$$
\begin{equation*}
\frac{d^{2} y}{d x^{* 2}}+\left(\rho-x^{* 2}+\frac{1}{6} \sqrt{\epsilon} x^{* 4}-\frac{1}{90} \epsilon x^{* 6}\right) y=0 \tag{17}
\end{equation*}
$$

where the eigenvalue $\rho$ is defined as

$$
\begin{equation*}
\rho \equiv(\Lambda+2) / 2 \epsilon^{1 / 2} \tag{18}
\end{equation*}
$$

The situation is now quite clear, as Mathieu's functions become transcendentally small except in an infinitesimally thin layer about $\frac{1}{2} \pi$, for all quantitative purposes the domain (whose length is $\pi$ ) can be considered to be of infinite length. Therefore, we will solve the equation for the anharmonic oscillator (17) subject to the usual boundary conditions

$$
y( \pm \infty) \quad \text { finite. }
$$

This means that in the limit $q \rightarrow \infty$, the even and odd periodic Mathieu functions $c e_{r}$ and $\mathrm{se}_{r}$ approach each other asymptotically, a known analytic result ${ }^{10,11,15}$ that has also been established numerically. ${ }^{9}$ Heuristically, we make the hypothesis that for infinitely deep wells all regular Sturm-Liouville systems approach the same asymptotic limit, independently of the type of homogeneous boundary conditions. This is because, just as for problems in infinite domains, both the eigenfunctions and their derivatives vanish asymptotically at the finite domain boundaries, and this is indeed equivalent to any of the homogenous boundary conditions naturally associated with the SturmLiouville equation (Courant and Hilbert, p. 291). ${ }^{1}$ This asymptotic limit is given by the solution of Schrödinger's equation for the anharmonic oscillator (17) and (19), which is now solved by standard perturbation theory. ${ }^{3,4}$
The unperturbed Hamiltonian is

$$
\begin{equation*}
H^{0}=x^{* 2} \tag{20}
\end{equation*}
$$

which gives the familiar equation for the harmonic oscillator, and the perturbed Hamiltonian is

$$
\begin{equation*}
H^{\prime}=-\frac{1}{6} \sqrt{\epsilon} x^{* 4}+\frac{1}{90} \epsilon x^{* 6} \tag{21}
\end{equation*}
$$

The solution for the harmonic oscillator is

$$
\begin{align*}
\rho_{n}^{0} & =2 n+1  \tag{22}\\
y_{n}^{0}\left(x^{*}\right) & =\left(2^{n} n!\sqrt{\pi}\right)^{-1 / 2} e^{-x^{* 2} / 2} H_{n}\left(x^{*}\right), \quad n=0,1,2, \ldots, \tag{23}
\end{align*}
$$

where $H_{n}$ are the Hermite polynomials.
Second-order perturbation theory for the eigenvalues gives

$$
\begin{equation*}
\rho_{n}^{\prime}=\rho_{n}^{0}+\left(H^{\prime}\right)_{n n}+\sum_{n \neq k}\left[\left(H^{\prime}\right)_{k n}\right]^{2} /\left(\rho_{n}^{0}-\rho_{k}^{0}\right) \tag{24}
\end{equation*}
$$

while the first-order perturbation theory result for the eigenfunctions is

$$
\begin{equation*}
y_{n}^{\prime}=y_{n}^{0}+\sum_{n \neq k}\left[\left(H^{\prime}\right)_{k n} /\left(\rho_{n}^{0}-\rho_{k}^{0}\right)\right] y_{k}^{0} . \tag{25}
\end{equation*}
$$

In (24) and (25), $\left(H^{\prime}\right)_{k n}$ are the matrix elements

$$
\begin{equation*}
\left(H^{\prime}\right)_{k n}=\left(y_{k^{\prime}}^{0} H^{\prime} y_{n}^{0}\right)=\int_{-\infty}^{\infty} y_{k}^{0} H^{\prime} y_{n}^{0} d x^{*} \tag{26}
\end{equation*}
$$

which are obtained in the usual way (Landau and Lifshitz, p. 136). ${ }^{3}$ All the nonzero matrix elements necessary for our approximations (24) and (25) are

$$
\begin{aligned}
\left(H^{\prime}\right)_{n, n}= & -\frac{3}{4} \frac{(2 n+1)^{2}+1}{2} \frac{\sqrt{\epsilon}}{6} \\
& \quad+\frac{20 n^{3}+30 n^{2}+40 n+15}{8} \frac{\epsilon}{90}, \\
\left(H^{\prime}\right)_{n, n+2} & =\left(H^{\prime}\right)_{n+2, n} \\
= & -\frac{(4 n+6) \sqrt{(n+2)(n+1)}}{4} \frac{\sqrt{\epsilon}}{6}+O(\epsilon), \\
\left(H^{\prime}\right)_{n, n+4} & =\left(H^{\prime}\right)_{n+4, n} \\
= & -\frac{\sqrt{(n+4)(n+3)(n+2)(n+1)}}{4} \frac{\sqrt{\epsilon}}{6}+O(\epsilon), \\
& n=0,1,2, \cdots .
\end{aligned}
$$

We now substitute the matrix elements (27) into the eigenvalue expression (24), which in this case is given explicitly by

$$
\begin{align*}
\rho_{n}^{\prime}=\rho_{n}^{0}+\left(H^{\prime}\right)_{n n}+ & \frac{\left[\left(H^{\prime}\right)_{n-4, n}\right]^{2}}{\rho_{n}^{0}-\rho_{n-4}^{0}}+\frac{\left[\left(H^{\prime}\right)_{n-2, n}\right]^{2}}{\rho_{n}^{0}-\rho_{n-2}^{0}} \\
& \quad+\frac{\left[\left(H^{\prime}\right)_{n, n+2}\right]^{2}}{\rho_{n}^{0}-\rho_{n+2}^{0}}+\frac{\left[(H \cdot)_{n, n+4}\right]^{2}}{\rho_{n}^{0}-\rho_{n+4}^{0}} \tag{28}
\end{align*}
$$

as all the other matrix elements are zero. It should be noticed that the matrix elements $\left(H^{\prime}\right)_{n-4, n}$ are obtained from the last equation of (27) by substituting $n+4$ by $n, n+3$ by $n-1$, etc. The eigenvalues $\rho$ are now transformed back into the original Mathieu eigenvalues $\lambda$ using the definitions (18) and (10). After some elementary although delicate algebra we finally get

$$
\begin{align*}
\lambda_{n}= & -2 q+2(2 n+1) q^{1 / 2}-\left\{\left[(2 n+1)^{2}+1\right\rceil 2^{3}\right\} \\
& -\left\{\left[(2 n+1)^{3}+3(2 n+1)\right] / 2^{7}\right\} q^{-1 / 2}+O\left(q^{-1}\right), \\
n & =0,1,2, \ldots, \tag{29}
\end{align*}
$$

which gives exactly the first four terms of the classic result of Goldstein's and Ince's [Eq. (36), Ref.5, also Eq.20.2.30, p. 726, Ref.8].
It is worthwhile to remark here that the first three terms of (29) are obtained simply by first order perturbation theory, keeping only for the perturbed
Hamiltonian the first term in (21). It is clear that higher order terms in the asymptotic series (29) can be obtained by using higher order perturbation theory. However, the result (29) is sufficient for our purpose of illustrating the asymptotic behavior of regular Sturm-Liouville systems.
In Table I, we give the Mathieu eigenvalues obtained from the first three terms of Eq.(29), together with those obtained from the full four term asymptotic formula. It is seen that, as expected, the accuracy of the asymptotic treatment increases with the depth of the well, i.e., with the value of the parameter $q$. Thus

TABLE I. First five eigenvalues of Mathieu's equation.

| $-\lambda_{r}(q=1600)$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\underline{r}$ | Three term asymp.form. | Four term asymp.form. (29) | Exact ${ }^{\text {a }}$ |
| 0 | 3120.250 | 3120.251 | 3120.251 |
| 1 | 2961.250 | 2961.257 | 2961.257 |
| 2 | 2803.250 | 2803.277 | 2803.278 |
| 3 | 2646.250 | 2646.321 | 2646.323 |
| 4 | 2490.250 | 2490.398 | 2490.403 |
| $-\lambda_{r}(q=2500)$ |  |  |  |
| $r$ | Three term asymp.form. | Four term asymp.form. (29) | Exact ${ }^{\text {a }}$ |
| 0 | 4900.250 | 4900.251 | 4900.251 |
| 1 | 4701.250 | 4701.256 | 4701.256 |
| 2 | 4503.250 | 4503.272 | 4503.272 |
| 3 | 4306.250 | 4306.307 | 4306.308 |
| 4 | 4110.250 | 4110.368 | 4110.372 |
| ${ }^{-\lambda_{r}}(q=10000)$ |  |  |  |
| $r$ | Three asymp.form. | Four term asymp.form. (29) | Exact ${ }^{\text {a }}$ |
| 0 | 19800.250 | 19800.250 | 19800.250 |
| 1 | 19401.250 | 19401.253 | 19401.253 |
| 2 | 19003. 250 | 19003.261 | 19003.261 |
| 3 | 18606.250 | 18606.278 | 18606.279 |
| 4 | 18210.250 | 18210.309 | 18210.310 |

${ }^{a}$ Determined numerically (Ref.9), and also using higher order terms in Goldstein's and Ince's asymptotic formula.
for $q=1600$, the four-term formula gives better than six significant figure accuracy, and seven and eight significant figure accuracy is obtained, respectively, for $q=2500$ and 10000 . It should also be noticed that a simple first-order perturbation theory treatment, i.e., the three term asymptotic formula, gives better than four significant figure accuracy in all cases shown.
To conclude this section, we give some numerical results for the Mathieu functions computed from the first-order perturbation theory formula (25). For clarity we will write down the results explicitly. The fundamental eigenfunction is

$$
\begin{align*}
& \operatorname{ce}_{0}\left(x^{*}, q\right)!\sim y_{0}^{\prime}\left(x^{*}, q\right) \\
& \operatorname{se}_{1}\left(x^{*}, q\right)!  \tag{30}\\
& \quad=y_{0}^{0}+\frac{1}{6}\left(\frac{3}{4 \sqrt{2}} y_{2}^{0}+\frac{\sqrt{3}}{8 \sqrt{2}} y_{4}^{0}\right) \sqrt{\epsilon}+O(\epsilon),
\end{align*}
$$

where $y_{n}^{0}$ are the orthonormal Hermite functions given in (23). In Table II we compare with the exact numerical values ${ }^{9}$ the results obtained using the first term (harmonic oscillator) of (30) and the complete perturbation formula. As expected, the accuracy is only good near the minimum of the potential which is at the domain center $\frac{1}{2} \pi$. However, the accuracy is lost only where the function is already negligible compared with the values at the center. These results are in general agreement with those of Sips ${ }^{10,11}$, who obtained asymptotic series for Mathieu's functions of higher order than (30). However, Sips' series are not as simple for hand computations because the space

TABLE II. Comparison of perturbation theory results for Mathieu's function $\mathrm{ce}_{0}(x, q)$ or se ${ }_{1}(x, q)$ with exact values. ${ }^{a}$

|  | $\mathrm{ce}_{0}\left(90^{\circ}\right) / \mathrm{ce}_{0}\left(85^{\circ}\right)$ |  |  | $c e_{0}\left(90^{\circ}\right) / \mathrm{ce}_{0}\left(80^{\circ}\right)$ |  |  | $c e_{0}\left(90^{0}\right) / \mathrm{e}_{0}\left(70^{\circ}\right)$ |  |  | $\mathrm{ce}_{0}\left(90^{\circ}\right) / \mathrm{ce}_{0}\left(60^{\circ}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | Harm. oscill. | Firstorder pert. | Exact | Harm. osciil. | Firstorder pert | Exact | Harm. oscill. | Firstorder pert. | Exact | Harm. oscill. | Firstorder pert | Exact |
| 1600 | 1.356 | 1.355 | 1.355 | 3.382 | 3.359 | 3.359 | $1.308+2$ | $1.229+2$ | $1.226+2$ | $5.789+4$ | $4.504+4$ | $4.362+4$ |
| 2500 | 1.463 | 1.462 | 1.462 | 4.586 | 4.551 | 4.551 | $4.425+2$ | $4.108+2$ | $4.097+2$ | $8.979+5$ | $6.662+5$ | $6.358+5$ |
| 10000 | 2.142 | 2.138 | 2.138 | $2.103+1$ | $2.079+1$ | $2.079+1$ | $1.958+5$ | $1.719+5$ | $1.704+5$ | $8.062+11$ | $4.854+11$ | $4.186+11$ |

${ }^{a}$ The notation $1.5+2=1.5 \times 10^{2}$ is used. The exact values are from Ref.9.

TABLE III. Zeroes of Mathieu's functions. ${ }^{a}$

|  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

${ }^{a}$ The exact values are from Ref. 9 .
variable appears only as $\cos x^{*}$, so that one has transcendental polynomials in $\cos x^{*}$ [see Eq. (3), Ref.11] while expressions as (30) are simple algebraic polynomials in $x^{*}$. It is clear that higher order perturbation theory would yield higher order terms in (30), but we do not think it to be a worthwhile exercise, because the analytic results are useful only if they are sufficiently simple for computation by elementary means.

As another illustration of the usefulness of these simple results, we have computed the zeros of the third and fifth eigenfunctions, namely

$$
\begin{align*}
& \operatorname{ce}_{2}\left(x^{*}, q\right)!\sim y_{2}^{\prime}=y_{2}^{0}+\frac{\left(H^{\prime}\right)_{02}}{\rho_{2}^{0}-\rho_{0}^{0}} y_{0}^{0}+\frac{\left(H^{\prime}\right)_{24}}{\rho_{2}^{0}-\rho_{4}^{0}} y_{4}^{0} \\
& \operatorname{se}_{3}\left(x^{*}, q\right)!  \tag{31}\\
& \quad+\frac{\left(H^{\prime}\right)_{26}}{\rho_{2}^{0}-\rho_{6}^{0}} y_{6}^{0} \approx y_{2}^{0}-\frac{1}{6}\left(\frac{3}{4 \sqrt{2}} y_{0}^{0}-\frac{7 \sqrt{3}}{4} y_{4}^{0}\right) \sqrt{\epsilon}
\end{align*}
$$

where for simplicity we have neglected the last term involving $y_{6}^{0}$; in this way the zeros of $\mathrm{ce}_{2}$ and $\mathrm{se}_{3}$ can be obtained analytically by solving a simple biquadratic equation. For this same reason, in the expression for $\mathrm{ce}_{4}$ and $\mathrm{se}_{5}$ we neglected the terms involving $y_{6}$ and $y \ell$, so that we are left with
$\left.\begin{array}{l}\mathrm{ce}_{4}\left(x^{*}, q\right) \\ \operatorname{se}_{5}\left(x^{*}, q\right)\end{array}\right\} \sim y_{4}^{\prime} \approx y_{4}^{0}-\frac{1}{6}\left(\frac{\sqrt{3}}{8 \sqrt{2}} y_{0}^{0}+\frac{7 \sqrt{3}}{4} y_{2}^{0}\right) \sqrt{\epsilon}$,
so that again the zeros are given by solving the above biquadratic equation. The results obtained are given in Table III. The most striking fact in Table III is that the zeros of the harmonic oscillator eigenfunctions, i.e., of the Hermite polynomials, are accurate to four significant figures. The approximate firstorder perturbation theory results have almost five figure accuracy. The reason for this accuracy is that, in the limit $q \rightarrow \infty$, all the zeros condense toward $\frac{1}{2} \pi$ and thus are located precisely in the inner layer about the center where the functions are obtained accurately.

## 4. SCHRÖDINGER'S EQUATION WITH MORSE'S POTENTIAL

In connection with the description of the bound states of diatomic molecules, Morse ${ }^{12}$ defined the following Schrödinger equation problem:
$\frac{d^{2} y}{d x^{2}}+\left[\lambda-q\left(e^{-2 a x}-2 e^{-a x}\right)\right] y=0, y( \pm \infty)$ finite.
The problem (33) has an analytic solution for the bound states, which is given concisely in Landau and Lifshitz, p. 68. ${ }^{3}$ The reason for having chosen this problem as an illustration of the method of Sec. II is that the potential well is strongly asymmetric, and thus it seemed a good test of a method where the zeroth order perturbation is the solution of a problem with a symmetric potential, i.e., the harmonic oscillator. Following Sec.II, we expand

$$
q\left(e^{-2 a x}-2 e^{-a x}\right)=-q+a^{2} q x^{2}-a^{3} q x^{3}+\frac{7}{12} a^{4} q x^{4}
$$

$$
+\cdots .
$$

We now introduce a new independent variable

$$
\begin{equation*}
x^{*}=\left(a^{2} q\right)^{1 / 4} x \tag{35}
\end{equation*}
$$

and the definitions

$$
\begin{align*}
& \rho \equiv \frac{\lambda+q}{\left(a^{2} q\right)^{1 / 2}},  \tag{36}\\
& \epsilon \equiv a^{1 / 2} q^{-1 / 4}, \tag{37}
\end{align*}
$$

where the attractive strength of the well $1 / \varepsilon$ depends now on the two independent parameters $q$ (the depth at $x=0$ ) and $a$ (a measure of the width of the well). In this way, problem (33) becomes

$$
\begin{align*}
\frac{d^{2} y}{d x^{* 2}}+\left(\rho-x^{*} 2+\epsilon x^{* 3}-\frac{7}{12} \epsilon^{2} x^{* 4}\right) y=0, \\
y( \pm \infty) \text { finite }, \tag{38}
\end{align*}
$$

which is again the problem of an anharmonic oscilla-

TABLE IV. Bound-state eigenvalues of Schrödinger equation with Morse's potential.

| $-\lambda_{n}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | Exact <br> Eq. (43) | Numer. solution of Eqs. (33) and (47) | Numer. solution of Eqs. (33) and (48) |
| 0 | 178.798 | 178.798 | 178.798 |
| 1 | 160.283 | 160.283 | 160.283 |
| 2 | 142.780 | 142.780 | 142.780 |
| 3 | 126.288 | 126.288 | 126.288 |
| 4 | 110.808 | 110.808 | 110.808 |
| 5 | 96.340 | 96.340 | 96.340 |
| 6 | 82.884 | 82.884 | 82.884 |
| 7 | 70.439 | 70.438 | 70.438 |
| 8 | 59.007 | 59.006 | 59.006 |
| 9 | 48.585 | 48.585 | 48.585 |
| 10 | 39.176 | 39.176 | 39.176 |
| 11 | 30.778 | 30.778 | 30.778 |
| 12 | 23.393 | 23.393 | 23.393 |
| 13 | 17.018 | 17.018 | 17.018 |
| 14 | 11.656 | 11.656 | 11.656 |
| 15 | 7.305 | 7.305 | 7.305 |
| 16 | 3.966 | 3.958 | 3.976 |
| 17 | 1.639 | 1.392 | 1.829 |
| 18 | 0.324 | -1.232 | 0.011 |

tor. The unperturbed Hamiltonian (harmonic oscillator) is

$$
\begin{equation*}
H^{0}=x^{* 2} \tag{39}
\end{equation*}
$$

while the perturbed Hamiltonian is

$$
\begin{equation*}
H^{\prime}=-\epsilon x^{* 3}+\frac{7}{12} \epsilon^{2} x^{* 4} . \tag{40}
\end{equation*}
$$

It should be noted that as the diagonal matrix elements of the first term of (40) - $\epsilon x^{* 3}$ are zero, firstorder perturbation theory of this part of the Hamiltonian does not give any correction $O(\epsilon)$ to the harmonic oscillator eigenvalues. To get any improvement, it is necessary to use second order perturbation theory. All the nonzero matrix elements of $H^{\prime}$ required are

$$
\begin{align*}
\left(H^{\prime}\right)_{n n} & =\frac{7}{8}\left(n^{2}+n+\frac{1}{2}\right) \epsilon^{2}, \\
\left(H^{\prime}\right)_{n, n+1} & =\left(H^{\prime}\right)_{n+1, n}=-\left[\frac{9}{8}(n+1)^{3}\right]^{1 / 2} \epsilon,  \tag{41}\\
\left(H^{\prime}\right)_{n, n+3} & =\left(H^{\prime}\right)_{n+3, n}=-\left[\frac{1}{8}(n+3)(n+2)(n+1)\right]^{1 / 2} \epsilon, \\
n & =0,1,2, \cdots .
\end{align*}
$$

Substituting the matrix elements (41) into the secondorder perturbation theory formula for the eigenvalues (24), we get

$$
\begin{equation*}
\rho_{n}=(2 n+1)-\frac{1}{4}(2 n+1)^{2} \epsilon^{2}+O\left(\epsilon^{4}\right), \quad n=0,1,2, \ldots . \tag{42}
\end{equation*}
$$

Transforming back to the original eigenvalues of (33) using the definition (36), one gets

$$
\begin{align*}
\lambda_{n}=-q+(2 n+1) a q^{1 / 2}-\frac{1}{4}(2 n+1)^{2} a^{2} & , \\
n & =0,1,2, \ldots, \tag{43}
\end{align*}
$$

which exceptionally is identical to the exact formula for the bound-state eigenvalues (Ref.3, p.69),

$$
\begin{equation*}
\lambda_{n}=-q\left[1-\left(a / q^{1 / 2}\right)\left(n+\frac{1}{2}\right)\right]^{2} . \tag{44}
\end{equation*}
$$

It is quite interesting to compare the result (43) for the eigenvalues of Schrödinger's equation with the first three terms of (29), the corresponding result for Mathieu's equation. It is seen that both asymptotic series are quite similar, and that the first three terms are of orders $q, q^{1 / 2}$, and 1 in the depth of the potential well. The results (29) and (43) more than anything else show quite clearly the strong similarity that exists between the asymptotic behavior of regular and singular Sturm-Liouville systems.
We now conclude with a numerical example which further illustrates the main conclusion of this work. Since the asymptotic behavior of regular and singular Sturm-Liouville problems is the same, we can approximate the solution of a regular problem by that of a singular problem or vice versa. Schrödinger's equation (33) for the values of the parameters

$$
\begin{equation*}
q=188.4355, \quad a=0.711248 \tag{45}
\end{equation*}
$$

has 19 bound-state eigenvalues determined by the condition (Ref. 3, p.68)

$$
\begin{equation*}
1 / \epsilon^{2}>n+\frac{1}{2}, \quad n=0,1,2, \ldots, \tag{46}
\end{equation*}
$$

where $\epsilon$ is defined in (37). We have approximated this problem by the regular Sturm-Liouville systems defined by Eq. (33) together with the boundary conditions

$$
\text { and } \begin{align*}
& y(-1.9975)=y(8.0025)=0  \tag{47}\\
& y^{\prime}(-1.9975)=y^{\prime}(8.0025)=0 .
\end{align*}
$$

The 19 bound-state eigenvalues from the exact formula (43) and from the numerical solution ${ }^{16}$ obtained using the boundary conditions (47) and (48) are given in Table IV. It is seen that the agreement between the first 16 eigenvalues is excellent, so that the regular Sturm-Liouville approximation to problem (33) with the boundary conditions (47) or (48) is valid for a surprisingly large number of eigenvalues and not only for the lowest bound states. The numerical results shown in Table IV for the regular Sturm-Liouville systems with boundary conditions (47) and (48) give further evidence that the asymptotic behavior of these problems is independent of the type of homogeneous boundary conditions. It should be noted that all of the eigenvalues obtained numerically are believed accurate to all figures given.

## 5. CONCLUSION

We have shown that in regular Sturm-Liouville problems with very deep wells, the eigenfunctions cluster in a small region about the minimum of the potential. As the eigenfunctions become transcendentally small at an infinitesimally small distance from the domain center (always chosen at the potential minimum), the problem, regardless of the homogeneous boundary conditions, can be treated as a problem for infinite domains with the boundary conditions (19). This indicates that both regular and singular Sturm-Liouville
systems have the same asymptotic behavior. This conclusion is illustrated by the remarkable similarity that exists between the asymptotic formulas for the eigenvalues of Mathieu's equation and of Schrödinger's equation with Morse's potential, two problems which at first sight seem totally unconnected. The
solution is obtained by perturbation theory; the first order perturbation eigenvalues have already quite a remarkable accuracy, while the eigenfunctions are obtained accurately only in a thin layer about the domain center where they have their nonnegligible values.
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By a purely infinitesimal method we derive the eigenvalues of the Biedenharn's invariant operators from $I_{2}$ to $I_{6}$ for the $S U(n)$ group. We show that the general formula, quoted from the Racah's work by Baird and Biedenharn, to obtain the eigenvalues of the invariant operators, is valid only for the two first $I_{2}$ and $I_{3}$ operators and not for the higher order invariants. We give the correct values for the first invariants till $I_{6}$.

## 1. INTRODUCTION

In a paper published in 1963, Biedenharn ${ }^{1}$ has given an explicit construction of the independent invariants for the unimodular unitary group in $n$ dimensions $S U(n)$. He proves that their invariants form a complete system of independent invariants suitable for uniquely labeling the irreducible inequivalent representations. In a second paper Baird and Biedenharn ${ }^{2}$ pointed out that the evaluation of the invariant may be inferred from the form of the terms $K_{n}$ in $I_{n}$ involving the only $h_{i}$. If we denote the highest weight by vector $p$ and by $R$ the vector whose components are one half the sum of positive roots, we can define

$$
\begin{equation*}
J_{n}(\mathbf{p})=K_{n}(\mathbf{p}+\mathrm{R})-K_{n}(\mathbf{R}) . \tag{1}
\end{equation*}
$$

$K_{n}(\Lambda)$ is that part of the $n$th invariant $I_{n}$ involving the $h_{i}$ with $h_{i} \rightarrow \Lambda_{i}$. Baird and Biedenharn ${ }^{2}$ demonstrated that the eigenvalue of the invariant operator $I_{3}$ for $S U(3)$ is $J_{3}$ and further said that: "Racah has asserted that the result we have just demonstrated for $S U(3)$ is true in general." So that, the eigenvalue of $I_{n}$ should be simply $J_{n}$. The purpose of the present paper is, as suggested by Baird and Biedenharn, ${ }^{2}$ to show by a purely infinitesimal proof that this result is only true for the $I_{2}$ and $I_{3}$ invariants of $\operatorname{SU}(n)$ and breaks down for the higher order invariants. The correct formulas have been derived for $I_{4}, I_{5}$, and $I_{6}$.
The work of this paper is arranged in the following order. In Sec. 2, we summarize the results concerning the explicit construction of invariants in SU( $n$ ) by setting the notations and giving all the expressions which are required for our purpose. In Sec. 3, we give an expression for the invariant $I_{k}$ of the $S U(n)$ group derived in the fundamental repre-
sentation and show that, in the particular case of the fundamental representation, the formula proposed by Baird and Biedenharn is not verified for the $I_{4}$ invariant. In Sec. 4, we develop the full calculation and give the formulas which actually have to be used to obtain the eigenvalues of the first invariants up to $I_{6}$.

## 2. SUMMARY

## A. The Algebra of $S U(n)$

In order to properly parametrize the $S U(n)$ group, it is better to let the null trace condition naturally appear and not as a supplementary condition. In this view, Biedenharn ${ }^{1}$ defines a new basis for the diagonal elements $h_{i}$, by inserting the real coefficients $\lambda_{l}^{(i)}$. We define here these coefficients, as a particular solution for the following equations:

$$
\begin{align*}
& \sum_{i=1}^{n} \lambda_{l}^{(i)} \lambda_{l}^{(j)}=\delta_{i j}, \quad \sum_{i=0}^{n-1} \lambda_{l}^{(i)} \lambda_{l}^{(i)}=\delta_{l l},  \tag{2a}\\
& \sum_{l=1}^{n} \lambda_{l}^{(i)}=0 \text { for } i \neq 0, \quad \lambda_{l}^{(0)}=\frac{1}{\sqrt{n}} \text { for any } l,  \tag{2b}\\
& \lambda_{1}^{(i)} \geqslant 0 \text { for any } i . \tag{2c}
\end{align*}
$$

Condition (2c) is a subsidiary condition of interest only in making the first component of the weight vector positive.

The $n-1$ diagonal elements $h_{i}(i=1,2, \ldots, n-1)$ of $\operatorname{SU}(n)$ of null trace are written

$$
\begin{equation*}
h_{i} \equiv(2 n)^{-1 / 2} \sum_{i=1}^{n} x_{l}^{(i)} e_{l l} . \tag{3a}
\end{equation*}
$$

We define for convenience the element $h_{0}$ similarly,

$$
\begin{equation*}
h_{0} \equiv(2 n)^{-1 / 2} \sum_{l=1}^{n} \lambda_{l}^{(0)} e_{l l}=2^{-1 / 2} n^{-1} I . \tag{3b}
\end{equation*}
$$

systems have the same asymptotic behavior. This conclusion is illustrated by the remarkable similarity that exists between the asymptotic formulas for the eigenvalues of Mathieu's equation and of Schrödinger's equation with Morse's potential, two problems which at first sight seem totally unconnected. The
solution is obtained by perturbation theory; the first order perturbation eigenvalues have already quite a remarkable accuracy, while the eigenfunctions are obtained accurately only in a thin layer about the domain center where they have their nonnegligible values.
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In order to properly parametrize the $S U(n)$ group, it is better to let the null trace condition naturally appear and not as a supplementary condition. In this view, Biedenharn ${ }^{1}$ defines a new basis for the diagonal elements $h_{i}$, by inserting the real coefficients $\lambda_{l}^{(i)}$. We define here these coefficients, as a particular solution for the following equations:

$$
\begin{align*}
& \sum_{i=1}^{n} \lambda_{l}^{(i)} \lambda_{l}^{(j)}=\delta_{i j}, \quad \sum_{i=0}^{n-1} \lambda_{l}^{(i)} \lambda_{l}^{(i)}=\delta_{l l},  \tag{2a}\\
& \sum_{l=1}^{n} \lambda_{l}^{(i)}=0 \text { for } i \neq 0, \quad \lambda_{l}^{(0)}=\frac{1}{\sqrt{n}} \text { for any } l,  \tag{2b}\\
& \lambda_{1}^{(i)} \geqslant 0 \text { for any } i . \tag{2c}
\end{align*}
$$

Condition (2c) is a subsidiary condition of interest only in making the first component of the weight vector positive.

The $n-1$ diagonal elements $h_{i}(i=1,2, \ldots, n-1)$ of $\operatorname{SU}(n)$ of null trace are written

$$
\begin{equation*}
h_{i} \equiv(2 n)^{-1 / 2} \sum_{i=1}^{n} x_{l}^{(i)} e_{l l} . \tag{3a}
\end{equation*}
$$

We define for convenience the element $h_{0}$ similarly,

$$
\begin{equation*}
h_{0} \equiv(2 n)^{-1 / 2} \sum_{l=1}^{n} \lambda_{l}^{(0)} e_{l l}=2^{-1 / 2} n^{-1} I . \tag{3b}
\end{equation*}
$$

$h_{0}$ is not a generator of $S U(n)$, but a multiple of unity and is the generator of the $U(1)$ group.
The $n(n-1)$ remaining operators keep Weyl's form, except for what concerns the normalization. They are called conventionally $e_{\alpha}$ and $e_{-\alpha}$, where $\alpha$ denotes the index pair ( $i j$ ) and $-\alpha$ the indexing pair ( $j i$ ) with $i<j$, respectively:
$e_{\alpha} \equiv(2 n)^{-1 / 2} e_{i j}, \quad e_{-\alpha} \equiv(2 n)^{-1 / 2} \quad e_{j i}, \quad i<j$.
Biedenharn ${ }^{1}$ defines $\lambda_{l}^{(i)}$ as a particular solution of (2). which can be written

$$
\begin{align*}
\lambda_{l}^{(i)} & =(-1)^{n-l+i} \\
& \times C\left(\frac{n-1}{2}, \frac{n-1}{2}, i ; l-\frac{n+1}{2},-l+\frac{n+1}{2}\right) . \tag{5}
\end{align*}
$$

The phases $(-1)^{n-l}$ and $(-1)^{i}$ prove that Conditions (2b) and (2c) are, respectively, well fulfilled.
The definition of the $\lambda_{2}^{(i)}$ with the help of ClebschGordan's coefficients as used by Biedenharn, has the advantage of giving an explicit realization for the $\lambda_{l}^{(i)}$ which allows one to define a canonical basis for the Lie algebra of $\operatorname{SU}(n)$.
What is important, though, is not the explicit form of these coefficients, but Properties (2a) and (2b) they verify. The definition we take is less restraining, so that the expressions which will be valid for any particular realization of the $\lambda_{(i)}^{(i)}$. This is an advantage because the Clebsch-Gordan coefficients do not always give the simplest and most interesting realization for a given $S U(n)$ group in any precise physical problem.
Let us write collectively $x_{A}$ the $n^{2}-1$ generators of $S U(n)$. These generators $x_{A}$ have been defined with the help of the $n \times n$ matrices which correspond to the fundamental representation. In this representation we can write the anticommutation relation

$$
\begin{equation*}
\left[x_{A}, x_{B}\right]_{+}=\frac{\sqrt{2}}{n} h_{0} \delta_{A}^{-B}+\sum_{C}\left[A B^{C}\right] x_{C} \tag{6}
\end{equation*}
$$

which defines the vectorial coupling coefficients [ $A B^{C}$ ].
Let us now denote by capital letters $X_{A}$ (collectively for $E_{\alpha}$ and $H_{i}$ ), the generators in any representation, the small letters being reserved for the fundamental representation.
The metric tensor $g_{A B}$ has the canonical form $g_{A B}=$ $\delta_{A}^{-B}$ which is useful for raising or lowering the indices

$$
\sum_{M}\left[A B^{M}\right] g_{M C}=[A B C]
$$

For the $S U(n)$ group, the $\left(A B^{C}\right)$ structure constants are given by the following equations which can be easily verified:

$$
\begin{aligned}
&(i j k)=0, \\
&(i \alpha-\alpha)=(2 n)^{-1 / 2}\left(\lambda_{l}^{(i)}-\lambda_{m}^{(i)}\right), \quad \alpha=(l, m), \\
&(\alpha \beta \gamma)=\left(l_{1} m_{1}, l_{2} m_{2}, l_{3} m_{3}\right)=(2 n)^{-1 / 2}\left(\delta_{m_{1} l_{2}} \delta_{m_{2} l_{3}} \delta_{m_{3} l_{1}}\right. \\
&\left.-\delta_{l_{1} m_{2}} \delta_{l_{2} m_{3}} \delta_{l_{3} m_{1}}\right) ;
\end{aligned}
$$

and the vector coupling coefficients $[A B C]$ are given by the following:

$$
\begin{gather*}
{[i j k]=\sqrt{\frac{2}{n}} \sum_{l=1}^{n} \lambda_{l}^{(i)} \lambda_{l}^{(j)} \lambda_{l}^{(j)}}  \tag{8a}\\
{[i \alpha-\alpha]=(2 n)^{-1 / 2}\left(\lambda_{l}^{(i)}+\lambda_{m}^{(i)}\right), \quad \alpha=(l, m),}  \tag{8b}\\
{[\alpha \beta \gamma]=\left[l_{1} m_{1}, l_{2} m_{2}, l_{3} m_{3}\right]=(2 n)^{-1 / 2}\left[\delta_{m_{1} l_{2}} \delta_{m_{2} l_{3}} \delta_{m_{3} l_{1}}\right.} \\
\left.+\delta_{l_{1} m_{2}} \delta_{l_{2} m_{3}} \delta_{l_{3} m_{1}}\right]
\end{gather*}
$$

$(A B C)$ is totally antisymmetric, whereas $[A B C]$ is totally symmetric in all the indices.

We call root vector the vector $\alpha\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}\right)$ with components $\alpha_{i}=\left(i \alpha^{\alpha}\right)$ in the $H_{i}$ space. As i is a vector, the components of which are all null $(i=0)$, we show easily that we have $(A B C)=0$ and $[A B C]=0$ except if $\mathbf{A}+\mathbf{B}+\mathbf{C}=\mathbf{0}$.
B. The $n-1$ Invariants of $S U(n)$

Biedenharn has shown that the set of operators

$$
I_{k+1}=\sum_{A B} g_{A B} X_{A} T_{B}^{(k)}, \quad k \text { varying from } 1 \text { to } n-1(9)
$$

with

$$
T_{A}^{(1)}=X_{A} \quad \text { and } \quad T_{C}^{(k)}=\sum_{A B}\left[A B^{C}\right] X_{A} T_{B}^{(k-1)}
$$

form the complete set of the $n-1$ invariants suitable for labeling the irreducible inequivalent representations of $S U(n){ }^{3}$ Casimir's construction guaranties that $I_{k+1}$ is an invariant if $T_{B}^{(k)}$ is a vector under $S U(n)$.
This is shown because of the relation
$\sum_{D}\left[B C^{D}\right]\left(A D^{E}\right)+\left[C A^{D}\right]\left(B D^{E}\right)+\left[A B^{D}\right]\left(C D^{E}\right)=0$,
which is obvious if we write

$$
\begin{align*}
& {\left[x_{A},\left[x_{B}, x_{C}\right]_{+}\right]_{-}+\left[x_{B},\left[x_{C}, x_{A}\right]_{+}\right]_{-}} \\
&  \tag{11}\\
& \quad+\left[x_{C},\left[x_{A}, x_{B}\right]_{+}\right]_{-} \equiv 0 .
\end{align*}
$$

We calculate the eigenvalues of these operators by application to the higher-weight vector denoted $|\bar{p}\rangle$. Applied to this vector, a raising operator gives zero

$$
\begin{equation*}
E_{\mathbf{a}}|\widetilde{p}\rangle=0 \tag{12a}
\end{equation*}
$$

The $T_{A}^{(k)}$ being also a vector, we have therefore in a similar way

$$
\begin{equation*}
T_{\alpha}^{(k)}|\bar{p}\rangle=0 \tag{12b}
\end{equation*}
$$

The diagonal operators (or operators of weight $H_{i}$ ) have $p_{i}$ for eigenvalue

$$
\begin{equation*}
H_{i}|\bar{p}\rangle=p_{i}|\bar{p}\rangle \tag{13}
\end{equation*}
$$

In the case of the fundamental representation in which we note |F.R.〉, the vector of higher weight, we have

$$
\begin{equation*}
\left.\left.H_{i} \mid \text { F.R. }\right\rangle=(1 / \sqrt{2 n}) \lambda_{1}^{(i)} \mid \text { F.R. }\right\rangle \tag{14}
\end{equation*}
$$

Let $R$ be the vector equal to half the sum of the positive roots

$$
\begin{equation*}
R_{i}=\frac{1}{2} \sum_{\alpha+}\left(\alpha-\alpha^{i}\right) \tag{15}
\end{equation*}
$$

We can now calculate the eigenvalue of the Casimir's invariant

$$
I_{2}=\sum_{A B} g_{A B} X_{A} X_{B}=\sum_{A} X_{A} X_{-A}
$$

The calculation is very classic ${ }^{4}$ but we give it again because it is a very clear illustration of the method used to calculate the eigenvalue of the invariants of higher order:

$$
\begin{aligned}
I_{2}|\bar{p}\rangle=\left(\sum_{i} H_{i}^{2}\right. & \left.+\sum_{\alpha+} E_{\alpha} E_{-\alpha}\right)|\bar{p}\rangle, \\
\sum E_{\alpha} E_{-\alpha}|\bar{p}\rangle & =\left[\sum_{\alpha+} E_{-\alpha} E_{\alpha}+\sum_{\alpha+, i}(\alpha-\alpha i) H_{i}\right]|\bar{p}\rangle \\
& =\sum_{i} 2 R_{i} H_{i}|\bar{p}\rangle
\end{aligned}
$$

or still with (1)

$$
\begin{equation*}
I_{2}|\bar{p}\rangle=J_{2}|\bar{p}\rangle \tag{16}
\end{equation*}
$$

## 3. EIGENVALUE OF THE INVARIANTS IN THE FUNDAMENTAL REPRESENTATION

In the fundamental representation we can do a direct evaluation of the invariant operators. The generators verify the anticommutation relation (6) which allows us to reduce the degree of the operators and finally express them as a multiple of the identity $h_{0}$.
Indeed, we have

$$
\begin{equation*}
x_{A} x_{B}=\frac{1}{2}\left(n^{-2} \delta_{A}^{-B}+\sum_{D}\left\{\left[A B^{D}\right]+\left(A B^{D}\right)\right\} x_{D}\right) \tag{17}
\end{equation*}
$$

and the three following obvious relations

$$
\begin{aligned}
\sum_{A B}\left[A B^{C}\right] \delta_{A}^{-B} & =0 \\
\sum_{A B}\left[A B^{C}\right]\left(A B^{D}\right) & =0 \\
\sum_{A B}\left[A B^{C}\right]\left[A B^{D}\right] & =\left[\left(n^{2}-4\right) / n^{2}\right] \delta_{C}^{-D}
\end{aligned}
$$

Let us consider the vector $t_{A}^{(k)}$. The above expres sions give

$$
t_{C}^{(2)}=\sum_{A B}\left[A B^{C}\right] x_{A} x_{B}=\frac{1}{2}\left[\left(n^{2}-4\right) / n^{2}\right] x_{C}
$$

which can be generalized as

$$
\begin{equation*}
t_{C}^{(k)}=\left[\left(n^{2}-4\right) / 2 n^{2}\right]^{k-1} x_{C} \tag{18}
\end{equation*}
$$

and for the invariant of order $k+1$ we have

$$
\begin{equation*}
I_{k+1}=\frac{n^{2}-1}{2 n^{2}}\left(\frac{n^{2}-4}{2 n^{2}}\right)^{k-1} \tag{19}
\end{equation*}
$$

This formula allows us to test the generalization of (16) by evaluating $J_{n}$ in the fundamental representation. For that, we first establish a simple expression for the sum of the positive roots.
We consider the $j$ vectors $\alpha^{j}$, ( $j$ varying from 1 to $n-1$ ) of components $\alpha_{i}^{j}(i$ varying from 1 to $n-1)$ defined by

$$
\begin{equation*}
\alpha_{i}^{j}=(2 n)^{-1 / 2}\left(\lambda_{j}^{(i)}-\lambda_{j+1}^{(i)}\right) \tag{20}
\end{equation*}
$$

We suppose that the $i$ indices are ordered in such a way that the $\alpha_{j}$ roots are positive, and thus the first nonvanishing component of $\alpha^{j}\left(\alpha_{1}^{j}, \alpha_{2}^{j}, \ldots, \alpha_{n-1}^{j}\right)$ is positive. In the same way, we suppose that the $j$ in-
dices are chosen so that the $\alpha^{j}$ roots are in a decreasing order $\alpha^{1} \geqslant \alpha^{2} \geqslant \cdots \geqslant \alpha^{n-1}$.
After that, we can see that the $\alpha^{j}$ define the set of $n-1$ simple roots of $S U(n)$ and $R_{i}$ defined in (15) is written

$$
R_{i}=\frac{1}{2}(2 n)^{-1 / 2} \sum_{m>l}\left(\lambda_{l}^{(i)}-\lambda_{m}^{(i)}\right)
$$

Some elementary manipulations on the summation transform it into

$$
\begin{equation*}
R_{i}=\frac{1}{2}(2 n)^{-1 / 2} \sum_{k=1}^{n-1} k(n-k)\left(\lambda_{k}^{(i)}-\lambda_{k+1}^{(i)}\right) \tag{21a}
\end{equation*}
$$

So we express one half the sum of the positive roots in terms of the simple roots of the group. By manipulating the summation, it can be still written

$$
\begin{align*}
& R_{i}=(2 n)^{-1 / 2} \sum_{l=1}^{n} \gamma_{l} \lambda_{l}^{(i)}  \tag{21b}\\
& \text { with } \\
& \quad \gamma_{l}=\frac{1}{2}(n+1)-l \tag{21c}
\end{align*}
$$

From now on, except where otherwise stated, we will always make the summation convention on the repeated indices, with the $i$ indices (or $\lambda_{l}^{(i)}$ higher indices) varying from 1 to $n-1$ and the $l$ indices varying from 1 to $n$. The orthogonality relations (2a) are then written

$$
\begin{equation*}
\lambda_{l}^{(i)} \lambda_{l}^{(j)}=\delta_{i j}, \quad \lambda_{l}^{(i)} \lambda_{l}^{(i)}=\delta_{l l^{\prime}}-1 / n \tag{22}
\end{equation*}
$$

The use of (15) and (21) gives

$$
\begin{equation*}
\left.\left.\left(h_{i}+R_{i}\right) \mid \text { F.R. }\right\rangle=(2 n)^{-1 / 2}\left(\lambda_{1}^{(i)}+\gamma_{\alpha} \lambda_{\alpha}^{i}\right) \mid \text { F.R. }\right\rangle . \tag{23}
\end{equation*}
$$

We see that the sum of the $\gamma_{l}$ of odd powers vanishes,

$$
\begin{equation*}
\sum_{l=1}^{n} \gamma_{l}^{q}=\left[1+(-1)^{q}\right] \sum_{\gamma=\epsilon}^{(n-1) / 2} \gamma^{q} \tag{24}
\end{equation*}
$$

with $\epsilon=1$ if $n$ is odd and $\epsilon=\frac{1}{2}$ if $n$ is even.
We can now derive the $J_{3}$ operator in the fundamental representation
$J_{3}=[i j k]\left(h_{i}+R_{i}\right)\left(h_{j}+R_{j}\right)\left(h_{k}+R_{k}\right)-[i j k] R_{i} R_{j} R_{k}$
and obtain

$$
\begin{equation*}
\left.\left.J_{3} \mid \text { F.R. }\right\rangle \left.=\left(\frac{n^{2}-1}{2 n^{2}}\right)\left(\frac{n^{2}-4}{2 n^{2}}\right) \right\rvert\, \text { F.R. }\right\rangle \tag{26}
\end{equation*}
$$

which is in accordance with (19).
For $J_{4}$, the analogous calculation does not present any theoretical difficulty, but is long and rather tedious, and gives
$J_{4} \mid$ F.R. $\rangle \left.=\left(\frac{n^{2}-1}{2 n^{2}}\right)\left[\left(\frac{n^{2}-4}{2 n^{2}}\right)^{2}+\frac{1}{6}\left(\frac{n^{2}-4}{2 n^{2}}\right)\right] \right\rvert\,$ F.R. $\rangle$.
This form is not in accordance with (19) and thus the generalization (16) is certainly unvalid for $I_{4}$.

## 4. EVALUATION OF THE TNVARIANTS IN THE CASE OF AN IRREDUCIBLE NONEQUIVALENT REPRESENTATION OF HIGHER WEIGHT $|\bar{p}\rangle$

To make the notation easier to handle, we define $S_{j}^{i} \equiv \frac{1}{2} \sum_{\alpha+}\left\{\left[\alpha-\alpha_{i}\right]\left(\alpha-\alpha_{j}\right)+\left[\alpha-\alpha_{j}\right]\left(\alpha-\alpha_{i}\right)\right\},(28 \mathrm{a})$

$$
\begin{aligned}
& A_{j}^{i} \equiv \frac{1}{2} \sum_{\alpha+}\left\{\left[\alpha-\alpha_{i}\right]\left(\alpha-\alpha_{j}\right)-\left[\alpha-\alpha_{j}\right]\left(\alpha-\alpha_{i}\right)\right\}, \\
& \Lambda_{j}^{j} \equiv[i j k]\left(h_{k}+R_{k}\right) .
\end{aligned}
$$

$S_{j}^{j}$ and $A_{j}^{j}$ are expressed in terms of the $\lambda_{l}^{(i)}$,

$$
\begin{align*}
& S_{j}^{j}=\frac{1}{n} \sum_{l=1}^{n} \gamma_{l} \lambda_{l}^{(i)} \lambda_{l}^{(j)},  \tag{28b}\\
& A_{j}^{i}=\frac{1}{2 n} \sum_{q=1}^{n} \sum_{k=1}^{q}\left(\lambda_{q}^{(i)} \lambda_{k}^{(j)}-\lambda_{k}^{(i)} \lambda_{q}^{(j)}\right) \tag{29b}
\end{align*}
$$

There exist many equivalent ways in writing $A_{j}^{i}$ and the two following relations, very useful in the calculation, are used here:

$$
\begin{align*}
& \sum_{q=1}^{n} \sum_{k=1}^{q}\left(\varphi_{q} \Psi_{k}+\varphi_{k} \Psi_{q}\right)=\sum_{q=1}^{n} \varphi_{q} \Psi_{q}+\sum_{q=1}^{n} \sum_{k=1}^{n} \varphi_{q} \Psi_{k},  \tag{30b}\\
& \sum_{q=1}^{n} \sum_{k=1}^{q} \varphi_{q} \Psi_{k}=\sum_{q=1}^{n} \sum_{k=q}^{n} \varphi_{k} \Psi_{q} \tag{30a}
\end{align*}
$$

for any function $\varphi_{k}$ and $\Psi_{k}$.
$S_{j}^{i}$ and $\Lambda_{j}^{i}$ are symmetric in the indices $i$ and $j$ exchanges, whereas $A_{j}^{j}$ is antisymmetric.
We substitute in (10) $B=i, C=j, A=\alpha, E=\alpha$, and adding $\alpha^{+}$we obtain

$$
\begin{equation*}
S_{j}^{j}=[i j k] R_{k} . \tag{28c}
\end{equation*}
$$

With these notations, we apply (9) to the higher weight $|\bar{p}\rangle$ to obtain

$$
\begin{align*}
& I_{n+1}|\bar{p}\rangle=\left(H_{i}+2 R_{i}\right) t_{i}^{(n)}|\bar{p}\rangle,  \tag{31a}\\
& T_{i}^{(k)}|\bar{p}\rangle=\left(\Lambda_{j}^{i}+A_{j}^{i}\right) T_{j}^{(k-1)}|\bar{p}\rangle \tag{31b}
\end{align*}
$$

that is,
$\left.I_{n+1} \bar{p}\right\rangle=\left(H_{i}+2 R_{i}\right)\left(\Lambda_{j}^{i}+A_{j}^{i}\right) \cdots\left(\Lambda_{l}^{k}+A_{l}^{k}\right) H_{l}|\bar{p}\rangle$
with $n-1$ factors ( $\Lambda_{l}^{j}+A_{l}$ ).
The symmetric part is designated by $[s]_{l}^{i}$ and the antisymmetric part by [a] under the exchange of the indices $i$ and $l$ in the $(n-1)$ factors ( $\Lambda_{B}^{\alpha}+A_{B}^{\alpha}$ ):
$\left(\Lambda_{j}^{i}+A_{j}^{i}\right)\left(\Lambda_{\alpha}^{j}+A_{\alpha}^{j}\right) \cdots\left(\Lambda_{l}^{k}+A_{l}^{k}\right)=[\mathrm{S}]_{l}^{i}+[\Omega]_{l}^{i}$.
This allows us to write (33) in the following form:
$I_{n+1}|\bar{p}\rangle=\left\{\left[\left(H_{i}+R_{i}\right)\left(H_{l}+R_{l}\right)-R_{i} R_{l}\right][S]_{l}^{i}+2 R_{i}\left(H_{l}+R_{l}\right)\right.$ $\left.\times[a]]_{i}^{i}\right\}|\bar{p}\rangle$.
Now we must develop the quantities $[s]_{l}^{i}$ and $[\mathrm{a}]_{l}{ }_{l}$ for each invariant.

## A. $I_{3}$ Invariant of $\operatorname{SU}(n)$

## We have

$[\mathrm{s}]_{l}^{i}=\Lambda_{l}^{i} \quad$ and $\quad[\mathrm{Q}]_{l}^{i}=A_{i}^{i}$,
which gives

$$
\begin{align*}
I_{3}|\bar{p}\rangle=\left\{\left(H_{i}+R_{i}\right) \Lambda_{i}^{i}\left(H_{l}+R_{i}\right)\right. & -\left(2 A_{j}^{i}+S_{j}^{i}\right) \\
& \left.\times R_{j}\left(H_{i}+R_{i}\right)\right\}|\bar{p}\rangle . \tag{35}
\end{align*}
$$

with (21), (28), and (29) it can easily be shown that

$$
\begin{equation*}
\left(2 A_{j}^{i}+S_{j}^{i}\right) R_{j}=0 . \tag{36a}
\end{equation*}
$$

[^1]Remark: It must be emphasized again that in this formula, the repeated $j$ index summation rules from 1 to $n-1$.
We also have

$$
\begin{equation*}
R_{i} S_{j}^{i} R_{j}=0 \tag{36b}
\end{equation*}
$$

With (36) we then write for $I_{3}$,

$$
I_{3}|\bar{p}\rangle=\left\{\left(H_{i}+R_{i}\right) \Lambda_{j}^{j}\left(H_{j}+R_{j}\right)-R_{i} S_{j} R_{j}\right\}|\bar{p}\rangle
$$

or still

$$
\begin{equation*}
I_{3}|\bar{p}\rangle=J_{3}|\bar{p}\rangle \tag{37}
\end{equation*}
$$

which generalizes to $\operatorname{SU}(n)$ which Baird and Biedenharn ${ }^{2}$ found in the particular case of $S U(3)$.

## B. $I_{4}$ Invariant of $\operatorname{SU}(\boldsymbol{n})$

We are going to develop the calculation for this invariant because it is typical and illustrates the process of calculation of any higher order invariant. We have

$$
\begin{aligned}
& {[\mathrm{s}]_{l}^{i}=\Lambda_{j}^{i} \Lambda_{l}^{j}+A_{j}^{i} A_{l}^{j},} \\
& {[\mathrm{a}]_{l}^{i}=\Lambda_{j}^{i} A_{l}^{j}+A_{j}^{i} \Lambda_{l}^{j} .}
\end{aligned}
$$

Bringing back these values in (34) and using (28) and (36), we obtain
$I_{4}|\bar{p}\rangle=\left\{J_{4}+\left(H_{i}+R_{i}\right)\left(H_{l}+R_{l}\right)\left[\left(A_{j}^{i}+S_{j}^{j}\right)\left(A_{l}^{j}-S_{i} j\right)\right.\right.$

$$
\begin{equation*}
\left.\left.+R_{\alpha} S_{j}^{\alpha}[j i l]\right]+\frac{5}{4} R_{i} S_{j}^{i} S_{l}^{j} R_{l}\right\}|\bar{p}\rangle \tag{38}
\end{equation*}
$$

We easily calculate
$\frac{5}{4} R_{i} S_{j}^{i} S_{i}^{j} R_{l}$

$$
\begin{equation*}
=\frac{n^{2}-4}{12 n^{2}} R_{i}^{2} \quad \text { and } \quad R_{i}^{2}=\frac{n^{2}}{12}\left(\frac{n^{2}-1}{2 n^{2}}\right) \tag{39}
\end{equation*}
$$

We shall now consider the following expression:

$$
\begin{equation*}
\left(A_{j}^{i}+S_{j}^{i}\right)\left(A_{l}^{j}-S_{j}^{j}\right)+R_{\alpha} S_{j}^{\alpha}[j i l] \tag{40}
\end{equation*}
$$

With the help of (30) we can write for the term $A_{j}^{i} A^{j}{ }_{l}$,

$$
\begin{aligned}
& A_{j}^{i} A_{l}^{j}=\left(\frac{1}{2 n} \delta_{i j}-\frac{1}{n} \sum_{q=1}^{n} \sum_{k=1}^{q} \lambda_{k}^{(i)} \lambda_{q}^{(j)}\right) \\
& \times\left(\frac{1}{2 n} \delta_{j l}-\frac{1}{n} \sum_{q=1}^{n} \sum_{k=1}^{q} \lambda_{k}^{(j)} \lambda_{q}^{(l)}\right) .
\end{aligned}
$$

We now sum on $j$ and use (30b) which can be written here as

$$
\sum_{q=1}^{\alpha} \sum_{k=1}^{q} \lambda_{k}^{(i)}=\sum_{q=1}^{\alpha}(\alpha-q+1) \lambda_{q}^{(i)}
$$

and we obtain

$$
\begin{aligned}
A_{j}^{i} A_{l}^{j}=\frac{1}{4 n^{2}} \delta_{i l}-\frac{1}{2 n^{2}} \sum_{q=1}^{n} \sum_{k=1}^{q}\left(\gamma_{q}\right. & \left.-\gamma_{k}\right)\left(\lambda_{q}^{(i)} \lambda_{k}^{(l)}\right. \\
& \left.+\lambda_{k}^{(i)} \lambda_{q}^{(i)}\right)+\frac{2}{n^{2}} R_{i} R_{l} .
\end{aligned}
$$

In a similar way we calculate the $A_{j}^{i} S_{i}^{j}, S_{j}^{i} A_{j}^{j}, S_{j}^{i} S_{v}^{j}$, and $R_{\alpha} S_{j}^{\alpha}[j i l]$ terms and setting the results in (40), we find
$\left(A_{j}^{i}+S_{i}^{i}\right)\left(A_{i}^{j}-S_{j}^{j}+R_{\alpha} S_{j}^{\alpha}[j i l]=-\frac{n^{2}-4}{12 n^{2}} \delta_{i} l\right.$.

Bringing (39) and (41) in (38) we finally have

$$
\begin{equation*}
I_{4}|\bar{p}\rangle=\left(J_{4}-\frac{n^{2}-4}{12 n^{2}} J_{2}\right)|\bar{p}\rangle \tag{42}
\end{equation*}
$$

which verifies (19). A corrective $J_{2}$ term in addition to $J_{4}$ appears.

## C. $I_{5}$ invariant of $S U(n)$

The calculation is analogous to the previous one. We demonstrate the following formulas,

$$
\begin{align*}
&\left\{\left(A_{j}^{k}\right.\right.\left.\left.+S_{j}^{k}\right)[j \alpha \beta]-\left(A_{j}^{\alpha}+S_{j}^{\alpha}\right)[j k \beta]\right\}\left(A_{k}^{\gamma}+S_{k}^{\gamma}\right) \\
&+\left\{\left(A_{j}^{k}+S_{j}^{k}\right)[j \alpha \gamma]-\left(A_{j}^{\gamma}+S_{j}^{\gamma}\right)[j k \alpha]\right\}\left(A_{k}^{\beta}+S_{k}^{\beta}\right) \\
&+\left\{\left(A_{j}^{k}+S_{j}^{k}\right)[j \beta \gamma]-\left(A_{j}^{\beta}+S_{j}^{\beta}\right)[j k \gamma]\right\}\left(A_{k}^{\alpha}+S_{k}^{\alpha}\right) \\
&=\frac{1}{n^{2}}[\alpha \beta \gamma],  \tag{43a}\\
& R_{i} S_{j}^{i}[j \alpha k]=S_{j}^{\alpha} S_{k}^{j}+\frac{2}{n^{2}} R_{\alpha} R_{k}-\frac{n^{2}-1}{12 n^{2}} \delta_{\alpha k},  \tag{43b}\\
&\left(4 A_{j}^{i}+S_{j}^{i}\right) S_{l}^{j} S_{k}^{l} R_{k}=\frac{n^{2}-13}{12 n^{2}} S_{k}^{i} R_{k}, \tag{43c}
\end{align*}
$$

and obtain, after some calculation the eigenvalue of $I_{5}$ :

$$
\begin{equation*}
I_{5}|\bar{p}\rangle=\left\{J_{5}-\left[\left(n^{2}-8\right) / 12 n^{2}\right] J_{3}\right\}|\bar{p}\rangle \tag{44}
\end{equation*}
$$

## D. Invariant $I_{6}$ of $S U(n)$

The calculation becomes very cumbersome and tedious for this invariant, so it will be omitted, but we indicate an indirect method which allows us to reach the result in an easier way. Indeed, $I_{6}$ expression, from (34), can be written

$$
\begin{aligned}
I_{6}|\bar{p}\rangle= & \left\{J_{6}+\mathscr{L}_{1}(\alpha \beta \mu \delta)\left(H_{\alpha}+R_{\alpha}\right)\left(H_{\beta}+R_{\beta}\right)\left(H_{\mu}+R_{\mu}\right)\right. \\
& \left.\times\left(\boldsymbol{H}_{\delta}+R_{\delta}\right)+\mathscr{L}_{2}(\alpha \beta)\left(H_{\alpha}+R_{\beta}\right)+\mathscr{L}_{3}\right\}|\bar{p}\rangle .
\end{aligned}
$$

We will not give the long expressions of $\mathcal{L}_{1}, \mathcal{L}_{2}$, and $\mathfrak{L}_{3}$. On the other hand we write a priori for $I_{6}$ :

$$
\begin{equation*}
I_{6}|\bar{p}\rangle=\left\{J_{6}+h(n) J_{4}+g(n) J_{2}^{2}+f(n) J_{2}\right\}|\bar{p}\rangle, \tag{45b}
\end{equation*}
$$

where $h(n), g(n)$, and $f(n)$ are three functions which we want to determine. By identifying [(45a) and (45b)] we have

$$
\begin{align*}
& \mathscr{L}_{1}(\alpha \beta \mu \delta)=h(n)[\alpha \beta j][j \mu \delta]+g(n) \delta_{\alpha \beta} \delta_{\mu \delta},  \tag{46a}\\
& \mathscr{L}_{2}(\alpha \beta)=f(n) \delta_{\alpha \beta} . \tag{46b}
\end{align*}
$$

Multiplying the two members of (46a) by the following expression which brings in the symmetry the indices $\alpha, \beta, \mu$, and $\delta$,

$$
\begin{align*}
\frac{1}{4}\left(R_{\alpha} R_{\beta} R_{\mu} \delta_{\delta \gamma}+R_{\delta} R_{\alpha} R_{\beta} \delta_{\mu \gamma}\right. & +R_{\mu} R_{\delta} R_{\alpha} \delta_{\beta \gamma} \\
& \left.+R_{\beta} R_{\mu} R_{\delta} \delta_{\alpha \gamma}\right) . \tag{47}
\end{align*}
$$

We obtain, after all calculations,

$$
\begin{aligned}
-\frac{n^{2}-13}{12 n^{2}} R_{\alpha} S_{j}^{\alpha} S_{\gamma}^{j}-\frac{1}{36} & \left(\frac{n^{2}-1}{2 n^{2}}\right)\left(\frac{n^{2}-4}{2 n^{2}}\right) R_{\gamma} \\
& =h(n) R_{\alpha} S_{j}^{\alpha} S_{\gamma}^{j}+\frac{n^{2}-1}{24} g(n) R_{\gamma}
\end{aligned}
$$

and

$$
\begin{equation*}
h(n)=-\frac{n^{2}-13}{12 n^{2}}, \quad g(n)=-\frac{n^{2}-4}{6 n^{4}} \tag{48}
\end{equation*}
$$

In the same way we calculate $f(n)$ and finally obtain for the $I_{6}$ eigenvalue

$$
\begin{align*}
& I_{6}|\bar{p}\rangle=\left\{J_{6}-\frac{n^{2}-13}{12 n^{2}} J_{4}-\frac{n^{2}-4}{6 n^{4}} J_{2}^{2}\right. \\
&\left.-\frac{\left(n^{2}-4\right)\left(7 n^{2}+8\right)}{720 n^{4}} J_{2}\right\}|\bar{p}\rangle . \tag{49}
\end{align*}
$$

In conclusion, we must remark that we have not given the general eigenvalue of the $I_{k}$ invariant of $S U(n)$ as function of the $K_{k^{\prime}}\left(k^{\prime} \leqslant k\right)$. We have limited our work to the $I_{6}$ invariant which, in fact includes all the interesting physical problems. For higher invariant operators, it would be easier to express the Biedenharn's invariant in terms of the Gel'fand ${ }^{5}$ invariants whose eigenvalues are known. 6
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A state vector (vector-valued distribution) of an unstable particle can be a 3 -momentum eigenvector in at most one inertial frame as a consequence of the necessary width of the energy spectrum. We investigate this frame dependence of momentum eigenvectors of unstable particles and demonstrate that:
(i) It is compatible with the principle of relativity.
(ii) It leads to a distinction between two ways of defining the spin of the particle which are equivalent for stable particles.
(iii) One definition, called kinematical spin, yields a precise value, and is determined by considerations of detailed balancing and other means of counting the degeneracy of the momentum eigenvectors.
(iv) The second definition, called dynamical spin, need not yield a sharp value, is determined by the dynamics of the decay process, and is measured by observing angular distributions of decay products.
It is shown that an unstable particle with vanishing kinematical spin (pion) may have a small admixture of nonisotropic angular distribution of unpolarized decay products in the rest frame of the decay products. The order of magnitude of the effect is estimated and the coupling between the mass and spin spectrum is studied in the case of local interactions without derivative coupling.

## 1. INTRODUCTIION

In this paper I shall consider some of the consequences that follow, in a Lorentz invariant quantum theory, from the proposition that one can, in any inertial frame, identify detect or prepare an unstable system prior to decay at any instant of time. This is the basic premise of this study. At the risk of belaboring an obvious issue I will dwell for a moment on the meaning of the premise.

Consider a neutron. It is conventionally assumed, and we adhere to the position that one can talk meaningfully about the distinction between the probability for finding the neutron, a single particle to exist on one hand, and the probability for finding, not the neutron, but its decay products, a proton electron and antineutrino, to exist on the other. These probabilities change with time but at any time the distinction between the unstable parent particle and its decay products is clear cut. The premise then asserts that for any given instant in any given inertial frame there exist states of this system in which the probability for finding the unstable neutron (or more generally the parent particle) is momentarily unity and the probability for finding the decay products is momentarily zero.

Since a neutron lives so long and since we have no reason to regard a neutron as a composite system of its decay products prior to decay, the application of the premise here seems unobjectionable. The application of the premise becomes more doubtful as the lifetime decreases towards the point where we begin to doubt the reliability of all our spatio-temporal concepts and as the contribution of the decay products to the structure of the parent particle becomes more dominant.
Lurçat ${ }^{1}$ has explicitly challenged the application of our premise to the strongly decaying hadronic resonances, denying to them a state vector description altogether and the possibility of ever being detected more directly than through the correlations among the decay products. He gave a quantitative form to this notion by introducing the concept of the integrity of an unstable system. If the unstable system has already decayed, its integrity is exactly zero. If it has not decayed, its integrity is exactly unity. For all other situations the integrity is not sharp but has an expectation value lying between zero and one. Lurçat suggests that the hadronic resonances always
have integrity zero. This means that the concept of lifetime, as such, does not apply to hadronic resonances and that time dilation of the lifetime of the ultrahigh energy resonances could never render them detectable prior to decay. Such a restriction on the possible outcome of future experiments is very hypothetical and may have the character of raising a current technological limitation to the status of a fundamental principle.
In terms of the integrity our premise may be stated as declaring the existence, for any instant of time in any inertial frame, of states, for any unstable system, with integrity unity. The operator representing the integrity is just that projection operator which projects onto the unstable particle states and annihilates the decay products. Without embracing the premise in its entirety, the reader can regard this paper as a study pertaining to those metastable particles for which the premise is at least an excellent approximation.
The premise has been widely employed in the literature ${ }^{2}$ (without the present degree of fanfare!) for discussions of the time dependence of the decay process (deviations from the exponential law, etc.) and the shape of the energy or mass spectrum. Such studies may be construed as a development of the consequences of time-translational invariance applied to the premise. In this paper we shall concentrate on the application of Lorentz invariance to the premise and the primary consequence of this will be the likelihood of a spin spectrum (as opposed to a sharp spin) for an unstable particle manifested in the angular distribution of the decay products. The order of magnitude of the width of the spin spectrum (barring selection rules) will be shown to be roughly given by

$$
\Delta S \sim(v / C)(\Delta m / m)
$$

where $m$ is the expectation value of the rest mass of the unstable particle, $\Delta m$ the width of the rest mass spectrum, and $v$ the speed of the particle in that frame in which the system has unit integrity at some definite time. The frame dependence of the effect may be disquieting at first, but in fact is not in conflict with the equivalence of inertial frames or the invariance of the theory under the Lorentz group. ${ }^{3}$

In Table I I have listed the values of $\Delta m / m$ for a small selection of unstable systems. Clearly the last four entries, or others like them, would seem to

TABLE I. Ratio of width of mass spectrum to rest mass for several unstable systems.

| Unstable system | $10^{-27}$ |
| :--- | :--- |
| neutron | $10^{-17}$ |
| muon | $10^{-17}$ |
| optical transitions in atoms | $10^{-14}$ |
| lambda hyperon | $10^{-12}$ |
| optical transitions in nuclei | $10^{-7}$ |
| neutral pion | $10^{-6}$ |
| neutral sigma hyperon | $10^{-6}$ |
| excited nuclear levels | $10^{-1}$ |
| hadron resonances |  |

provide the best hope of detecting the effect in question. However, the matter is not that simple. Spin assignment experiments involving hadronic resonances and excited nuclear levels are sufficiently dirty, by virtue of an abundance of competing processes, that they proceed by searching for a dominant harmonic contribution to the angular distribution of decay products near the peak of the mass distribution. The quantum number associated with the dominant harmonic is assigned as the spin of the system in question, and the residual angular distribution is attributed to the competing processes. Furthermore, theoretical considerations presented here will indicate that the spin spectrum is coupled to the mass spectrum in such a way as to suppress the wings of the spin spectrum at the peak of the mass spectrum In the case of the neutral pion decay competing processes are not a problem but the Bose statistics of the two photon final state yield a selection rule so that the proper estimate of the width of the spin spectrum is $(v / c)^{2}(\Delta m / m)^{2} .{ }^{4}$ The neutral sigma decay does look promising and will be studied in detail in a later paper.

The relevance of these considerations to the phenomena of the decay of the neutral $K$ mesons and the mass spectrum of the $A_{2}$ meson will also be consider ed in subsequent papers.
Thus far the expressions unstable system and unstable particle have been used as more or less interchangeable. For the rest of the paper I would like to introduce a distinction. Henceforth, an unstable system is an enduring physical system which at some instant in some inertial frame consists of just one unstable particle. If the unstable system is left to itself, then as time passes the probability for the appearance of decay products increases and the probability for the presence of the unstable particle decreases. In the absence of measurements an unstable system can exist forever, but it consists of a single unstable particle for one instant at most. We will always work with Heisenberg picture state vectors which correspond to the entire evolutionary history of the unstable systems under consideration. The unstable system state vectors, however, will frequently be labeled by reference to the circumstances under which the system consists of one unstable particle.

## 2. MOMENTUM AND SPIN OF UNSTABLE SYSTEMS

Let $\left|\alpha, t_{0}\right\rangle$ be a Heisenberg picture state vector for an unstable system consisting of one unstable particle at time $t_{0}$ and in the instantaneous single-particle state denoted by $\alpha$. Translation invariance asserts the existence of the spatially translated states $\left|\alpha_{\lambda}, t_{0}\right\rangle$ (the physical system is translated by the dis-
placement $\lambda$ ), all of which also consist of one unstable particle at the time $t_{0}$. By superposition we can then construct the eigenvectors of the translation generators which we identify as the momentum eigenvectors. Neglecting internal degrees of freedom, we have

$$
\begin{equation*}
\left|\mathbf{p}, t_{0}\right\rangle \propto \int d^{3} \lambda e^{(i / h) p} \cdot \boldsymbol{\lambda}\left|\alpha_{\lambda} t_{0}\right\rangle . \tag{2.1}
\end{equation*}
$$

We cannot construct energy eigenvectors for unstable systems by superposing unstable system state vectors obtained by performing time displacements on a given one. Such a superposition could indeed yield an energy eigenvector, but it would not describe a system consisting of one unstable particle at any definite time. Unlike the case for single stable particles, time displacements have dynamical effects on unstable particles even when the latter are in momentum eigenstates. Consequently, unstable systems cannot exist in energy eigenstates.

In itself this is a familiar fact commonly referred to in terms of the energy or mass spectrum of the unstable system. When coupled to the existence of momentum eigenvectors in a Lorentz invariant theory, however, it leads to a result that is perhaps not so familiar and is universally ignored in practical calculations of decay amplitudes. The Lorentz transform of an unstable system momentum eigenvector is not a momentum eigenvector.

Under a pure Lorentz transformation the energy and momentum of a system change according to

$$
\begin{align*}
& \mathbf{p}_{\|}^{\prime}=\left(1-v^{2} / c^{2}\right)^{-1 / 2}\left(\mathbf{p}_{\|}+\mathbf{v} E / c^{2}\right),  \tag{2.2a}\\
& \mathbf{p}_{\perp}^{\prime}=\mathbf{p}_{\perp}  \tag{2.2b}\\
& E^{\prime}=\left(1-v^{2} / c^{2}\right)^{-1 / 2}(E+\mathbf{v} \cdot \mathbf{p}) \tag{2.2c}
\end{align*}
$$

If we initially have the uncertainties $\Delta \mathbf{p}=0, \Delta E \neq 0$, then after the transformation we have

$$
\begin{align*}
& \Delta \mathbf{p}_{1}^{\prime}=\left(1-v^{2} / c^{2}\right)^{-1 / 2} \mathbf{v} \Delta E / c^{2}, \quad \Delta \mathbf{p}_{\perp}^{\prime}=0,  \tag{2.3a}\\
& \Delta E^{\prime}=\left(1-v^{2} / c^{2}\right)^{-1 / 2} \Delta E, \tag{2.3b}
\end{align*}
$$

and the system does not have sharp momentum in the new frame.

The equations indicate the induced spread in the momentum spectrum is proportional to the original spread in the energy spectrum, and for small Lorentz transformations, $v / c \ll 1$, performed on metastable particle states the induced spread in momentum would be extremely difficult to detect. Nevertheless, for purposes of theoretical analysis the concept of the frame dependence of momentum eigenvectors for unstable systems is important. In particular it implies the nonexistence of a sharp rest frame for any unstable system with sharply defined nonvanishing momentum in a given frame. This in turn renders the conventional technique of determining the spin of an unstable particle by transforming the observed angular distribution of decay products to the rest frame of the parent particle approximate in principle. In other words, even if the laboratory momentum of the unstable system is exactly known, the transformation to the rest frame is not sharply defined since it depends on the energy as well, which
cannot be sharp. More generally, two momentum eigenvectors for an unstable system with distinct momentum eigenvalues cannot be transformed into one another by a transformation in the Poincare group. This is one sense in which the states of an unstable system do not form an irreducible representation space for the Poincare group. ${ }^{5}$
In passing let us note that there should be no puzzlement over the fact that the transformation equations (2.2) indicate that the energy uncertainty always increases under a Lorentz transformation from the case $\Delta \mathbf{p}=0$. At first this may seem to conflict with the dilation of the lifetime displayed by energetic metastable particles. Thus from $\Delta E \Delta t \gtrsim h$ we may expect that as the lifetime increases $\Delta E$ should decrease. But lifetimes are well defined only for momentum eigenstates and comparing two such eigenstates we have

$$
E_{1}=\left(\mathbf{p}_{1}^{2}+m^{2} c^{2}\right)^{1 / 2} c, \quad E_{2}=\left(\mathbf{p}_{2}^{2}+m^{2} c^{2}\right)^{1 / 2} c
$$

and for the uncertainties

$$
\begin{aligned}
\Delta \mathbf{p}_{1}=0, & \Delta E_{1} \cong\left(m c^{2} / E_{1}\right) \Delta m c^{2} \\
\Delta \mathbf{p}_{2}=0, & \Delta E_{2} \cong\left(m c^{2} / E_{2}\right) \Delta m c^{2}
\end{aligned}
$$

The energy spread of the more energetic momentum eigenstate is the smaller. This consideration indicates again the distinction, in the case of unstable systems between pairs of momentum eigenvectors on one hand and pairs of states connected by a Poincaré transformation on the other. Unlike the stable case the former pair is not a special case of the latter.

As the frame dependence of momentum eigenvectors is pursued further on in this paper, it will come to appear very likely that in a certain sense unstable particles do not possess a definite spin any more than they possess a definite mass. The sense in which this appears relates to the angular distribution of the decay products in the rest frame of the decay products. In fact it will become apparent that for unstable systems one can distinguish two ways of defining the spin of the system which in the limit of infinite lifetime become identical. I have chosen the names kinematical and dynamical spin for these two definitions since the former depends solely on the degeneracy of the momentum eigenvectors while the latter involves the behavior of the states of the system under the action of the Casimir invariant operators of the Poincare group. It appears that spin determinations based on detailed balancing arguments and the like, involving as they do the counting of degenerate momentum eigenstates, determine the kinematical spin while the angular distribution of decay products is related to the dynamical spin. In a perturbative theory of the decay process the kinematical spin is identical with the spin of the particle in the stable limit while the spectrum of the dynamical spin is determined by the details of the interaction producing the decay. If the kinematical spin is nonzero, then the representation of the Poincare group carried by the states of the unstable system is not multiplicity free. ${ }^{1}$

## 3. HYPERPLANE-DEPENDENT STATES OF UNSTABLE SYSTEMS

To carry out conveniently a discussion of the conse-
quences of Lorentz invariance applied to the framedependent concepts of instantaneous or momentum eigenstates of unstable systems, we must find an invariant way of describing such states and a manifestly covariant way of labeling the state vectors that correspond to them. We do this by following the historical precedent set long ago by Tomonaga and Schwinger ${ }^{6}$ and since adopted by many authors for various purposes. We note that an instant of time in a given inertial frame uniquely determines a threedimensional section of space-time which in any inertial frame may be described as a spacelike hyperplane. The hyperplane is not instantaneous in those frames moving relative to the given one but is instead tilled with respect to the time axis. The invariant form of the assertion that an unstable system consists of an unstable particle at some given time in some given inertial frame is that the unstable system consists of an unstable particle on a particular spacelike hyperplane, viz., that hyperplane defined by the given instant in the given frame. The hyperplane itself is an invariant geometrical construct and the association of the unstable system with a particular hyperplane removes the need to employ any particular inertial frame in referring to it. The manifestly covariant labeling of the state vectors used in arbitrary inertial frames to describe unstable systems is achieved by employing the timelike unit vector $\eta_{\mu}$, which defines the direction normal to the hyperplane in space-time, and the parameter $\tau$, which measures the interval between the hyperplane and the spacetime origin of the coordinate system along a line parallel to $\eta_{\mu}$. The intersection of the hyperplane with the line in question is at the point $\tau \eta_{\mu}$, and all the space-time points lying in the hyperplane satisfy the equation of the hyperplane

$$
\begin{equation*}
x^{\mu} \eta_{\mu}=\tau \tag{3.1}
\end{equation*}
$$

Every spacelike hyperplane appears instantaneous in some inertial frame and in that frame we have $\eta_{\mu}=$ $\eta_{\mu}^{(0)} \equiv(1,0,0,0)$ and $\tau=\tau^{(0)} \equiv c t_{0}$, where $t_{0}$ is the time of the instantaneous hyperplane. ${ }^{7}$
Let $\left|\alpha, t_{0}\right\rangle$ denote the Heisenberg picture state vector for an unstable system consisting of one unstable particle at the time $t=t_{0}$ (the symbol $\alpha$ denotes the information needed to describe the instantaneous configuration of the unstable particle). In a frame related to the given one by the transformation,

$$
\begin{equation*}
\chi_{\mu}=\Lambda_{\mu}^{\psi} \chi_{y}^{(0)}+a_{\mu} \tag{3.2}
\end{equation*}
$$

the Heisenberg picture state vector for the same system is

$$
\begin{equation*}
|\alpha(\Lambda, a) ; \eta, \tau\rangle \equiv U(\Lambda, a)\left|\alpha, t_{0}\right\rangle \tag{3.3}
\end{equation*}
$$

where $\eta_{\mu}=\Lambda_{\mu}^{\nu} \eta_{\nu}^{(0)}=\Lambda_{\mu}^{0}$ and $\tau=\tau^{(0)}+a^{\mu} \eta_{\mu}=c t_{0}+$ $a^{\mu} \eta_{\mu}$ describe the hyperplane on which the unstable particle exists as viewed in the new frame. The unitary operator $U(\Lambda, a)$ inducing the Poincare transformation on the Hilbert space is the familiar one,

$$
\begin{equation*}
U(\Lambda, a)=e^{i P_{\mu} a \mu / h} e^{-i M_{\mu \nu} \omega^{\mu \nu}(\Lambda) / 2 h} \tag{3.4}
\end{equation*}
$$

and the symbol $\alpha(\Lambda, a)$ denotes the modified description of the unstable particles configuration on the hyperplane. From Eq. (3.3), which may be construed
as a definition of the symbol on the left-hand side, and the group property of Poincaré transformations it follows that

$$
\begin{equation*}
|\alpha(\Lambda, a) ; \Lambda \eta, \tau+a \Lambda \eta\rangle=U(\Lambda, a)|\alpha ; \eta, \tau\rangle . \tag{3.5}
\end{equation*}
$$

Now consider the special case in which the original state is a momentum eigenstate, i.e., (neglecting internal degrees of freedom)

$$
\begin{equation*}
\left|\alpha, t_{0}\right\rangle=\left|\mathbf{p}, t_{0}\right\rangle, \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{p}\left|\mathbf{p}, t_{0}\right\rangle=\mathbf{p}\left|\mathbf{p}, t_{0}\right\rangle . \tag{3.7a}
\end{equation*}
$$

From

$$
\begin{equation*}
U^{-1}(\Lambda, a) P_{\mu} U(\Lambda, a)=\Lambda_{\mu}^{\nu} P_{\nu} \tag{3.8}
\end{equation*}
$$

we find

$$
\begin{equation*}
K_{\mu}(\eta)|k ; \eta, \tau\rangle=k_{\mu}|k ; \eta, \tau\rangle, \tag{3.7b}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{\mu}(\eta) \equiv P_{\mu}-\eta_{\mu} \eta P, \quad k_{\mu} \equiv \sum_{i=1}^{3} \Lambda_{\mu}^{i} p_{i},  \tag{3.9a}\\
& \eta_{\mu}=\Lambda_{\mu}^{0}, \quad \tau=c t_{0}+a^{\mu} \eta_{\mu}  \tag{3.9b}\\
& |k ; \eta, \tau\rangle \equiv U(\Lambda, a)\left|\mathbf{p}, t_{0}\right\rangle e^{-i k_{\mu} a^{\mu} / h} . \tag{3.10}
\end{align*}
$$

and

We see that under Poincare transformation the instantaneous momentum eigenvector becomes a hyperplane dependent eigenvector of that part of the total 4 -momentum that lies in the hyperplane, i.e., $K_{\mu}(\eta)$. Just as the original state does not have sharp energy, so the transformed state is not sharp in the part of $P_{\mu}$ normal to the hyperplane, i.e., $\eta_{\mu} \eta P$. I will sometimes refer to $\eta P$ as the hyperplane energy or the hyperplane Hamiltonian while $K_{\mu}(\eta)$ will be referred to as the hyperplane momentum. Note that the 4vector eigenvalue $k_{\mu}$ has only three independent components since from its definition (3.9a) we have

$$
\begin{equation*}
k^{\mu} \eta_{\mu}=0 \tag{3.11}
\end{equation*}
$$

Finally, if we consider a general Poincaré transformation on the vector $\langle k ; \eta, \tau\rangle$, we obtain

$$
\begin{equation*}
e^{i a \Lambda k / h}|\Lambda k ; \Lambda \eta, \tau+a \Lambda \eta\rangle=U(\Lambda, a)|k ; \eta, \tau\rangle \tag{3.12}
\end{equation*}
$$

With these transformation equations for the hyperplane momentum eigenvectors under our belt, we can be more explicit about the meaning of the cryptic symbol $\alpha(\Lambda, a)$ in Eq. (3. 3), (3.5). Again neglecting internal degrees of freedom, suppose

$$
\begin{equation*}
\left|\alpha, t_{0}\right\rangle \equiv \int d^{3} p \alpha(\mathbf{p})\left|\mathbf{p}, t_{0}\right\rangle \tag{3.13}
\end{equation*}
$$

Then

$$
\begin{align*}
& |\alpha(\Lambda, a) ; \eta, \tau\rangle=U(\Lambda, a)\left|\alpha, t_{0}\right\rangle \\
& \quad=\int d^{3} p \alpha(\mathbf{p}) U(\Lambda, a)\left|\mathrm{p}, t_{0}\right\rangle \\
& \quad=\int d^{3} p \alpha(\mathbf{p}) e^{i k a / h}|k ; \eta, \tau\rangle \\
& \quad=\int d^{4} k \delta(\eta k) \alpha\left(\Lambda^{-1} k\right) e^{i k a / h}|k ; \eta, \tau\rangle \tag{3.14}
\end{align*}
$$

and we see that

$$
\begin{equation*}
\alpha_{(\Lambda, a)}(k) \equiv \alpha\left(\Lambda^{-1} k\right) e^{i k a / h} \tag{3.15}
\end{equation*}
$$

Again from this case where we begin with the instantaneous state we have the general result

$$
\begin{align*}
& \langle\alpha(\Lambda, a) ; \Lambda \eta, \tau+a \Lambda \eta\rangle \\
& \quad=\int d^{4} k \delta(k \Lambda \eta) \alpha_{(\Lambda, a)}^{(k)|k ; \Lambda \eta, \tau+a \Lambda \eta\rangle} \tag{3.16}
\end{align*}
$$

where Eq. (3.15) holds.

## 4. DECAY AMPLITUDES

We will consider the decay of an unstable particle with no internal degrees of freedom into two stable particles also devoid of internal degrees of freedom. In the case of the stable decay products the absence of internal degrees of freedom implies that the particles are spinless. For the unstable parent particle, however, such a conclusion would prejudge one of the major issues under consideration here. In fact we will find that the hyperplane dependence of the unstable system state vector enables the angular distribution of the decay products to deviate from isotropy in the rest frame of the decay products.
Let the initial state be $|k ; \eta, \tau\rangle$ and the final state be $\left\langle p_{1}, p_{2}(+)\right|$, and eigenvector of the total 4-momentum,

$$
\begin{equation*}
\left\langle p_{1}, p_{2}(+)\right| P_{\mu}=\left\langle p_{1}, p_{2}(+)\right|\left(p_{1}+p_{2}\right)_{\mu} \tag{4,1}
\end{equation*}
$$

with the $(+)$ signature indicating that in the infinite future the system consists of two stable particles with sharp 4 -momenta $p_{1}, p_{2}$. The probability amplitude for the decay is

$$
\left\langle p_{1}, p_{2}(+) \mid k ; \eta, \tau\right\rangle
$$

Strictly speaking, of course, the initial state should be normalized by smearing in $k$ about some central $k_{0}$ with a sharp distribution. The purpose of the present general investigation, however, will best be served if we concentrate on the idealized amplitude given above, the kernel of the realistic amplitude as it were.
Since both the initial and final states are eigenvectors of $K_{\mu}(\eta) \equiv P_{\mu}-\eta_{\mu} \eta P$, it follows that the amplitude must be proportional to the three-dimensional delta function of the hyperplane momentum. This is a covariant generalization of the Euclidean threedimensional delta function and is given by
$\delta_{\eta}^{3}\left(p_{1}+p_{2}-k\right) \equiv(2 \pi h)^{-3 / 2} \int d^{4} \lambda \delta(\eta \lambda) e^{i \lambda\left(p_{1}+p_{2}-k\right) / h}$.
It constrains $k$ to the value

$$
\begin{equation*}
k_{\mu}=\left(p_{1}+p_{2}\right)_{\mu}-\eta_{\mu}\left(\eta p_{1}+\eta p_{2}\right) \tag{4.3}
\end{equation*}
$$

The $T$ dependence of the amplitude can be determined from (4.1) and

$$
\begin{equation*}
|k ; \eta, \tau\rangle=e^{i \tau \eta P / h}|k ; \eta, 0\rangle \tag{4.4}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left\langle p_{1}, p_{2}(+) \mid k ; \eta, \tau\right\rangle=e^{i \tau\left(\eta p_{1}+\eta p_{2}\right) / h}\left\langle p_{1}, p_{2}(+) \mid k ; \eta, 0\right\rangle \tag{4.5}
\end{equation*}
$$

Combining these results, we have

$$
\begin{align*}
& \left\langle p_{1}, p_{2}(+) \mid k ; \eta, \tau\right\rangle \\
& \quad=\delta_{\eta}^{3}\left(p_{1}+p_{2}-k\right) e^{i \tau\left(\eta p_{1}+\eta p_{2}\right) / h} \mathcal{F}\left(p_{1}, p_{2} ; \eta\right) \tag{4.6}
\end{align*}
$$

where $k$ does not appear in $\mathscr{F}$ because of (4.3). Now $\mathcal{F}$ is a Lorentz invariant function of its vector variables and so can be written as

$$
\begin{equation*}
\mathfrak{F}=\mathscr{F}\left(p_{1} p_{2} ; \eta p_{1}, \eta p_{2}\right), \tag{4.7}
\end{equation*}
$$

where the squares of the vectors are suppressed since they are not variable. In a careful calculation of the decay probability from a normalized initial state sharply peaked about some $k_{0}$ hyperplane momentum, the result would be proportional to the square of the absolute value of the form factor $\mathcal{F}$. In first-order perturbation theory the $\eta$ dependence in $\mathfrak{F}$ disappears and we have the conventional form factor for the $0 \rightarrow 0+0$ transition which yields an isotropic angular distribution in the rest frame of the decay products. Clearly the $\eta$ dependence will allow deviations from isotropy. For example, consider an expansion of $\mathcal{F}$ in powers of ( $\eta p_{1}+\eta p_{2}$ ) and ( $\eta p_{1}-$ $\eta p_{2}$ ),

$$
\begin{aligned}
\mathscr{F}\left(p_{1} p_{2} ; \eta p_{1}, \eta p_{2}\right)= & F_{0}\left(p_{1} p_{2}\right)+\left(\eta p_{1}+\eta p_{2}\right) F_{1}\left(p_{1} p_{2}\right) \\
& +\left(\eta p_{1}-\eta p_{2}\right) F_{2}\left(p_{1} p_{2}\right)+\cdots . \quad \text { (4.8a) }
\end{aligned}
$$

In the rest frame with $\mathbf{p}_{1} \equiv \mathrm{p}=-\mathbf{p}_{2}$, we have

$$
\begin{align*}
\mathcal{F}= & F_{0} \\
& \left(p_{10} p_{20}+\mathbf{p}^{2}\right)+\eta_{0}\left(p_{10}+p_{20}\right) F_{1}\left(p_{10} p_{20}+\mathbf{p}^{2}\right)  \tag{4.8b}\\
& +\left[\eta_{0}\left(p_{10}-p_{20}\right)-2 \eta \cdot \mathbf{p}\right] F_{2}\left(p_{10} p_{20}+\mathbf{p}^{2}\right)+\cdots
\end{align*}
$$

and the term proportional to $\eta \cdot \mathrm{p}$ describes a $P$-wave angular distribution. If $F_{2} \neq 0$, there is an $S=1$ component in the spin spectrum of the unstable particle.
Notice that if the decay products are identical particles satisfying Bose statistics, then $\mathfrak{F}$ must be symmetric under the interchange $p_{1} \leftrightarrow p_{2}$ and consequently odd powers of ( $\eta p_{1}-\eta p_{2}$ ) cannot appear. In such a case the $D$ wave is the simplest nonisotropic angular distribution one can have, and the nonvanishing components in the parent particle spin-spectrum would all be even. ${ }^{8}$ This would very likely narrow the r.m.s. width of the spin spectrum since the strength of the higher spin terms in the expansion is likely to decrease rapidly. But more of that in a later section.
Consider now the case which conventionally would be described by saying the parent particle has spin one, i.e., the initial state is characterized not only by hyperplane parameters and a momentum eigenvalue but also by a polarization vector $\epsilon_{\mu}$ satisfying $\eta \epsilon=0$ and $\epsilon^{2}=-1$. Also the state vector is linear in $\epsilon$. Thus we have

$$
\begin{align*}
& \left\langle p_{1} p_{2}(+) \mid k, \epsilon ; \eta, \tau\right\rangle \\
& \quad=\delta_{\eta}^{3}\left(p_{1}+p_{2}-k\right) e^{i \tau\left(\eta p_{1}^{+} \eta p_{2}\right) / \epsilon^{\mu} \mathcal{F}_{\mu}\left(p_{1}, p_{2} ; \eta\right)} \tag{4.9}
\end{align*}
$$

where $\mathscr{F}_{\mu}$ is now a vector function. The most general form for $\mathscr{F}_{\mu}$ here is

$$
\begin{align*}
\mathscr{F}_{\mu}\left(p_{1}, p_{2} ; \eta\right)= & \left(p_{1}+p_{2}\right)_{\mu} F_{1}\left(p_{1} p_{2} ; \eta p_{1}, \eta p_{2}\right) \\
& +\left(p_{1}-p_{2}\right)_{\mu} F_{2}\left(p_{1} p_{2} ; \eta p_{1}, \eta p_{2}\right) \\
& +\epsilon_{\mu \alpha \beta \gamma} p_{1}^{\alpha} p_{2}^{\beta} \eta \gamma F\left(p_{1} p_{2} ; \eta p_{1}, \eta p_{2}\right) . \tag{4.10}
\end{align*}
$$

In this case of the $1 \rightarrow 0+0$ transition the comparison with the results of the conventional treatment is more intricate than for the $0 \rightarrow 0+0$ transition. It is not sufficient merely to abolish all $\eta$ dependence, for that still leaves us with two form factors $F_{1}$ and $F_{2}$. In fact, since the definition of the polarization vector
$\epsilon$ employs the hyperplane vector $\eta$, one cannot consistently abolish $\eta$ dependence. The correct limit is obtained by realizing that in the conventional treatment the parent particle is assumed to exist at a definite time in the rest frame of the decay products. In the present formalism such an hypothesis is characterized by giving $\eta_{\mu}$ the value

$$
\begin{equation*}
\eta_{\mu}=\left(p_{1}+p_{2}\right)_{\mu} /\left[\left(p_{1}+p_{2}\right)^{2}\right]^{1 / 2} . \tag{4.11}
\end{equation*}
$$

In combination with the constraint on $\epsilon$ this renders $F_{2}$ the only form factor contributing to the decay amplitude as the conventional treatment demands.
If the reader will now reinspect the equations associated with the first example, i.e., the $0 \rightarrow 0+0$ transition, he will see that there too the conventional results are recaptured when (4.11) is satisfied. Since (4.11) is not an approximation as such, but rather a possible value for $\eta$, it follows that unstable systems with sharply defined rest frames [the physical condition determined by (4.11)] do not display the angular distribution effects we are considering. In other words we can never observe these effects from unstable systems that are known with great precision to decay at rest. For to know this is to know that $\mathbf{p}=$ 0 precisely for the parent particle. But that can only be in an instantaneous state, i.e., one with $\eta=0, \eta_{0}$ 1 , and in such a state $\mathbf{p}_{1}+\mathbf{p}_{2}=\mathbf{p}=0$ and (4.11) is satisfied. This consideration displays the source of the velocity dependence of the spin spectrum referred to in the introduction.

## 5. KINEMATICAL AND DYNAMICAL SPIN

There exist at least two distinct approaches to the concept of spin in relativistic quantum theory which yield equivalent results when applied to stable particles, but which are not equivalent when applied to unstable particles.
One approach employs the concept of the degeneracy of the momentum eigenvectors under the Euclidean group. ${ }^{9}$ Consider such a vector, $|\mathrm{p}, \alpha\rangle$, in which $\alpha$ denotes information besides the momentum and independent of it which may be needed to determine the eigenvector uniquely (we suppress the time variable which would be required in the case of an unstable system). Now under a rotation $R$ the momentum eigenvalue changes to $R p$ and the momentum eigenvector to $U(R)|\mathbf{p}, \alpha\rangle$. The question of degeneracy is the question of the equality

$$
\begin{equation*}
U(R)|\mathbf{p}, \alpha\rangle \stackrel{?}{=}|R \mathbf{p}, \alpha\rangle \tag{5.1}
\end{equation*}
$$

with the same $\alpha$ on both sides. If the equality always holds, we say the system has spin zero. If not, we look for the number of linearly independent eigenvectors $\left|\mathrm{p}, \alpha_{n}\right\rangle$ such that we always have

$$
\begin{equation*}
U(R)\left|\mathbf{p}, \alpha_{n}\right\rangle=\sum_{m=1}^{N} \mathscr{D}_{m n}(R)\left|R \mathbf{p}, \alpha_{m}\right\rangle \tag{5.2}
\end{equation*}
$$

the $\mathfrak{D}$ being some $R$ dependent coefficients. Writing the integer $N$ as $2 S+1$, we say the system has spin $S$, and for the case $p=0$ we find

$$
\begin{equation*}
\mathrm{J}^{2}\left|0, \alpha_{n}\right\rangle=h^{2} S(S+1)\left|0, \alpha_{n}\right\rangle \tag{5.3}
\end{equation*}
$$

By not involving the time or transformations to moving frames, the discussion is equally applicable to

Galilean or Lorentzian kinematics and to stable or unstable particles. It can, furthermore, be generalized to apply to unstable particles on arbitrary hyperplanes in a manner leaving the hyperplane fixed throughout the discussion. Consequently, to distinguish this approach from the following, I refer to the defined spin as kinematical spin.
The second approach to spin is concerned with the behavior of the states of the system under transformations which, interpreted actively, have dynamical content, i.e., time displacements and Lorentz transformations ${ }^{10}$ or more generally those that change the hyperplane. The simplest expression of this spin concept is in terms of the Casimir invariants of the Poincaré group. For stable systems we have

$$
\begin{align*}
& P^{2}|p, \alpha\rangle=m^{2} c^{2}|p, \alpha\rangle,  \tag{5.4a}\\
& W^{2}|p, \alpha\rangle=-m^{2} c^{2} h^{2} S(S+1)|p, \alpha\rangle,  \tag{5,4b}\\
& \text { re }  \tag{5.5}\\
& W_{\mu}^{\gamma}=\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} M^{\alpha \beta} P \gamma
\end{align*}
$$

where
is the Pauli-Lubanski vector. For unstable particles which do not possess a precise mass we follow Lurçat ${ }^{1}$ and write

$$
\begin{equation*}
\left\{W^{2}+h^{2} S(S+1) P^{2}\right\}|k, \alpha ; \eta, \tau\rangle=0 \tag{5,6}
\end{equation*}
$$

as the defining equation for the system to have $d y n a$ mical spins.
Now there always exists Lorentz transformations which will connect a given stable particle momentum eigenvector with a rest frame momentum eigenvector with $\mathbf{p}=0$. But in the rest frame $W^{2}=-P_{0}^{2} \mathbf{J}^{2}$ and the invariant equation ( $5,4 b$ ) is equivalent to (5.3). For stable particles the kinematical and dynamical spin are always equal.
As we saw earlier, however, the transformation of an unstable system momentum eigenvector to a sharp rest frame is not possible if the initial momentum was nonvanishing. Consequently, the equivalence of the kinematical and dynamical spin cannot be demonstrated for unstable systems.
For a clear example that the two spins are not equivalent consider a case in which the kinematical spin is given as zero. In the terms of the covariant formalism this means that the hyperplane momentum eigenvectors are nondegenerate and consequently they can be denoted by $|k ; \eta, \tau\rangle$; no other symbols are necessary.
The spin operator associated with the kinematical spin can be constructed and seen to vanish in this case. We first define formally a position eigenvector for the unstable system on the ( $\eta, \tau$ ) hyperplane
$|y ; \eta, \tau\rangle \equiv(2 \pi h)^{-3 / 2} \int d^{4} k \delta(\eta k) e^{i k y / h}|k ; \eta, \tau\rangle$,
where $\eta y=0$. For a stable system (or more precisely an elementary system in Wigner's sense) of vanishing spin this state is the hyperplane generalization of the Newton-Wigner position eigenvectors which were defined on instantaneous hyperplanes. 11 Since the transform defining these position eigenvectors on hyperplanes can be inverted, they form a complete basis in the same sense that the momentum eigenvectors do and they are orthogonal,

$$
\begin{align*}
& \left\langle y^{\prime} ; \eta, \tau \mid y ; \eta, \tau\right\rangle=\delta_{\eta}^{3}\left(y^{\prime}-y\right)  \tag{5.8a}\\
& \left\langle k^{\prime} ; \eta, \tau \mid k ; \eta, \tau\right\rangle=\delta_{\eta}^{3}\left(k^{\prime}-k\right) . \tag{5.8b}
\end{align*}
$$

iff

We can, therefore, define, over the subspace of unstable system state vectors on the $(\eta, \tau)$ hyperplane, a position operator $Q_{\mu}(\eta, \tau)$ by

$$
\begin{equation*}
Q_{\mu}(\eta, \tau)|y ; \eta, \tau\rangle=y_{\mu}|y ; \eta, \tau\rangle \tag{5.9}
\end{equation*}
$$

Now consider a homogeneous transformation of the Poincaré group which leaves the hyperplane orientation $\eta$ invariant. If the hyperplane were instantaneous, such a transformation would be a rotation, and so we may call this one a hyperplane rotation. The generators of such a three-parameter transformation are just the projections of the $M_{t}$ orthogonal to $\eta_{\lambda}$, and they may be expressed in the convenient form

$$
\begin{equation*}
J_{\mu}(\eta) \equiv-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} M^{\gamma \beta \eta \gamma} \tag{5,10}
\end{equation*}
$$

which is clearly the hyperplane generalization of the total angular momentum operator. We can now express the kinematical spin operator defined in the same space as $Q_{\mu}(\eta, \tau)$ by the equation

$$
\begin{equation*}
J_{\mu}(\eta)-\epsilon_{\mu \alpha \beta \gamma} Q^{\alpha}(\eta, \tau) K^{\beta}(\eta) \eta \gamma \equiv S_{\mu}(\eta, \tau) \tag{5.11}
\end{equation*}
$$

The kinematical spin vanishes in the sense that

$$
\begin{equation*}
S_{\mu}(\eta, \tau)|y ; \eta, \tau\rangle=0 \tag{5.12}
\end{equation*}
$$

as a direct consequence of
$U(\Lambda, a)|y ; \eta, \tau\rangle=|\Lambda y+a-\Lambda \eta(a \Lambda \eta) ; \Lambda \eta, \tau+a \Lambda \eta\rangle$.

From completeness within the subspace we also clearly have

$$
\begin{equation*}
S_{\mu}(\eta, \tau)|k ; \eta, \tau\rangle=0 \tag{5.14}
\end{equation*}
$$

If the dynamical spin were identical with the kinematical spin, then the Pauli-Lubanski vector

$$
\begin{equation*}
W_{\mu} \equiv \frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} M^{\alpha \beta} P \gamma \tag{5.15}
\end{equation*}
$$

would yield zero also when applied to the hyperplane momentum eigenvector. But from

$$
\begin{equation*}
P^{\gamma}|k ; \eta, \tau\rangle=\left(k^{\gamma}-i h \eta^{\gamma} \frac{\partial}{\partial \tau}\right)|k ; \eta, \tau\rangle \tag{5.16}
\end{equation*}
$$

and

$$
\begin{align*}
& M^{\alpha \beta}|k ; \eta, \tau\rangle=i h\left(k^{\alpha} \frac{\partial}{\partial k_{\beta}}-k^{\beta} \frac{\partial}{\partial k_{\alpha}}\right. \\
&\left.+\eta^{\alpha} \frac{\partial}{\partial \eta_{B}}-\eta^{\beta} \frac{\partial}{\partial \eta_{\alpha}}\right)|k ; \eta, \tau\rangle \tag{5.17}
\end{align*}
$$

we get
$W_{\mu}|k ; \eta, \tau\rangle$
$=-i h \epsilon_{\mu \alpha \beta \gamma}\left(\eta^{\alpha} \frac{\partial}{\partial \eta_{\beta}} k \gamma-i h k^{\alpha} \frac{\partial}{\partial k_{\beta}} \eta \gamma \frac{\partial}{\partial \tau}\right)|k ; \eta, \tau\rangle \stackrel{?}{=} 0$.

The essential point is that the effect of the kinematical spin operator is determined solely by the behavior of the state vector under transformations that leave the hyperplane unchanged, while the PauliLubanski vector and the Casimir invariants of the Poincare group have an effect depending on the hyper-
plane dependence of the states. Furthermore, as we saw earlier, the hyperplane dependence of the state is precisely the source of the deviation from isotropy in the decay product rest frame angular distribution. For a stable system a momentum eigenvector on one hyperplane is a momentum eigenvector on any hyperplane, and this renders the hyperplane dependence trivial and forces equality between kinematical and dynamical spin.

We can pursue the spin content of the unstable system further by applying (5.18) to Eq. (4.6). Thus we have
$\left\langle p_{1} p_{2}(+)\right| W_{\mu}|k ; \eta, \tau\rangle=-i h \tilde{\omega}_{\mu}(k, \eta)\left\langle p_{1}, p_{2}(+) \mid k ; \eta, \tau\right\rangle$
and
$\left\langle p_{1}, p_{2}(+)\right| W^{2}|k ; \eta, \tau\rangle=-h^{2} \tilde{\omega}(k, \eta)^{2}\left\langle p_{1}, p_{2}(+) \mid k ; \eta, \tau\right\rangle$,
where
(5.19b)

$$
\begin{equation*}
\tilde{\omega}_{\mu}(k, \eta) \equiv \epsilon_{\mu \alpha \beta \gamma}\left(\eta^{\alpha} \frac{\partial}{\partial \eta_{\beta}} k^{\gamma}-i h k^{\alpha} \frac{\partial}{\partial k_{B}} \eta \gamma \frac{\partial}{\partial \tau}\right) . \tag{5.20}
\end{equation*}
$$

If we now expand $\mathcal{F}\left(p_{1}, p_{2} ; \eta\right)$ in powers of the components of $\eta$ orthogonal to $p_{1}+p_{2}$ [more precisely, in terms of basis functions of the little group of ( $p_{1}+$ $\left.p_{2}\right)_{\mu}$ defined on the hyperboloid $\eta^{2}=1$ ], we will find that the differential operator $\tilde{\omega}^{2}$ just multiplies the $(s+1)$ th term in the expansion by

$$
s(s+1)\left(p_{1}+p_{2}\right)^{2}
$$

The basis functions in question are the traceless projections of the symmetric, transverse products

$$
h_{\mu_{1}} \cdots h_{\mu_{s}}
$$

where
$h_{\mu} \equiv \eta_{\mu}-Q_{\mu} \eta Q / Q^{2}$
and

$$
\begin{equation*}
Q_{\mu}=\left(p_{1}+p_{2}\right)_{\mu} \tag{5.21}
\end{equation*}
$$

Hence the expansion of $\mathfrak{F}$ has the form
$\mathcal{F}\left(p_{1}, p_{2} ; \eta\right)=\sum_{s=0}^{\infty} h_{\mu_{1}} \cdots h_{\mu_{s}} F^{\mu_{l} \cdots \mu_{s}}(q, Q, \eta Q)$.
where the $F$ 's are symmetric, transverse (orthogonal to $Q$ ), traceless tensor functions of $q_{\mu}=\left(p_{1}-p_{2}\right)_{\mu}$, $Q_{\mu}$, and the scalar $\eta Q$.

The $(s+1)$ th term in the expansion of $\left\langle p_{1}, p_{2}(+)\right| k$; $\eta, \tau\rangle$ is

$$
\delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h} h_{\mu_{1}} \cdots h_{\mu_{s}} F^{\mu_{1}} \cdots \mu_{s}(Q, q ; \eta Q)
$$

and we have

$$
\begin{aligned}
& \epsilon_{\mu \alpha \beta \gamma} \eta^{\alpha} \frac{\partial}{\partial \eta_{\beta}} k \gamma\left[\delta_{\eta}^{3}(k-Q)^{i \eta Q \tau / h} h_{\mu_{1}} \cdots h_{\mu_{s}} F_{1}^{\mu} \cdots \mu_{s}(Q, q ; \eta Q)\right] \\
& =\left[\epsilon_{\mu \alpha \beta \gamma} \eta^{\alpha} \frac{\partial}{\partial \eta_{B}} k \gamma \delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h}\right] h_{\mu_{1}} \cdots h_{\mu_{s}} F^{\mu_{1}} \cdots \mu_{s} \\
& +\delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h}\left[\epsilon_{\mu \alpha \beta \gamma} \eta^{\alpha} \frac{\partial}{\partial \eta_{B}} Q^{\gamma} h_{\mu_{1}} \cdots h_{\mu_{s}}\right] F^{\mu_{1}} \cdots \mu_{s} \\
& =\left[i h \epsilon_{\mu \alpha \beta \gamma} k^{\alpha} \frac{\partial}{\partial k_{B}} \eta \gamma \frac{\partial}{\partial \tau} \delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h}\right]_{h_{\mu_{1}}} \cdots h_{\mu_{s}} F_{1} \cdots \mu_{s} \\
& +\delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h}\left[\epsilon_{\mu \alpha \beta \gamma} \eta^{\alpha} \frac{\partial}{\partial \eta_{\beta}} Q \gamma h_{\mu_{1}} \cdots h_{\mu_{s}}\right] F^{\mu_{1}} \cdots \mu_{s},
\end{aligned}
$$

where the replacement of $k$ by $Q$ inside the brackets in the second term of the second expression is permitted by the delta function, and the absence of a third term in the second expression is a consequence of the differential operator annihilating any function of $\eta Q$, in the presence of the delta function, and, finally, the first term of the third expression follows from employing the Fourier representation of the product of the delta function and the exponential in the first term of the second expression. From (5.24) we have

$$
\begin{align*}
& \tilde{\omega}_{\mu}(k, \eta) \delta_{\eta_{1}}^{3}(k-Q) e^{i \eta Q \tau / h} h_{\mu_{1}} \cdots h_{\mu_{s}} F \mu_{1} \cdots \mu_{s} \\
&=\delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h}\left[\omega_{\mu}(Q, \eta) h_{\mu_{1}} \cdots h_{\mu_{s}}\right] F \mu_{1} \cdots \mu_{s} \tag{5.25}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{\mu}(Q, \eta) \equiv \epsilon_{\mu \alpha \beta \gamma} \eta^{\alpha} \frac{\partial}{\partial \eta_{\beta}} Q \gamma . \tag{5.26}
\end{equation*}
$$

Similarly

$$
\begin{align*}
& \omega(k, \eta)^{2} \delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h} h_{\mu_{1}} \cdots h_{\mu_{s}} F \mu_{1} \cdots \mu_{s} \\
& =\delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h}\left[\omega(Q, \eta)^{2} h_{\mu_{1}} \cdots h_{\mu_{s}}\right] F^{\mu_{1} \cdots \mu_{s}} . \tag{5.27}
\end{align*}
$$

But

$$
\begin{align*}
{\left[\omega(Q, \eta)^{2} h_{\mu_{1}} \cdots\right.} & \left.h_{\mu_{s}}\right] F \mu_{1} \cdots \mu_{s} \\
& =s(s+1) Q^{2} h_{\mu_{1}} \cdots h_{\mu_{s}} F_{1} \cdots \mu_{s} \tag{5.28}
\end{align*}
$$

which proves the assertion made just after Eq. (5.20). The physical content of the preceeding derivation is embodied in the two equations

$$
\begin{align*}
& \left\langle p_{1}, p_{2}(+) \mid k ; \eta, \tau\right\rangle=\delta_{\eta}^{3}(k-Q) e^{i \eta Q \tau / h} \\
& \times \sum_{s=0}^{\infty} h_{\mu_{1}} \cdots h_{\mu_{s}} F^{\mu_{1}} \cdots \mu_{s}(q, Q ; \eta Q),  \tag{5.29a}\\
& \left\langle p_{1}, p_{2}(+)\right| W^{2}|k ; \eta, \tau\rangle \\
& =\delta_{\eta}^{3}(k-Q) e^{i \eta Q T / h} \sum_{s=0}^{\infty}\left[-h^{2} s(s+1) Q^{2}\right] \\
& \times h_{\mu_{1}} \cdots h_{\mu_{s}} F \mu_{1} \cdots \mu_{s}(q, Q ; \eta Q) \text {, } \tag{5.29b}
\end{align*}
$$

which explicitly display the dynamical spin spectrum of the kinematically spinless unstable system.

Several possibilities are open with Eqs. (5.29). First, the unstable system may after all retain a definite dynamical spin (all but one of the $F$ functions vanish), but it need not be the same as the kinematical spin (in the present case we may have $F=0$ and $F^{\mu} \neq 0$, for example). Second, the more likely arrangement is that there is no definite spin but that all or most of the $F$ 's are nonvanishing; in other words, there is a spin spectrum. Clearly the answer depends on the details of the dynamical interaction leading to instability. We would expect a large class of "weak" interactions to yield a dominant $F \mu_{1} \cdots \mu_{s}$ for $s=$ kinematical spin and smaller $F^{\prime}$ s surrounding the kinematical value. But how large this class is or how bizarre an interaction must be to deviate from this feature is an open matter requiring, for its resolution, the investigation of detailed dynamical models.

Although I shall not demonstrate the matter here, it should be clear that if the preceeding discussion had employed an unstable system with nonvanishing kinematical spin, then the analysis of the dynamical spin content of the decay amplitude would have involved
the addition of the kinematical spin to the "spin" coming from the hyperplane dependence alone. In particular a kinematical spin of $s_{0}$ and a " spin" $s_{1}$, associated with the $\left(s_{1}+1\right)$ th term in the expansion of the hyperplane dependence will combine to contribute to all values of the dynamical spin from $\mid s_{0}-$ $s_{1} \mid$ to $s_{0}+s_{1}$. In this way for $s_{0} \neq 0$ a given dynamical spin value appears more than once in the analysis of the states of the unstable system, and therefore the representation of the Poincare group carried by the unstable system is not multiplicity free. ${ }^{1}$

## 6. THE PERTURBATIVE APPROACH TO UNSTABLE SYSTEMS

In this section we will consider the relation between the ideas so far expressed here and the more traditional perturbative approach. ${ }^{2}$ Thus we now regard the instantaneous 3-momentum eigenvector $|\mathbf{p}, t\rangle$ as an eigenvector of a time-dependent "unperturbed" Hamiltonian as well, i.e.,

$$
\begin{equation*}
P_{0}(t)|\mathbf{p}, t\rangle=\left(\mathbf{p}^{2}+m_{0}^{2} c^{2}\right)^{1 / 2}|\mathbf{p}, t\rangle \tag{6.1}
\end{equation*}
$$

where $m_{0}$ is the unperturbed rest mass.
To generalize Eq. (6.1) to arbitrary hyperplanes, we must regard it as associated with the 3 -momentum eigenvalue equation

$$
\begin{equation*}
\mathbf{P}|\mathbf{p}, t\rangle=\mathbf{p}|\mathbf{p}, t\rangle \tag{6.2}
\end{equation*}
$$

not withstanding the fact that the operator $\mathbf{P}$ is not time dependent. The generalization, which has been discussed before, ${ }^{7}, 12$ is effected by the defining equation

$$
\begin{equation*}
P_{\mu}^{(0)}(\eta, \tau) \equiv U(\Lambda, a)\left\{\Lambda_{\mu}^{\nu} P_{\nu}^{(0)}(t)\right\} U^{-1}(\Lambda, a) \tag{6.3}
\end{equation*}
$$

where $\eta_{\mu}=\Lambda_{\mu}^{0}, \tau=c t+\alpha^{\mu} \eta_{\mu}$, and $P_{\nu}^{(0)}(t)=\left(P_{0}(t), \mathbf{p}\right)$. This definition yields the transformation rule

$$
\begin{equation*}
U^{-1}(\Lambda, a) P_{\mu}^{(0)}(\Lambda \eta, \tau+a \Lambda \eta) U(\Lambda, a)=\Lambda_{\mu}^{u} P^{(0)}(\eta, \tau) \tag{6.4}
\end{equation*}
$$

and the relation

$$
\begin{equation*}
P_{\mu}-\eta_{\mu} \eta P=P_{\mu}^{(0)}(\eta, \tau)-\eta_{\mu} \eta P^{(0)}(\eta, \tau) \tag{6.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
P_{\mu}=P_{\mu}^{(0)}(\eta, \tau)+\eta_{\mu} V(\eta, \tau) \tag{6.6}
\end{equation*}
$$

In other words the perturbing interaction $V$ modified only that part of $P_{\mu}$ which is parallel to $\eta_{\mu}$. The eigenvalue equations (6.1), (6.2) become

$$
\begin{align*}
& K_{\mu}(\eta)|k ; \eta, \tau\rangle=k_{\mu}|k ; \eta, \tau\rangle  \tag{6.7a}\\
& \eta P^{(0)}(\eta, \tau)|k ; \eta, \tau\rangle=\sqrt{m_{0}^{2} c^{2}-k^{2}}|k ; \eta, \tau\rangle \tag{6.7b}
\end{align*}
$$

and for some future purposes it will be convenient to introduce the unperturbed 4 -momentum

$$
\begin{equation*}
p_{\mu} \equiv k_{\mu}+\eta_{\mu} \sqrt{m} c_{0}^{c^{2}-k^{2}}, \quad p^{2}=m_{0}^{2} c^{2} \tag{6.8}
\end{equation*}
$$

and the unperturbed 4-momentum eigenvector

$$
\begin{equation*}
|p ; \eta, \tau\rangle \equiv e^{-i \pi p \tau / h}|k ; \eta, \tau\rangle \tag{6.9}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
P_{\mu}^{(0)}(\eta, \tau)|p ; \eta, \tau\rangle=p_{\mu}|p ; \eta, \tau\rangle \tag{6.10}
\end{equation*}
$$

Besides the unperturbed generators of translations we can also introduce unperturbed generators of homogeneous Lorentz transformations. We already have

$$
\begin{equation*}
\mathbf{J}|\mathbf{p}, t\rangle=i h \mathbf{p} \times \frac{\partial}{\partial \mathbf{p}}|\mathbf{p}, t\rangle \tag{6.11}
\end{equation*}
$$

which yields

$$
\begin{equation*}
e^{(i / h) \mathbf{J} \cdot \hat{n} \theta}|\mathbf{p}, t\rangle=\left|\mathbf{p}^{\prime}, t\right\rangle \tag{6.12}
\end{equation*}
$$

where
$\mathbf{p}^{\prime}=\hat{n}(\hat{n} \cdot \mathbf{p})+\cos (\theta)[\mathbf{p}-\hat{n}(\hat{n} \cdot \mathbf{p})]+\sin (\theta)(\hat{n} \times \mathbf{p})$.
The essential ingredient for completing the construction of the unperturbed generators of the Lorentz group is that the time parameter $t$ of the eigenvector is not modified by the transformation, i.e., the transformation does not alter the hyperplane on which the unstable system is defined but rather treats the system as though it were stable ignoring the hyperplane dependence. Thus we introduce

$$
\begin{equation*}
M_{i j}^{(0)}(t) \equiv \epsilon_{i j k} J_{k}, \quad M_{i 0}^{(0)}(t)=-M_{0 i}^{(0)}(t) \tag{6.14}
\end{equation*}
$$

such that

$$
\begin{equation*}
e^{-\left[i M_{\mu \nu}^{(0)}(t) \omega^{\mu \nu}(\Lambda)\right] / 2 h}|p, t\rangle \equiv|\Lambda p, t\rangle \tag{6.15}
\end{equation*}
$$

where

$$
|p, t\rangle \equiv e^{-i p_{0} c t / h}|p, t\rangle
$$

the instantaneous case of Eq. (6.9)
It follows from (6.15) that the $M_{\mu \nu}^{(0)}(t)$ satisfy the Lie algebra of the Lorentz group.
The generalization of the unperturbed homogeneous generators to arbitrary hyperplanes is effected by

$$
\begin{align*}
M_{\mu \nu}^{(0)}(\eta, \tau) \equiv U(\Lambda, a) & {\left[\Lambda_{\mu}^{\lambda} \Lambda_{\nu}^{\rho} M_{\lambda \rho}^{(0)}(t)+a_{\mu} \Lambda_{\nu}^{\rho} P_{\rho}^{(0)}(t)\right.} \\
& \left.-a_{\nu} \Lambda_{\mu}^{\lambda} P_{\lambda}^{(0)}(t)\right] U^{-1}(\Lambda, a) \tag{6.16}
\end{align*}
$$

where, again, $\eta_{\mu}=\Lambda_{\mu}^{0}$ and $\tau=c t+a \Lambda \eta$. As a result of this definition the $M_{\mu \nu}^{(0)}(\eta, \tau)$ transform in accordance with the rules,

$$
\begin{align*}
& U^{-1}(\Lambda, a) M_{\mu \nu}^{(0)}(\Lambda \eta, \tau+a \Lambda \eta) U(\Lambda, a) \\
&= \Lambda_{\mu}^{\lambda} \Lambda_{\nu}^{\rho} M_{\lambda \rho}^{(0)}(\eta, \tau)+a_{\mu} \Lambda_{\nu}^{\rho} P_{\rho}^{(0)}(\eta, \tau) \\
&-a_{\nu} \Lambda_{\mu}^{\lambda} P_{\lambda}^{(0)}(\eta, \tau) \tag{6.17}
\end{align*}
$$

Now for each hyperplane ( $\eta, \tau$ ), the $P_{\mu}^{(0)}(\eta, \tau)$ and the $M_{\mu \nu}^{(0)}(\eta, \tau)$ satisfy the Lie algebra of the Poincaré group, and so we may refer to the unperturbed Poincaré group on the $(\eta, \tau)$ hyperplane. The unitary operators for these groups are the
$U^{(0)}(\Lambda, a ; \eta, \tau) \equiv e^{i P_{\mu}^{(0)}(\eta, \tau) a \mu / h} e^{-\left[i M_{\mu \nu}^{(0)}(\eta, \tau) \omega \mu(\Lambda)\right] / 2 h}$,
and they satisfy

$$
\begin{equation*}
U^{(0)}(\Lambda, a ; \eta, \tau)|p ; \eta, \tau\rangle=e^{i a \Lambda p / h}|\Lambda p ; \eta, \tau\rangle, \quad(6.19 \mathrm{a}) \tag{6.18}
\end{equation*}
$$

which is to be contrasted with

$$
\begin{equation*}
U(\Lambda, a)|p ; \eta, \tau\rangle=e^{i a \Lambda p / h}|\Lambda p ; \Lambda \eta, \tau+a \Lambda \eta\rangle \tag{6.19b}
\end{equation*}
$$

for the full Poincaré group operators.
Just as the translation generators $P_{\mu}$ and $P_{\mu}^{(0)}(\eta, \tau)$
differ by a term parallel to $\eta_{\mu}$ [see Eq. (6.6)] so the defining Eqs. (6.14)-(6.16) yield the form ${ }^{12}$

$$
\begin{equation*}
M_{\mu \nu}=M_{\mu \nu}^{(0)}(\eta, \tau)+\eta_{\mu} U_{\nu}(\eta, \tau)-\eta_{\nu} U_{\mu}(\eta, \tau) \tag{6.20}
\end{equation*}
$$

where the $U_{\mu}$ can be chosen to satisfy $\eta U=0$ without loss of generality.
From (5.16) and (6.9) we have

$$
\begin{equation*}
P_{\mu}|p ; \eta, \tau\rangle=\left(p_{\mu}-i h \eta_{\mu} \frac{\partial}{\partial \tau}\right)|p ; \eta, \tau\rangle \tag{6.21}
\end{equation*}
$$

which when compared with (6.6) and (6.10) yields

$$
\begin{equation*}
V(\eta, \tau)|p ; \eta, \tau\rangle=i h \frac{\partial}{\partial \tau}|p ; \eta, \tau\rangle \tag{6.22}
\end{equation*}
$$

Similarly, from (5.17) and (6.9), we have
$M_{\mu \nu}|p ; \eta, \tau\rangle=i h\left(p_{\mu} \frac{\partial}{\partial p^{\nu}}-p_{\nu} \frac{\partial}{\partial p^{\mu}}+\eta_{\mu} \frac{\partial}{\partial \eta^{\mu}}-\eta_{\nu} \frac{\partial}{\partial \eta^{\mu}}\right)$

$$
\begin{equation*}
\times|p ; \eta, \tau\rangle \tag{6.23}
\end{equation*}
$$

which, when compared with
$\left.M_{\mu \nu}^{(0)}(\eta, \tau)|p ; \eta, \tau\rangle=i h\left(p_{\nu} \frac{\partial}{\partial p^{\nu}}-p_{\mu} \frac{\partial}{\partial p^{\mu}}\right)|p ; \eta, \tau\rangle \right\rvert\,$,
which follows from (6.19a), yields

$$
\begin{equation*}
U_{\mu}(\eta, \tau)|p ; \eta \tau\rangle=i h \frac{\delta}{\delta \eta^{\mu}}|p ; \eta, \tau\rangle \tag{6.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\delta}{\delta \eta^{\mu}} \equiv \frac{\partial}{\partial \eta^{\mu}}-\eta_{\mu} \eta \frac{\partial}{\partial \eta} \tag{6.26}
\end{equation*}
$$

is the differential operator that leaves $\eta_{\mu}$ on the unit hyperboloid. Thus we see that the dynamical effects of the interaction rendering the system unstable are embodied in the relativistic potentials $V(\eta, \tau)$ and $U_{\mu}(\eta, \tau)$.
It follows from the definition of the unperturbed Poincare group that the kinematical spin of the unstable system is determined by the Casimir invariants of the unperturbed Poincare group. Thus from

$$
\begin{equation*}
J_{\mu}(\eta)^{2}\left|p_{\mu}=\eta_{\mu} m_{0} c ; \eta, \tau\right\rangle=0 \tag{6.27}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
W^{(0)}(\eta, \tau)^{2}|p ; \eta \tau\rangle=0 \tag{6.28}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{\mu}^{(0)}(\eta, \tau) \equiv-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} M^{(0) \alpha \beta}(\eta, \tau) P^{(0) \gamma}(\eta, \tau) \tag{6.29}
\end{equation*}
$$

because

$$
\begin{equation*}
|p ; \eta, \tau\rangle=U^{(0)}(\Lambda, 0 ; \eta, \tau)\left|p_{\mu}=\eta_{\mu} m_{0} c ; \eta, \tau\right\rangle \tag{6.30}
\end{equation*}
$$

where $p_{\mu}=\Lambda_{\mu}^{\nu} \eta_{\nu} m_{0} c$. More generally from

$$
\begin{align*}
J_{\mu}(\eta)^{2} \mid p_{\mu} & \left.=\eta_{\mu} m_{0} c, \alpha ; \eta, \tau\right\rangle \\
& =-h^{2} s(s+1)\left|p_{\mu}=\eta_{\mu} m_{0} c, \alpha ; \eta, \tau\right\rangle \tag{6.31}
\end{align*}
$$

and
$U^{(0)}(\Lambda, 0 ; \eta, \tau)\left|p_{\mu}=\eta_{\mu} m_{0} c, \alpha ; \eta, \tau\right\rangle$

$$
\begin{equation*}
=\sum_{B=-s}^{s} \chi_{B \alpha}(p, \Lambda)|p, \beta ; \eta, \tau\rangle \tag{6.32}
\end{equation*}
$$

we obtain
$W_{\mu}^{(0)}(\eta, \tau)^{2}|p, \alpha ; \eta, \tau\rangle=-m_{0}^{2} c^{2} h^{2} s(s+1)|p, \alpha ; \eta, \tau\rangle$.

But from (5.15) and (6.6), (6.20), (6.28) we have

$$
\begin{align*}
W_{\mu}= & W_{\mu}^{(0)}(\eta, \tau)-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} \\
& \times\left[M^{(0)_{\alpha \beta}}(\eta, \tau) \eta^{\gamma} V(\eta, \tau)+2 \eta^{\alpha} U^{\beta}(\eta, \tau) P^{(0) \gamma}(\eta, \tau)\right] \tag{6.34}
\end{align*}
$$

and we see again that outside of a particular dynamical model (specification of $V$ and $U_{\mu}$ ) we cannot say whether the dynamical spin determined by $W_{\mu}$ will be equal to the kinematical spin determined by $W_{\mu}^{(0)}$ $(\eta, \tau)$ or will be sharp at all. It would seem to require a precise relation between $V$ and $U_{\mu}$ to guarantee equality between the kinematical and dynamical spin. This relation will be investigated for a local field theory model in the next section.
I will close this section with a derivation of the action of the full Poincare group operators on the unper-turbed-hyperplane-dependent Poincaré group operators. In the case of the full Poincare group we know that

$$
\begin{equation*}
U^{-1}(\Lambda, a) P_{\mu} U(\Lambda, a)=\Lambda_{\mu}^{\nu} P_{\nu} \tag{6.35a}
\end{equation*}
$$

$U^{-1}(\Lambda, a) M_{\mu \nu} U(\Lambda, a)=\Lambda_{\mu}^{\lambda} \Lambda_{\nu}^{\rho} M_{\lambda \rho}+a_{\mu} \Lambda_{\nu}^{\rho} P_{\rho}-a_{\nu} \Lambda_{\mu}^{\lambda} P_{\lambda}$ and that
$U^{-1}\left(\Lambda_{2}, a_{2}\right) U\left(\Lambda_{1}, a_{1}\right) U\left(\Lambda_{2}, a_{2}\right)$
$=U\left(\Lambda_{2}^{-1} \Lambda_{1} \Lambda_{2}, \Lambda_{2}^{-1}\left(\Lambda_{1} a_{2}+a_{1}-a_{2}\right)\right)$
$=e^{i U^{-1}\left(\Lambda_{2}, a_{2}\right) P_{\mu} U\left(\Lambda_{2}, a_{2}\right) a_{1} \mu / h} e^{-i U^{-1}\left(\Lambda_{2}, a_{2}\right) M_{\mu \nu} U\left(\Lambda_{2^{2}}, a_{2}\right) \omega \omega^{\mu \nu}\left(\Lambda_{1}\right) / 2 h}$.

By simple analogy, therefore, we conclude from (6.4), (6.17) that

$$
\begin{align*}
& U^{-1}\left(\Lambda_{2}, a_{2}\right) U^{(0)}\left(\Lambda_{1}, a_{1} ; \eta^{\prime}, \tau^{\prime}\right) U\left(\Lambda_{2}, a_{2}\right) \\
&= e^{i U^{-1}\left(\Lambda_{2^{\prime}} a_{2}\right) P_{\mu}^{(0)}\left(\eta^{\prime}, \tau^{\prime}\right) U\left(\Lambda_{2}, a_{2}\right) a_{1}^{\mu} / h} \\
& \times e^{-i U^{-1}\left(\Lambda_{2^{2}}, a_{2}\right) M_{\mu \nu}^{(0)}\left(\eta^{\prime}, \tau^{\prime}\right) U\left(\Lambda_{2}, a_{2}\right) \omega \mu\left(\Lambda_{1}\right) / 2 h} \\
&= U^{(0)}\left(\Lambda_{2}^{-1} \Lambda_{1} \Lambda_{2}, \Lambda_{2}^{-1}\left(\Lambda_{1} a_{2}+a_{1}-a_{2}\right) ; \eta, \tau\right) \tag{6.37}
\end{align*}
$$

where $\eta^{\prime}=\Lambda_{2} \eta, \tau^{\prime}=\tau+a_{2} \Lambda_{2} \eta$.

## 7. DECAY VIA LOCAL INTERACTIONS

In this last section I shall examine more closely the case of the decay of a kinematically spinless particle into two spinless stable particles. At a certain stage in the calculations the interactions responsible for the decay will be assumed local in a certain sense.
We begin with the decay amplitude

$$
\begin{align*}
& \left\langle p_{1}, p_{2}(+) \mid p ; \eta, \tau\right\rangle \\
& \quad=\delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) e^{i\left(\eta p_{1}+\eta p_{2}-\eta p\right) \tau / h \mathcal{F}}\left(p_{1} p_{2} ; \eta p_{1}, \eta p_{2}\right) \tag{7.1}
\end{align*}
$$

where $\left\langle p_{1}, p_{2}(+)\right|$ is the outgoing scattering eigenvector of the total 4 -momentum with the two stable spinless particles possessing 4 -momenta $p_{1 \mu}$ and $p_{2 \mu}$. If $V(\eta, \tau)$ is the potential responsible for the decay in the sense that the initial state $|p ; \eta, \tau\rangle$ is an eigenvector of $P_{\mu}^{(0)}(\eta, \tau)$, where

$$
\begin{equation*}
P_{\mu}=P_{\mu}^{(0)}(\eta, \tau)+\eta_{\mu} V(\eta, \tau) \tag{7.2}
\end{equation*}
$$

then the final state $\left\langle p_{1}, p_{2}(+)\right|$ is related to an eigenvector of $P_{\mu}^{(0)}(\eta, \tau)$ by

$$
\begin{align*}
\left\langle p_{1}, p_{2}(+)!\right. & =\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| \\
& \times\left[I+V(\eta, \tau)\left(\eta p_{1}+\eta p_{2}-\eta P-i o\right)^{-1}\right] \tag{7.3}
\end{align*}
$$

and the scattering eigenvector $\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right\rangle$ of $P_{\mu}^{(0)}(\eta, \tau)$ is assumed orthogonal to the initial state. Therefore, we have

$$
\begin{align*}
& \left\langle p_{1}, p_{2}(+) \mid p ; \eta \tau\right\rangle \\
& = \\
& \quad\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| V(\eta, \tau)\left(\eta p_{1}+\eta p_{2}-\eta P-i o\right)^{-1}  \tag{7.4}\\
& \quad \times|p ; \eta, \tau\rangle
\end{align*}
$$

Next, to simplify the calculation, we retain the coupling through $V(\eta, \tau)$ of the two-particle scattering eigenvector of $P_{\mu}^{(0)}(\eta, \tau)$ to the unstable particle states and to these alone. In other words,

$$
\begin{align*}
& \left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| V(\eta, \tau) \\
& \quad \simeq \int d^{4} q \delta_{+}\left(q^{2}-m_{0}^{2} c^{2}\right)\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| \\
& \quad \times V(\eta, \tau)|q ; \eta, \tau\rangle\langle q ; \eta, \tau| \tag{7.5}
\end{align*}
$$

Upon substituting this into (7.4) and writing ${ }^{2}$

$$
\begin{align*}
& \langle q ; \eta, \tau|\left(\eta p_{1}+\eta p_{2}-\eta P-i o\right)^{-1}|p ; \eta \tau\rangle \\
& =2 \eta p \delta_{\eta}^{3}(q-p)\left[\eta p_{1}+\eta p_{2}-\eta P-R\left(\eta p ; \eta p_{1}+\eta p_{2}\right)\right]^{-1} \tag{7.6}
\end{align*}
$$

where

$$
\begin{align*}
2 \eta p \delta_{\eta}^{3} & (q-p) R\left(\eta p, \eta p_{1}+\eta p_{2}\right) \\
= & \langle q ; \eta \tau| V(\eta, \tau)+V(\eta, \tau) \\
& \times \Pi_{\perp}(\eta, \tau)\left(\eta p_{1}+\eta p_{2}-\eta P-i o\right)^{-1} \\
& \times \Pi_{\perp}(\eta, \tau) V(\eta, \tau)|p ; \eta \tau\rangle \tag{7.7}
\end{align*}
$$

the $\Pi$ 's being projection operators onto the orthogonal complement of the subspace spanned by the unstable particle states $|p ; \eta, \tau\rangle$, we obtain

$$
\begin{align*}
&\left\langle p_{1}, p_{2}(+) \mid p ; \eta, \tau\right\rangle=\int d^{4} q \delta_{+}\left(q^{2}-m_{0}^{2} c^{2}\right) \\
& \times\left\langle p_{1}, p_{2}(+) ; \eta \tau\right| V(\eta, \tau)|q ; \eta \tau\rangle 2 \eta p \delta_{\eta}^{3}(q-p) \\
& \times\left[\eta p_{1}+\eta p_{2}-\eta P-R\right]^{-1} \\
&=\left\langle p_{1}, p_{2}(+) ; \eta \tau\right| V(\eta, \tau)|p ; \eta, \tau\rangle \\
& \times\left[\eta p_{1}+\eta p_{2}-\eta P-R\left(\eta p, \eta p_{1}+\eta p_{2}\right)\right]^{-1} . \tag{7.8}
\end{align*}
$$

At this point we introduce the assumption of local interaction in the form

$$
\begin{equation*}
V(\eta, \tau)=-\int d^{4} x \delta(\eta x-\tau) \AA_{\mathrm{int}}(x) \tag{7.9}
\end{equation*}
$$

where

$$
\begin{align*}
\mathscr{L}_{\mathrm{int}}(x) & =e^{i P x / h} \mathscr{L}_{\mathrm{int}}(0) e^{-i P x / h} \\
& =e^{i K(\eta) x / h} \mathscr{L}_{\mathrm{int}}(\eta \tau) e^{-i K(\eta) x / h} \tag{7.10}
\end{align*}
$$

This yields

$$
\begin{aligned}
&\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| V(\eta, \tau)|p, \eta, \tau\rangle \\
&=-\int d^{4} x \delta(\eta x-\tau) e^{i\left[\left(p_{1}+p_{2}-p\right)-\pi\left(\eta p_{1}+\eta p_{2}-\eta P\right)\right] x / h} \\
& \quad \times\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| \mathcal{L}_{\mathrm{int}}(\eta, \tau)|p ; \eta, \tau\rangle \\
&=-\int d^{4} y \delta(\eta y) e^{i\left(p_{1}+p_{2}-p\right) y / h} \\
& \times\left\langle p_{1}, p_{2}(+) ; \eta, \tau\right| e^{i \eta P \tau / h} \mathcal{L}_{\mathrm{int}}(0) e^{-i \eta P \pi / h}|p ; \eta, \tau\rangle
\end{aligned}
$$

$$
\begin{align*}
= & -(2 \pi h)^{3} \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) \\
& \times\left\langle p_{1}, p_{2}(+) ; \eta, 0\right| e^{i \eta P^{(0)}(\eta, 0) \tau / h \mathscr{L}_{\mathrm{int}}(0)} \\
& \times e^{-i \eta P^{(0)}(\eta, 0) \tau / h}|p ; \eta, 0\rangle \\
= & -(2 \pi h)^{3} \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) e^{i\left(\eta p_{1}+\eta p_{2}-\eta p\right) \tau / h} \\
& \times\left\langle p_{1}, p_{2}(+) ; \eta, 0\right| \mathscr{L}_{\mathrm{int}}(0)|p ; \eta, 0\rangle \tag{7.11}
\end{align*}
$$

The explicit $\eta$ dependence left in the matrix element of $\mathcal{L}_{\text {int }}(0)$ can be eliminated if the local interaction generates a $U_{\mu}(\eta, \tau)$ given by
$U_{\mu}(\eta, \tau)=-\int d^{4} x \delta(\eta x-\tau)\left(x_{\mu}-\eta_{\mu} \eta x\right) \mathcal{L}_{\mathrm{int}}(x)$
and is microcausal,

$$
\begin{equation*}
\delta\left(\eta x-\eta x^{\prime}\right)\left[\mathcal{L}_{\mathrm{int}}(x), \mathscr{L}_{\mathrm{int}}\left(x^{\prime}\right)\right]=0 \tag{7.13}
\end{equation*}
$$

for any timelike $\eta_{\mu}$. These conditions lead to

$$
\begin{equation*}
\left[\mathcal{L}_{\text {int }}(0), U_{\mu}(\eta, 0)\right]=0 \tag{7.14}
\end{equation*}
$$

and, since $\mathscr{L}_{\text {int }}(0)$ is a Lorentz scalar, i.e.,

$$
\begin{equation*}
\left[\mathcal{L}_{\mathrm{int}}(0), M_{\mu \nu}\right]=0 \tag{7.15a}
\end{equation*}
$$

we also have

$$
\begin{equation*}
\left[\AA_{\text {int }}(0), M_{\mu \nu}^{(0)}(\eta, 0)\right]=0 . \tag{7.15b}
\end{equation*}
$$

But
$|p ; \Lambda \eta, 0\rangle=e^{-i M_{\mu \nu} \omega^{\mu \nu}(\Lambda) / 2 h} e^{i M_{\mu \nu}^{(0)}(\eta, 0) \omega^{\mu \nu}(\Lambda) / 2 h}|p ; \eta, 0\rangle$,
and similarly for $\left\langle p_{1}, p_{2}(+) ; \eta, 0\right|$, so that

$$
\begin{align*}
& \left\langle p_{1}, p_{2}(+) ; \eta, 0\right| \mathscr{L}_{\mathrm{int}}(0)|p ; \eta, 0\rangle \\
& \quad=\left\langle p_{1}, p_{2}(+) ; \Lambda \eta, 0\right| \mathscr{L}_{\mathrm{int}}(0)|p ; \Lambda \eta, 0\rangle \tag{7.17}
\end{align*}
$$

The matrix element of the interaction Lagrangian density then is a Lorentz invariant function of the 4momenta $p_{1}, p_{2}$, and $p$ or
$\left\langle p_{1}, p_{2}(+) ; \eta, 0\right| \mathcal{L}_{\mathrm{int}}(0)|p ; \eta, 0\rangle=F\left(p_{1} p_{2} ; p p_{1}, p p_{2}\right),(7.18)$
where the dependence of $F$ on the masses $m_{1}, m_{2}$, and $m_{0}$ is suppressed.
For the decay amplitude we now have

$$
\begin{align*}
&\left\langle p_{1}, p_{2}(+) \mid p ; \eta, \tau\right\rangle \\
&=(2 \pi h)^{3} \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) e^{i\left(\eta p_{1}+\eta p_{2}-\eta p\right) \tau / h} \\
& \times F\left(p_{1} p_{2} ; p p_{1}, p p_{2}\right)\left[\eta p_{1}+\eta p_{2}-\eta p-R\right. \\
&\left.\times\left(\eta p, \eta p_{1}+\eta p_{2}\right)\right]^{-1} \tag{7.19}
\end{align*}
$$

At first glance it may seem that there can be no deviation from spherical symmetry in the angular distribution since $\eta_{\mu}$ does not occur explicitly in $F$ and its appearance in the "energy denominator" never involves $\eta p_{1}-\eta p_{2}$. This is erroneous however because the three-dimensional delta function induces $\eta$ dependence in $F$ by forcing the replacement

$$
\begin{align*}
p_{\mu}= & \left(p_{1}+p_{2}\right)_{\mu}-\eta_{\mu}\left(\eta p_{1}+\eta p_{2}\right) \\
& +\eta_{\mu} \sqrt{m_{0}^{2} c^{2}+\left(\eta p_{1}+\eta p_{2}\right)^{2}-\left(p_{1}+p_{2}\right)^{2}} \tag{7.20}
\end{align*}
$$

Thus, in the presence of the delta function,

$$
\begin{align*}
& F\left(p_{1} p_{2} ; p p_{1}, p p_{2}\right) \\
& \quad= F\left(p_{1} p_{2} ; m{ }_{1}^{2} c^{2}+p_{1} p_{2}-\eta p_{1}\left(\eta p_{1}+\eta p_{2}\right)\right. \\
&+\eta p_{1} \sqrt{\left(\eta p_{1}+\eta p_{2}\right)^{2}-\Delta} p_{1} p_{2}+m 2 c_{2}^{2} \\
&\left.-\eta p_{2}\left(\eta p_{1}+\eta p_{2}\right)+\eta p_{2} \sqrt{\left(\eta p_{1}+\eta p_{2}\right)^{2}-\Delta} \cdots\right) \tag{7.21}
\end{align*}
$$

where $\Delta \equiv S-m_{0}{ }^{2} c^{2}=\left(p_{1}+p_{2}\right)^{2}-m{ }_{0} c^{2}$. It follows from this that if the original $F$ (prior to multiplication by the delta function) depends on $p p_{1}-p p_{2}$ as well as $p p_{1}+p p_{2}$, then the final $F$ will depend on $\eta p_{1}-\eta p_{2}$ as well as $\eta p_{1}+\eta p_{2}$ and there will be an anisotropic angular distribution in the rest frame of the decay products. If the two decay products are not identical particles, then it is unlikely that $F$ will be symmetric under interchange of $p_{1}$ with $p_{2}$. But in such a case (absence of Bose symmetry) F must depend on $p p_{1}-p p_{2}$ and there must be deviation from spherical symmetry of the angular distribution in the decay product rest frame. Of course, if the decay products are identical, Bose symmetry will prevail, and a dependence of $F$ on $p p_{1}-p p_{2}$ can only occur through even powers of the difference. This becomes transformed into a similar dependence on $\eta p_{1}-\eta p_{2}$ and, as indicated in Sec.4, the result is the appearance of only even partial waves in the angular distribution and only even spin values in the spin spectrum of the parent particle.
On the other hand, inspection (7.20) and (7.21) indicates that no deviation from spherical symmetry in the angular distribution can occur when $\Delta=0$, i.e., when $\left(p_{1}+p_{2}\right)^{2}=p^{2} \equiv m{ }_{0}^{2} c^{2}$. At this value of $\Delta$ (usually the peak of the mass distribution) we have conservation of 4 -momentum from (7.20), and (7.21) becomes

$$
\begin{align*}
& F\left(p_{1} p_{2} ; p p_{1}, p p_{2}\right)=F\left[\frac{1}{2}\left(m_{0}-m_{1}^{2}-m_{2}^{2}\right) c^{2} ;\right. \\
& \left.\quad \frac{1}{2}\left(m_{0}^{2}+m_{1}^{2}-m_{2}^{2}\right) c^{2} ; \frac{1}{2}\left(m_{0}^{2}-m_{1}^{2}+m_{2}^{2}\right) c^{2}\right] . \tag{7.22}
\end{align*}
$$

This result displays again the fact that in first-order perturbation theory the effect of interest can not be seen since one treats the parent particle state like a stable one (thereby eliminating explicit $\eta$ dependence in the initial state) and also obtains conservation of
total 4 -momentum [thereby eliminating induced $\eta$ dependence of the variety occurring in (7.21)]. For systems with a narrow width to their mass spectrum (so that the observed values of $\Delta$ are small), we may approximate (7.21) by a few terms in the Taylor series expansion of the $\Delta$ dependence. If we retain only first-order terms in $\Delta$, we have

$$
\begin{align*}
F= & F_{\Delta=0}+\left.\frac{\Delta}{2} \frac{\partial F}{\partial p_{1} p_{2}}\right|_{\Delta=0}-\left.\frac{\eta p_{1}}{\eta p_{1}+\eta p_{2}} \frac{\partial F}{\partial p p_{1}}\right|_{\Delta=0} \\
& -\left.\frac{\eta p_{2}}{\eta p_{1}+\eta p_{2}} \frac{\partial F}{\partial p p_{2}}\right|_{\Delta=0} \\
= & F_{\Delta=0}+\frac{\Delta}{2}\left\{\frac{\partial F}{\partial p_{1} p_{2}}-\frac{1}{2}\left(\frac{\partial F}{\partial p p_{1}}+\frac{\partial F}{\partial p p_{2}}\right)\right\}_{\Delta=0} \\
& -\frac{\Delta}{4} \frac{\eta p_{1}-\eta p_{2}}{\eta p_{1}+\eta p_{2}}\left(\frac{\partial F}{\partial p p_{1}}-\frac{\partial F}{\partial p p_{2}}\right)_{\Delta=0} . \tag{7.23}
\end{align*}
$$

The last term only yields a nonspherical angular distribution in the rest frame of decay products where the term becomes

$$
\begin{equation*}
-\frac{\Delta}{2} \frac{\eta \cdot \mathbf{p}_{1}}{\eta_{0}\left(p_{10}+p_{20}\right)}\left(\frac{\partial F}{\partial p p_{1}}-\frac{\partial F}{\partial p p_{2}}\right)_{\Delta=0} . \tag{7.24}
\end{equation*}
$$

The maximum value that $|\Delta|$ can have before the energy denominator in the decay amplitude becomes large enough to render the decay process negligible is of the order of magnitude

$$
\begin{equation*}
|\Delta|_{\max } \sim 2 m_{0} \Gamma \tag{7.25}
\end{equation*}
$$

At the same time, if $\Gamma / m_{0} c^{2} \ll 1$, then

$$
p_{10}+p_{20} \sim m_{0} c
$$

and

$$
\begin{align*}
&\left|\mathbf{p}_{1}\right| \sim\left[( m _ { 0 } ^ { 2 } c ^ { 2 } - ( m _ { 1 } + m _ { 2 } ) ^ { 2 } c ^ { 2 } ) \left(m_{0}^{2} c^{2}\right.\right. \\
&\left.\left.-\left(m_{1}-m_{2}\right)^{2} c^{2}\right)\right]^{1 / 2 / 2} m_{0} c . \tag{7.26}
\end{align*}
$$

Finally the value of $|\boldsymbol{\eta}| / \eta_{0}$ is $v / c$ where $v$ is the velocity of the unstable particle in that frame in which the spatial 3 -momentum is sharp. Therefore, the order of magnitude of (7.24) is

$$
\begin{equation*}
\frac{\Gamma}{m_{0} c^{2}} \frac{v}{c} \frac{\left[\left(m_{0}^{2} c^{2}-\left(m_{1}+m_{2}\right)^{2} c^{2}\right)\left(m_{0}^{2} c^{2}-\left(m_{1}-m_{2}\right)^{2} c^{2}\right)\right]^{1 / 2}}{2 m_{0}^{2} c^{2}}\left|m_{0}^{2} c^{2}\left(\frac{\partial F}{\partial p p_{1}}-\frac{\partial F}{\partial p p_{2}}\right)\right|_{\Delta=0} \cos \theta, \tag{7.27}
\end{equation*}
$$

where I have associated the quantity $m_{0}^{2} c^{2}$ with the derivatives of $F$ so as to give that factor the same dimension as $F$ itself. Since the $F$ derivatives and the estimate of $\left|\mathbf{p}_{1}\right| / p_{10}+p_{20}$ varies with the dynamics and mode of decay, $I$ take

$$
\begin{equation*}
\left(\Gamma / m_{0} c^{2}\right)(v / c) \tag{7.28}
\end{equation*}
$$

as the natural dimensionless measure of the kinematical origins of the effect.
I will close this section with a demonstration that in the presence of local interactions without derivative coupling the eigenvalue of $W_{\mu}$ remains zero (if the kinematical spin has vanished) under just those conditions that we have seen to yield an isotropic angu-
lar distribution in the rest frame of the decay products.
We start from (6.34) into which we substitute (7.9) and (7.12) after noting from (6.20) that

$$
\begin{equation*}
J_{\mu}(\eta)=-\frac{1}{2} \epsilon_{\mu \alpha \theta \gamma} M^{(0) \alpha \beta}(\eta, \tau) \eta^{\gamma} \tag{7.29}
\end{equation*}
$$

and from (6.17) and (6.35b) that ${ }^{12}$

$$
\begin{equation*}
\left[K_{\mu}(\eta), U_{\nu}(\eta, \tau)\right]=i h\left(g_{\mu \nu}-\eta_{\mu} \eta_{\nu}\right) V(\eta, \tau) . \tag{7.30}
\end{equation*}
$$

we obtain

$$
\begin{array}{r}
W_{\mu}-W_{\mu}^{(0)}(\eta, \tau)=J_{\mu}(\eta) V(\eta, \tau)-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} \\
\times\left[\eta^{\alpha} U^{\beta}(\eta, \tau)-\eta^{\beta} U^{\alpha}(\eta, \tau)\right] K \gamma(\eta)
\end{array}
$$

$$
\begin{aligned}
&= J_{\mu}(\eta) V(\eta, \tau)-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} K^{\gamma}(\eta)\left[\eta^{\alpha} U^{\beta}(\eta, \tau)\right. \\
&\left.-\eta^{\beta} U^{\alpha}(\eta, \tau)\right] \\
&= \int d^{4} x \delta(\eta x-\tau)\left[J_{\mu}(\eta)\right. \\
&\left.-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} K^{\gamma}(\eta)\left(\eta^{\alpha} x^{\beta}-\eta^{\beta} x^{\alpha}\right)\right] \AA_{\text {int }}(x) \\
&=-\int d^{4} x \delta(\eta x-\tau)\left\{J_{\mu}(\eta)-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma}\left[x^{\alpha} K^{\beta}(\eta)\right.\right. \\
&\left.\left.-x^{\beta} K^{\alpha}(\eta)\right] \eta^{\gamma}\right\} \delta_{\mathrm{int}}(x) \\
&=-\int d^{4} x \delta(\eta x-\tau) e^{i K(\eta) x / h} J_{\mu}(\eta) e^{-i K(\eta) x / h} \delta_{\text {int }}(x) \\
&=-\int d^{4} x \delta(\eta x-\tau) e^{i K(\eta) x / h} J_{\mu}(\eta) \delta_{\text {int }}\left(\eta_{\alpha} \tau\right) e^{-i K(\eta) x / h} . \\
&(7.31)
\end{aligned}
$$

Upon applying this operator to an unstable particle momentum eigenvector with vanishing kinematical spin, we have

$$
\begin{equation*}
W_{\mu}|p ; \eta, \tau\rangle=(2 \pi h)^{3} \delta_{\eta}^{3}(P-p) J_{\mu}(\eta) \mathcal{L}_{\mathrm{in} 1}\left(\eta_{\alpha} \tau\right)|p ; \eta, \tau\rangle . \tag{7.32}
\end{equation*}
$$

Since the hyperplane rotation generator $J_{\mu}(\eta)$ commutes with $\mathscr{L}_{\text {int }}(x)$ when $x_{\mu}=\eta_{\mu} \tau$ and

$$
\begin{equation*}
J_{\mu}(\eta)|p ; \eta, \tau\rangle=\frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\beta}} \eta^{\gamma}|p ; \eta, \tau\rangle \tag{7.33}
\end{equation*}
$$

we have

$$
\begin{array}{r}
W_{\mu}|p ; \eta, \tau\rangle=(2 \pi h)^{3} \delta_{\eta}^{3}(P-p) \mathcal{L}_{\text {int }}\left(\eta_{\mu} \tau\right) \frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\mathrm{\beta}}} \\
\times|p ; \eta, \tau\rangle \eta r . \quad(7.34)
\end{array}
$$

Assuming only one decay mode, i.e., into the states $\left|p_{1}, p_{2}(+)\right\rangle$, we can write this as

$$
\begin{aligned}
W_{\mu} \mid p ; & \eta, \tau\rangle \\
= & (2 \pi h)^{3} \int d^{4} p_{1} d^{4} p_{2} \delta_{+}\left(p_{1}^{2}-m_{1}^{2} c^{2}\right) \delta_{+}\left(p_{2}^{2}-m_{2}^{2} c^{2}\right) \\
& \times \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right)\left|p_{1}, p_{2}(+)\right\rangle \frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\beta}} \\
& \times\left\langle p_{1}, p_{2}(+)\right| \alpha_{\text {int }}\left(\eta_{\mu} \tau\right)|p ; \eta \tau\rangle \eta \gamma \\
= & (2 \pi h)^{3} \int d^{4} p_{1} d^{4} p_{2} \delta_{+}\left(p_{1}^{2}-m_{1}^{2} c^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \delta_{+}\left(p_{2}^{2}-m_{2}^{2} c^{2}\right) \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) \\
& \times e^{i\left(\eta p_{1}^{+}+\eta p_{2}-\eta p\right) \tau / h} \frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{B}} \\
& \times F\left(p_{1} p_{2}, p p_{1}, p p_{2}\right) \eta \gamma \times\left|p_{1}, p_{2}(+)\right\rangle . \tag{7.35}
\end{align*}
$$

Now in the discussion following (7.21) we learned that an isotropic angular distribution in the rest frame of the decay products would occur if and only if $F$ depended on $p p_{1}$ and $p p_{2}$ through the sum $p p_{1}+$ $p p_{2}$ and did not depend on $p p_{1}-p p_{2}$. But this is just the condition that makes (7.35) vanish. Thus

$$
\begin{align*}
& \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\beta}} \eta^{\gamma} F\left(p_{1} p_{2}, p p_{1}, p p_{2}\right) \\
& \quad=\epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \eta^{\gamma}\left(p_{1}^{\beta} \frac{\partial F}{\partial p p_{1}}+p_{2}^{\beta} \frac{\partial F}{\partial p p_{2}}\right)=\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \eta^{\gamma} \\
& \times\left(\frac{\left(p_{1}+p_{2}\right)^{\beta}}{2} \frac{\partial F}{\partial\left(p p_{1}+p p_{2}\right)}+\frac{\left(p_{1}-p_{2}\right)^{B}}{2} \frac{\partial F}{\partial\left(p p_{1}-p p_{2}\right)}\right), \tag{7.36}
\end{align*}
$$

and the delta function $\delta_{7}^{3}\left(p_{1}+p_{2}-p\right)$ in (7.35) eliminates any contribution from the first term on the right of (7.36). The final result is

$$
\begin{align*}
W_{\mu} \mid p ; & \eta, \tau\rangle \\
= & (2 \pi h)^{3} \int d^{4} p_{1} d^{4} p_{2} \delta_{+}\left(p_{1}^{2}-m_{1}^{2} c^{2}\right) \delta_{+}\left(p_{2}^{2}-m_{2}^{2} c^{2}\right) \\
& \times \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) e^{i\left(\eta p_{1}+\eta p_{2}-\eta p\right) \tau / h} \\
& \times \frac{1}{4} i h \epsilon_{\mu \alpha \beta \gamma} p^{\alpha}\left(p_{1}-p_{2}\right)^{\beta} \eta^{\gamma} \\
& \times \frac{\partial F\left(p_{1} p_{2}, p p_{1}+p p_{2}, p p_{1}-p p_{2}\right)}{\partial\left(p p_{1}-p p_{2}\right)} \\
& \times\left|p_{1}, p_{2}(+)\right\rangle, \tag{7.37}
\end{align*}
$$

and, if $F$ depends only on $p p_{1}+p p_{2}$, the dynamical spin vanishes.

1 F.Lurçat, Phys. Rev. 173, 1461 (1968).
For a review of the conventional theory see M. Goldberger and K. Watson, Collision Theory (Wiley, New York, 1964), Chap. 8.
3 On the compatibility of frame dependent observables with Lorentz invariant theories, see R. L. Ingraham, Nuovo Cimento 39, 131 (1965); G. N. Fleming, J. Math. Phys. 7, 1959 (1967); S. McDonald, ibid. 10, 1234 (1969).
4 A spin-one component in the spin spectrum of the neutral pion could, however, manifest itself in a rare three-photon decay mode. I am indebted to Professor H. Primakoff for this observation.
5 Besides Ref. 1 another recent conjecture on the group theoretic classification of unstable particle states has been put forward
by L. S. Schulman, Ann. Phys. (N.Y.) 59, 201 (1970).
6 S. Tomonaga, Progr. Theoret. Phys. (Kyoto) 1, 27 (1946); J. Schwinger, Phys. Rev. 82, 914 (1951).
7 A detailed discussion of these concepts is presented in the author's article mentioned in Ref. 3.
8 For the decay mode in question, see Ref. 4.
9 This approach is used in Ref. 2, pp. 36-40.
10 This approach is emphasized in S. Gasiovowicz, Elementary
Particle Physics (Wiley, New York, 1966), Chap. 4.
11 T. Newton and E. Wigner, Rev. Mod. Phys. 21, 400 (1949). See also
G. N. Fleming, Phys.Rev. 137, B188 (1965).

12 G. N. Fleming, J. Math. Phys. 9, 193 (1968).
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The probabilistic interpretation of the quantum scattering cross section in the case of potential scattering is discussed in terms of Poisson random measures on the impact parameter plane and the sphere of outgoing directions.

## 1. INTRODUCTION

In this paper we shall discuss the probabilistic interpretation of the scattering cross section for a quantum system described by a Hamiltonian $H=-\frac{1}{2} \sum_{j=1}^{3}$ $\left(\partial / \partial x^{j}\right)^{2}+V$ acting on $L^{2}\left(\mathbb{R}^{3}\right) .{ }^{1}$ This is the quantum
analog of the case we considered in an earlier paper. ${ }^{2}$
Almost all of the ingredients for a probabilistic description of a cross section in the quantum case already exist in the literature. The work of Hunziker, ${ }^{3}$ where the quantum analog of the impact parameter

$$
\begin{aligned}
&= J_{\mu}(\eta) V(\eta, \tau)-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} K^{\gamma}(\eta)\left[\eta^{\alpha} U^{\beta}(\eta, \tau)\right. \\
&\left.-\eta^{\beta} U^{\alpha}(\eta, \tau)\right] \\
&= \int d^{4} x \delta(\eta x-\tau)\left[J_{\mu}(\eta)\right. \\
&\left.-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} K^{\gamma}(\eta)\left(\eta^{\alpha} x^{\beta}-\eta^{\beta} x^{\alpha}\right)\right] \AA_{\text {int }}(x) \\
&=-\int d^{4} x \delta(\eta x-\tau)\left\{J_{\mu}(\eta)-\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma}\left[x^{\alpha} K^{\beta}(\eta)\right.\right. \\
&\left.\left.-x^{\beta} K^{\alpha}(\eta)\right] \eta^{\gamma}\right\} \delta_{\mathrm{int}}(x) \\
&=-\int d^{4} x \delta(\eta x-\tau) e^{i K(\eta) x / h} J_{\mu}(\eta) e^{-i K(\eta) x / h} \delta_{\text {int }}(x) \\
&=-\int d^{4} x \delta(\eta x-\tau) e^{i K(\eta) x / h} J_{\mu}(\eta) \delta_{\text {int }}\left(\eta_{\alpha} \tau\right) e^{-i K(\eta) x / h} . \\
&(7.31)
\end{aligned}
$$

Upon applying this operator to an unstable particle momentum eigenvector with vanishing kinematical spin, we have

$$
\begin{equation*}
W_{\mu}|p ; \eta, \tau\rangle=(2 \pi h)^{3} \delta_{\eta}^{3}(P-p) J_{\mu}(\eta) \mathcal{L}_{\mathrm{in} 1}\left(\eta_{\alpha} \tau\right)|p ; \eta, \tau\rangle . \tag{7.32}
\end{equation*}
$$

Since the hyperplane rotation generator $J_{\mu}(\eta)$ commutes with $\mathscr{L}_{\text {int }}(x)$ when $x_{\mu}=\eta_{\mu} \tau$ and

$$
\begin{equation*}
J_{\mu}(\eta)|p ; \eta, \tau\rangle=\frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\beta}} \eta^{\gamma}|p ; \eta, \tau\rangle \tag{7.33}
\end{equation*}
$$

we have

$$
\begin{array}{r}
W_{\mu}|p ; \eta, \tau\rangle=(2 \pi h)^{3} \delta_{\eta}^{3}(P-p) \mathcal{L}_{\text {int }}\left(\eta_{\mu} \tau\right) \frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\mathrm{\beta}}} \\
\times|p ; \eta, \tau\rangle \eta r . \quad(7.34)
\end{array}
$$

Assuming only one decay mode, i.e., into the states $\left|p_{1}, p_{2}(+)\right\rangle$, we can write this as

$$
\begin{aligned}
W_{\mu} \mid p ; & \eta, \tau\rangle \\
= & (2 \pi h)^{3} \int d^{4} p_{1} d^{4} p_{2} \delta_{+}\left(p_{1}^{2}-m_{1}^{2} c^{2}\right) \delta_{+}\left(p_{2}^{2}-m_{2}^{2} c^{2}\right) \\
& \times \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right)\left|p_{1}, p_{2}(+)\right\rangle \frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\beta}} \\
& \times\left\langle p_{1}, p_{2}(+)\right| \alpha_{\text {int }}\left(\eta_{\mu} \tau\right)|p ; \eta \tau\rangle \eta \gamma \\
= & (2 \pi h)^{3} \int d^{4} p_{1} d^{4} p_{2} \delta_{+}\left(p_{1}^{2}-m_{1}^{2} c^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \delta_{+}\left(p_{2}^{2}-m_{2}^{2} c^{2}\right) \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) \\
& \times e^{i\left(\eta p_{1}^{+}+\eta p_{2}-\eta p\right) \tau / h} \frac{i h}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{B}} \\
& \times F\left(p_{1} p_{2}, p p_{1}, p p_{2}\right) \eta \gamma \times\left|p_{1}, p_{2}(+)\right\rangle . \tag{7.35}
\end{align*}
$$

Now in the discussion following (7.21) we learned that an isotropic angular distribution in the rest frame of the decay products would occur if and only if $F$ depended on $p p_{1}$ and $p p_{2}$ through the sum $p p_{1}+$ $p p_{2}$ and did not depend on $p p_{1}-p p_{2}$. But this is just the condition that makes (7.35) vanish. Thus

$$
\begin{align*}
& \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \frac{\partial}{\partial p_{\beta}} \eta^{\gamma} F\left(p_{1} p_{2}, p p_{1}, p p_{2}\right) \\
& \quad=\epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \eta^{\gamma}\left(p_{1}^{\beta} \frac{\partial F}{\partial p p_{1}}+p_{2}^{\beta} \frac{\partial F}{\partial p p_{2}}\right)=\frac{1}{2} \epsilon_{\mu \alpha \beta \gamma} p^{\alpha} \eta^{\gamma} \\
& \times\left(\frac{\left(p_{1}+p_{2}\right)^{\beta}}{2} \frac{\partial F}{\partial\left(p p_{1}+p p_{2}\right)}+\frac{\left(p_{1}-p_{2}\right)^{B}}{2} \frac{\partial F}{\partial\left(p p_{1}-p p_{2}\right)}\right), \tag{7.36}
\end{align*}
$$

and the delta function $\delta_{7}^{3}\left(p_{1}+p_{2}-p\right)$ in (7.35) eliminates any contribution from the first term on the right of (7.36). The final result is

$$
\begin{align*}
W_{\mu} \mid p ; & \eta, \tau\rangle \\
= & (2 \pi h)^{3} \int d^{4} p_{1} d^{4} p_{2} \delta_{+}\left(p_{1}^{2}-m_{1}^{2} c^{2}\right) \delta_{+}\left(p_{2}^{2}-m_{2}^{2} c^{2}\right) \\
& \times \delta_{\eta}^{3}\left(p_{1}+p_{2}-p\right) e^{i\left(\eta p_{1}+\eta p_{2}-\eta p\right) \tau / h} \\
& \times \frac{1}{4} i h \epsilon_{\mu \alpha \beta \gamma} p^{\alpha}\left(p_{1}-p_{2}\right)^{\beta} \eta^{\gamma} \\
& \times \frac{\partial F\left(p_{1} p_{2}, p p_{1}+p p_{2}, p p_{1}-p p_{2}\right)}{\partial\left(p p_{1}-p p_{2}\right)} \\
& \times\left|p_{1}, p_{2}(+)\right\rangle, \tag{7.37}
\end{align*}
$$

and, if $F$ depends only on $p p_{1}+p p_{2}$, the dynamical spin vanishes.
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The probabilistic interpretation of the quantum scattering cross section in the case of potential scattering is discussed in terms of Poisson random measures on the impact parameter plane and the sphere of outgoing directions.

## 1. INTRODUCTION

In this paper we shall discuss the probabilistic interpretation of the scattering cross section for a quantum system described by a Hamiltonian $H=-\frac{1}{2} \sum_{j=1}^{3}$ $\left(\partial / \partial x^{j}\right)^{2}+V$ acting on $L^{2}\left(\mathbb{R}^{3}\right) .{ }^{1}$ This is the quantum
analog of the case we considered in an earlier paper. ${ }^{2}$
Almost all of the ingredients for a probabilistic description of a cross section in the quantum case already exist in the literature. The work of Hunziker, ${ }^{3}$ where the quantum analog of the impact parameter
plane (among other things) has been defined, has been especially important for us. In fact our contribution is to make a slight refinement of Hunziker's treatment by using a Poisson random measure on the impact parameter plane to describe an infinite beam of incoming particles and a Poisson random measure on an appropriate subset of $S^{2}$ to describe the directions of the scattered beam. $\left[S^{2}=\left\{\left(k_{1}, k_{2}, k_{3}\right) \in \mathbf{R}^{3}\right.\right.$ : $\left.k_{1}^{2}+k_{2}^{2}+k_{3}^{2}=1\right\}$.] Most of the paper will be devoted to embedding Hunziker's treatment of the quantum cross section into our setting. The only thing which will need proving (and the proofs are very easy) is that the limit of a finite beam yields an infinite beam in our sense and that the limit of the cross section of the finite beam, as the beam becomes infinite, equals the cross section of the infinite beam.

## 2. CROSS-SECTIONAL RANDOM MEASURES FOR FINITE BEAMS

As we mentioned in the introduction, we will be concerned with quantum scattering for a system described by a Hamiltonian $H=-\frac{1}{2} \Delta+V(x)$ acting on $L^{2}\left(\mathbb{R}^{3}\right)$. We will make several assumptions about $H$. The first, of course, is that $H$ is self-adjoint in some sense, e.g., $V$ is a Kato potential relative to $H_{0}=$ $-\frac{1}{2} \Delta .{ }^{4}$ Let $U(t)=\exp (i H t)$. The second is that there exists a unitary propagator $U_{0}(t):-\infty<t<\infty$, associated with $\left(H_{0}, H\right), 5$ such that
exists with

$$
\begin{equation*}
\text { range }\left(\Omega^{+}\right)=\text {range }\left(\Omega^{-}\right) ; \tag{2.2}
\end{equation*}
$$

i.e., we are assuming asymptotic completeness. Then $S=\left(\Omega^{+}\right)^{-1} \Omega^{-}$will be the scattering matrix for the system ( $\left.H_{0}, H\right)$.

Remark 1: If $V$ is a "short range" potential, $U_{0}(t)=\exp \left(i H_{0} t\right)$. In fact, we could take as the definition of "short range" the existence of (2.1) with property (2.2) when $U_{0}(t)=\exp \left(i H_{0} t\right)$.
Let $\varphi$ be a vector state with nonzero mean momentum, i.e., $\varphi \in L^{2}\left(\mathbb{R}^{3}\right),\|\varphi\|=1$, and $\left(\left(\varphi, p_{1} \varphi\right),\left(\varphi, p_{2} \varphi\right)\right.$, $\left.\left(\varphi, p_{3} \varphi\right)\right) \equiv \bar{p} \neq 0$, where $p_{j}=(i)^{-1}\left(\partial / \partial x^{j}\right), j=1,2,3$. An incoming $\varphi$-beam of $n$ particles with intensity $\nu$, denoted by $\tau_{n, \nu, \varphi}$, is a set of $n$ independent identically distributed random variables $\left\{X_{1}, \ldots, X_{n}\right\}$ with values in the impact parameter plane

$$
I_{\bar{p}}=\left\{x \in \mathbb{R}^{3}: x^{1} \bar{p}_{1}+x_{2}^{2} \bar{p}_{2}+x^{3} \bar{p}_{3} \equiv x \cdot \bar{p}=0\right\}
$$

We further assume that each $X_{j}$ is uniformly distributed over the square $A_{n}$, in $I_{\bar{p}}$ which is centered at 0 and with sides of length $(n / \nu)^{1 / 2}$.
The physical interpretation of the incoming $\varphi$ beam is that it consists of $n$ random incoming particles whose states in the distant past are asymptotic to $\left\{\begin{array}{l}\left\{U_{0}(t)\left[\varphi^{X_{1}}\right], \ldots, U_{0}(t)\left[\varphi^{X_{n}}\right]\right\}, \text { where } \varphi^{a}(x) \equiv \varphi(x+a),\end{array}\right.$ The outgoing beam will be the collection of random states $\left.\left\{S^{[ } \varphi^{X_{1}}\right], \ldots, S\left[\varphi^{X_{n}}\right]\right\}$. The physical interpretation of the outgoing beam is that the outgoing states are asymptotically in the future like $\left\{U_{0}(t) S\left[\varphi^{X_{1}}\right], \ldots\right.$, $\left.U_{0}(t) S\left[\varphi^{X_{n}}\right]\right\}$.

In order to define cross-sectional random measure and the cross section of the beam, we must restrict our incoming states to those with a "reasonably sharp" momentum. We now make this more precise. Let $\varphi$ be as above and let

$$
C(\varphi) \equiv\{\lambda p: \lambda>0, p \in \operatorname{supp}(\tilde{\varphi})\}
$$

be the cone generated by the support of the Fourier transform $\tilde{\varphi}$ of $\varphi . C(\varphi)$ will be called the cone of forward momenta for $\mathcal{T}_{n, \nu, \varphi}$. We require from now on that $C(\varphi) \neq \mathbb{R}^{3}$.
We can now describe the cross sectional random measure for the beam $T_{n, v, \varphi}$. First of all, it will be a random measure on $S^{2}(\varphi) \equiv S^{2} \cap[C(\varphi)]^{\prime}$, where []$^{\prime}$ denotes the complement of []. $S^{2}(\varphi)$ is the set of nonforward directions for $\tau_{n, \nu, \varphi}$. If $\Sigma$ is a Borel subset of $S^{2}(\varphi)$, let $N_{n, v, \varphi}(\Sigma)$ be the (random) number of particles in the outgoing beam which asymptotically have their momentum directions in $\Sigma$. It is clear that this is a binomial random variable with parameter $n$ (the maximum number of particles in the beam with outgoing directions in $\Sigma$ ) and with probability that the $j$ th particle in the beam has outgoing momentum direction in $\Sigma$ equal to
$P_{n, \nu, \varphi} \equiv\left(\text { area } A_{n, \nu}\right)^{-1} \int_{A_{n, \nu}} \int_{\mathcal{C}(\Sigma)}\left|S\left[\varphi^{a}\right](p)\right|^{2} d p d a$.
The random measure on $S^{2}(\varphi)$ defined by

$$
\Phi_{n, \nu, \varphi}(\Sigma) \equiv N_{n, \nu, \varphi}(\Sigma) / \nu
$$

is the cross-sectional random measure for the beam $\tau_{n, \nu, \varphi}$. The measure on $S^{2}(\varphi)$ defined by

$$
\sigma_{n, \nu}(\varphi, \Sigma) \equiv E\left(\Phi_{n, \nu, \varphi}(\Sigma)\right)
$$

where $E(\cdot)$ denotes the expectation $(\cdot)$, is the cross section of the beam $T_{n, \nu, \varphi}$. From (2.3) and the fact that $N_{n, \nu, \varphi}(\Sigma)$ is binomial, it follows that

$$
\begin{equation*}
\sigma_{n}(\varphi, \Sigma)=\int_{A_{n, \nu}} \int_{C(\Sigma)}\left|S\left[\varphi^{a}\right](p)\right|^{2} d p d a \tag{2.4}
\end{equation*}
$$

where $C(\Sigma) \equiv\{\lambda x: \lambda>0, x \in \Sigma\}$. Thus the cross section evaluated at $\Sigma$ is the expected number of particles in the beam which asymptotically have outgoing momenta in $\Sigma$ divided by the intensity. We shall see in the case of an infinite beam that the cross section is independent of the intensity of the incoming beam.

Remark 2: If we let $R=S-1$, then

$$
\begin{equation*}
\sigma_{n, \nu}(\varphi, \Sigma)=\int_{A_{n, \nu}} \int_{C(\Sigma)}\left|R\left[\varphi^{a}\right](p)\right|^{2} d p d a \tag{2.5}
\end{equation*}
$$

since $\operatorname{supp}(\bar{\varphi}) \cap C(\Sigma)=\{0\}$.

## 3. THE CROSS-SECTIONAL RANDOM MEASURE AND CROSS SECTION OF AN INFINITE BEAM

Infinite beams are somewhat more subtle to handle than finite beams. Intuitively an infinite $\varphi$ beam should be given by an infinite collection of independent uniformly distributed random variables $\left\{X_{1}\right.$, $\left.X_{2}, \ldots,\right\}$ with values in $I_{\bar{p}}$. We would then reason essentially as we did in Sec.2. The difficulty is that there is no such thing as a uniformly distributed
random variable with values in $I_{\bar{p}}$. Thus we must find an alternate way to describe an infinite beam. Fortunately a mathematical object exists which will allow us to do so. It is the notion of a Poisson process (or, if one prefers, random measure) based on a measure space which in our case will be either $I_{\bar{p}}$ with Lebesgue measure or $S^{2}$ with the canonical measure. See our earlier paper and references given there. ${ }^{2}$
We shall now give the definition of an infinite beam. $\varphi$ is assumed to satisfy the same conditions as in Sec.2. An infinite $\varphi$ beam with intensity $\nu(>0)$ is a Poisson process $\tau_{u, \varphi}$ on the impact parameter plane $I_{\bar{D}}$ with measure $\nu d a$ where $d a$ is Lebesgue measure on $I_{\bar{\rho}}$. The physical interpretation of $\mathscr{T}_{\nu, \varphi}$ is as follows. Let $\omega$ be a generic sample point and let $\left\{X_{1}(\omega), \cdots\right\}=\operatorname{supp}\left(\tau_{\nu, \varphi}(\omega)\right)$. [Recall that $\tau_{\nu, \varphi}(\omega)$ is a nonnegative integer-valued measure on $I_{\bar{p}}$. We may also assume the support is at most countable and $\tau_{\nu, \varphi}(\omega)\left\{X_{j}(\omega)\right\}=1$ for $j=1, \cdots$.] The incoming beam will consist of particles which in the distant past are asymptotic to

$$
\left\{U_{0}(t) \varphi^{X_{1}(\omega)}, \ldots, U_{0}(t) \varphi^{X_{n}(\omega)}, \ldots, t \rightarrow-\infty\right\} .
$$

Remark 3: Finite $\varphi$ beams may be treated in the same way as infinite $\varphi$ beams. In fact, if $A$ is a Borel subset of $I_{\bar{p}}$, let

$$
\begin{aligned}
\tilde{T}_{n, \nu, \varphi}^{(\omega)}(A)= & \text { the number of }\left\{X_{1}(\omega), \ldots, X_{n}(\omega)\right\} \\
& \text { which lie in } A
\end{aligned}
$$

where $\left\{X_{1}, \ldots, X_{n}\right\}=\tau_{n, \nu, \varphi}$ (see Sec. 2). $\tilde{T}_{n, \nu, \varphi}$ will be a nonnegative integer-valued random measure on $I_{\bar{p}}$, supported by $A_{n, \nu}$. It is clear we can recover $\mathcal{T}_{n, \nu, \varphi}$ from $\tilde{\tau}_{n, \nu, \varphi}$. The following proposition will show that the limit of finite $\varphi$ beams is an infinite $\varphi$ beam.

Proposition 1: $\left\{\tilde{T}_{n, \nu, \varphi}(A)\right\}$ converges in distribution to $T_{\nu, \varphi}(A)$ for each Borel subset $A$ of $I_{\bar{p}}$.

Proof: $\tilde{T}_{n, \nu, \varphi}(A)$ is a Bernoulli random variable with parameters $n$ and $p_{n, \nu, \varphi}=\left[\text { Area }\left(A_{n, \nu}\right)\right]^{-1}$ $\int_{A n A_{n, \nu}} d a$. Then, from the well-known convergence theorem of Bernoulli random variables to Poisson variables, ${ }^{6}$ our proposition is proved.
The cross-sectional random measure of the beam $\tau_{\nu, 4}$ is defined to be Poisson process $\Phi_{\nu, \varphi}$ on $S^{2}(\varphi)$ with measure

$$
\begin{equation*}
\sigma(\varphi, \Sigma) \equiv \int_{I_{\bar{p}}} \int_{C(\Sigma)}\left|\widetilde{R\left[\varphi^{a}\right]}(p)\right|^{2} d p d a \tag{3.1}
\end{equation*}
$$

[We allow $\sigma(\varphi, \Sigma)$ to be infinite.] The measure $\sigma(\varphi, \cdot)$ is called the cross section of the beam $T_{\nu, \varphi}$. Note that it is independent of the intensity.
The physical interpretation of $\Phi_{\nu, \varphi}$ is analogous to the finite beam case. In particular, when $\Sigma$ is a Borel subset of $S^{2}(\varphi), \Phi_{\nu, \varphi}(\Sigma)=N_{\nu, \varphi}(\Sigma) / \nu$, where $N_{\nu, \varphi}(\Sigma)$ is the number (a random variable!) of particles in the incoming $\varphi$ beam whose momenta have directions in $\Sigma$ in the distant future. $\sigma(\varphi, \Sigma)$ is the expected number of such particles divided by the intensity $\nu$.
The definitions of $\Phi_{n, \nu, \varphi}$ and $\sigma_{n, \nu}(\varphi, \cdot)$, the proposition above, and the following proposition justify this physical interpretation.

Proposition 2: The sequence $\left\{\Phi_{n, \nu, \varphi}(\Sigma)\right\}$ converges in distribution to $\Phi_{\nu, \varphi}(\Sigma)$ for each Borel subset $\Sigma$ of $S^{2}(\varphi)$. Furthermore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n, \nu}(\varphi, \Sigma)=\sigma(\varphi, \Sigma) \tag{3.2}
\end{equation*}
$$

Proof: It suffices to prove (3.2) by the theorem on convergence of Bernoulli random variables to a Poisson random variable. ${ }^{6}$ But (3.2) follows from (3.1), (2.5), and the monotone convergence theorem.

## 4. CONCLUDING REMARKS

Remark 4: In this paper we have only stressed the mathematical description and physical interpretation of certain scattering experimental parameters for a simple but important class of quantum mechanical systems. We would like to briefly describe how the hard analytic problems of scattering theory are related to our present discussion.
The first analytic problem has already been discussed, namely, the choice of an appropriate "free" propagator $\left\{U_{0}(t)\right\}$ and proof of (2.1) and (2.2). For example, see Amrein et al., ${ }^{5}$ Dollard, 5 and Hunziker ${ }^{3}$ and references given there.
The other main analytic problem is to obtain a more tractable expression for the cross section (2.5). This has been described in a very lucid way by Hunziker. ${ }^{3}$ We reproduce the main results of his discussion.
He shows that under reasonable conditions on $V$ and $\varphi$, one has
$\sigma(\varphi, \Sigma)=(2 \pi)^{2} \int_{C(\Sigma)} d p \int_{p^{2}=p^{2}}\left|T\left(p, p^{\prime}\right)\right|^{2}\left|\tilde{\varphi}\left(p^{\prime}\right)\right|^{2} d \Omega_{E}\left(p^{\prime}\right)$,
where $d \Omega_{E}\left(p^{\prime}\right)$ is the canonical measure on the sphere $p^{\prime 2}=p^{2}$ and where $T\left(p, p^{\prime}\right)$ is obtained roughly as follows. One solves the Lippman-Schwinger equations

$$
\begin{equation*}
T(z)=V+V\left(H_{0}-z\right)^{-1} T(z) \tag{4.2}
\end{equation*}
$$

in momentum space for $\operatorname{Im} z>0$. Let $T\left(p, p^{\prime} ; z\right)$ be the kernel for $T(z)$. Then

$$
T\left(p, p^{\prime}\right) \equiv \lim _{\epsilon \rightarrow 0^{+}} T\left(p, p^{\prime} ; p^{2}+\frac{1}{2} i \epsilon\right)
$$

It should be remarked that the study of (4.2) is also important for establishing (2.2).

Remark 5: The differential cross section enters the picture in the following way. ${ }^{7}$ Let $\left\{\varphi_{n}\right\}$ be a sequence of states such that $\left|\vec{\varphi}_{n}\right|^{2}$ converge to $\delta(\cdot-\bar{p})$. This corresponds to the incoming beam having a sharp momentum $\bar{p}$ which of course cannot be realized as a physical state. (Intuitively, in fact, $\varphi(x)=$ $\left.\left[\delta(0)^{-1 / 2} \exp (i \bar{p} \cdot x)\right)\right]$. Then, under suitable conditions, (4.1) converges to

$$
\sigma(\bar{p}, \Sigma)=(2 \pi)^{2} \int_{\Sigma} \mid T[(p, \bar{p})]^{2} \cdot[2 E(\bar{p})]^{1 / 2} d \Omega(p)
$$

where $E(\bar{p})=\frac{1}{2} \bar{p}^{2}, p=(|\bar{p}|, \theta(p), \varphi(p))$ in spherical coordinates and $d \Omega(p)=\sin \theta(p) d \theta(p) d \varphi(p)$. The measure $\sigma(\bar{p}, \cdot)$ on $S^{2}-\{\bar{p} / \bar{p} \mid\}$ is called the cross section of the idealized incoming beam with sharp momentum $\bar{p}$. The density of this measure with regard to $d \Omega$;
$\frac{d \sigma}{d \Omega}(\bar{p}, \theta, \varphi)=[2 E(\bar{p})]^{1 / 2}|T(p, \bar{p})|^{2}$, is the differential cross section of this idealized beam.

* This work was supported by NSF Grant GP-18127.
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In this paper, the multipole radiation solutions are derived for the integer and half-integer spin massive par-
ticle wave equations of Weaver, Hammer, and Good. The rest system and massless limits of the solutions are
found, the latter limit being shown to coincide with previous work by the present authors. Finally, as an applica-
tion, the massive particle description is second quantized in terms of the multipole solutions and compared with some other formulations.

## 1. INTRODUCTION

It has been shown ${ }^{1}$ that, for massless particles with integer or half-integer spin $S$, one may construct a Schrödinger type wave equation and solve this equation for the multipole radiation solutions, all in complete parallel to a treatment of the photon and Maxwell's equations. The purpose of this paper is to extend the construction of multipole solutions for any spin to include also particles with mass $m$, to examine the rest system and massless limits of the massive theory, and to secondquantize the massive theory in terms of angular momentum eigenstates.
The basic description to be used for massive particles should have a well-defined Hamiltonian operator, and a wavefunction that has simple Lorentz transformation properties and is not subject to auxiliary conditions. Such a description exists and has been investigated in detail by Weaver, Hammer, and Good. ${ }^{2}$ Following Ref. 2, the wavefunction $\psi$, representing a particle of mass $m$ and spin $s$, is $2(2 s+1)$-dimensional and satisfies the wave equation

$$
\begin{equation*}
H \psi(\mathbf{x}, t)=i \frac{\partial}{\partial t} \psi(\mathbf{x}, t) \tag{1}
\end{equation*}
$$

(the units are $\hbar=c=1$ ). The Hamiltonian operator $H$ is given by

$$
\begin{equation*}
H=E_{0} S \beta S^{-1}, \tag{2}
\end{equation*}
$$

where $S$ is derived in Ref. 2 to have the form

$$
\begin{equation*}
S=\sum_{n=0}^{2 s} d_{n}\left(\frac{\alpha \cdot \mathbf{P}}{|\mathbf{P}|}\right)^{n} \beta^{n} \tag{3}
\end{equation*}
$$

The coefficients $d_{n}$ depend only on $|\mathbf{P}|$ the magnitude of the momentum operator $\mathbf{P}(=-i \nabla)$. The explicit forms of $S$ and $S^{-1}$ are tabulated in Ref. 2 for spins $0, \frac{1}{2}, 1$, and $\frac{3}{2}$, and general formulas from which one may derive the coefficients $d_{n}$ for arbitrary spin are given in Ref. 3. Also, one has the definitions

$$
E_{0} \equiv \sqrt{|\mathbf{P}|^{2}+m^{2}}, \alpha \equiv \frac{1}{s}\left(\begin{array}{cc}
\mathbf{s} & 0  \tag{4}\\
0 & -\mathbf{s}
\end{array}\right), \quad \beta \equiv\left(\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right),
$$

where $I$ and $s$ are the $(2 s+1)$-dimensional unit and Hermitian spin matrices, respectively.
As shown in Ref. 2, Eq. (1) is completely equivalent to

$$
\begin{equation*}
E_{0} \hat{S}_{t} \beta \hat{S}_{t}^{-1} \psi=i \frac{\partial}{\partial t} \psi \tag{5}
\end{equation*}
$$

where the operator $\hat{S_{t}}$ is

$$
\begin{equation*}
\hat{s}_{t}=\exp \left[s \epsilon_{0} \tanh ^{-1}\left(|\mathbf{P}| / E_{0}\right) \boldsymbol{\alpha} \cdot(\mathbf{P} /|\mathbf{P}|)\right] . \tag{6}
\end{equation*}
$$

The operator

$$
\epsilon_{0} \equiv i \frac{\partial}{\partial t} /\left|i \frac{\partial}{\partial t}\right|
$$

is the sign of the energy operator. It differentiates between particle and antiparticle states.
Equations (1) and (2) imply that $\psi$ satisfies the KleinGordon equation for mass $m$, and with respect to the homogeneous Lorentz group, $\psi$ transforms as the direct sum of the $(s, 0)$ and ( $0, s$ ) representations.
The outline of this paper is as follows: In Sec.II the multipole solutions of Eq. (1) are derived and discussed. The rest system and massless limits are then presented in Secs.III and IV with the latter limit being shown to coincide with previous work. ${ }^{1}$ Finally, the massive description is secondquantized in terms of angular momentum states and compared with some other formulations in Sec.V.

## II. MULTIPOLE SOLUTIONS

Making the substitution $\psi(\mathbf{x}, t)=W(\mathbf{x}) e^{-i E t}$ in Eq. (1), one obtains the eigenvalue problem

$$
\begin{equation*}
H W(\mathbf{x})=E W(\mathbf{x}) . \tag{7}
\end{equation*}
$$

$\frac{d \sigma}{d \Omega}(\bar{p}, \theta, \varphi)=[2 E(\bar{p})]^{1 / 2}|T(p, \bar{p})|^{2}$, is the differential cross section of this idealized beam.
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## II. MULTIPOLE SOLUTIONS

Making the substitution $\psi(\mathbf{x}, t)=W(\mathbf{x}) e^{-i E t}$ in Eq. (1), one obtains the eigenvalue problem

$$
\begin{equation*}
H W(\mathbf{x})=E W(\mathbf{x}) . \tag{7}
\end{equation*}
$$

Defining

$$
\Sigma \equiv\left(\begin{array}{ll}
s & 0  \tag{8}\\
0 & s
\end{array}\right)
$$

one has the commuting set of Hermitian operators $H, J^{2}, J_{3}, \Sigma^{2}$, and $\lambda$ where

$$
\begin{equation*}
J_{i}=\epsilon_{i j k} x_{j}\left(-i \frac{\partial}{\partial x_{k}}\right)+\Sigma_{i}, \quad \lambda=\mathbf{\Sigma} \cdot \mathbf{P} /|\mathbf{p}| \tag{9}
\end{equation*}
$$

(Latin indices run from 1 to 3 and repeated indices are summed over.) The operator $\lambda$ is the helicity operator with eigenvalues $\eta=-s,-s+1, \ldots, s$.
The problem is, therefore, to find physical solutions such that

$$
\begin{align*}
& H W=E W  \tag{10}\\
& J^{2} W=J(J+1) W \tag{11}
\end{align*}
$$

$$
\begin{align*}
& J_{3} W=M W,-J \leq M \leq J  \tag{12}\\
& \Sigma^{2} W=s(s+1) W  \tag{13}\\
& \lambda W=\eta W, \quad-s \leq \eta \leq s \tag{14}
\end{align*}
$$

The simultaneous eigenfunctions of $J^{2}, J_{3}$, and $\Sigma^{2}$ are the spinor spherical harmonics $\Psi_{J, l, s}^{M}$ defined in Ref. 1, and the most general form for $W(\mathbf{x})$ is
$W(\mathbf{x})=\sum_{l=l J \sim s l}^{J+s}\left[h_{l}(r)\binom{\Psi_{J, l, s}^{M}(\theta, \varphi)}{0}+k_{l}(r)\binom{0}{\Psi_{J, l, s}^{M}(\theta, \varphi)}\right]$
( $r, \theta$, and $\varphi$ are the spherical polar coordinates of $\mathbf{x}$ ), with the $2(2 J+1)$ [or $2(2 s+1)$ if $J<s]$ radial functions (with the other indices suppressed) to be determined.
Defining $\epsilon \equiv E /|E|$, one can show that Eqs. (10) and (14) lead to the following equation for $W$ :

$$
\epsilon \beta W(\mathbf{x})=\left[\begin{array}{cc}
\exp \left[-2 \epsilon \eta \tanh ^{-1}\left(\frac{\sqrt{E^{2}-m^{2}}}{|E|}\right)\right. & 0  \tag{16}\\
0 & \exp \left[2 \epsilon \eta \tanh ^{-1}\left(\frac{\sqrt{E^{2}-m^{2}}}{|E|}\right)\right]
\end{array}\right] W(\mathbf{x})
$$

Substituting Eq. (15) into Eq. (16) one obtains

$$
\begin{equation*}
h_{r}(r)=\epsilon \delta^{2}(E, \eta) k_{l}(r), \quad|J-s| \leq l \leq J+s \tag{17}
\end{equation*}
$$

$$
\begin{align*}
& \text { where } \\
& \begin{aligned}
\delta(E, \eta)=\exp \left[\epsilon \eta \tanh ^{-1}\right. & \left.\left(\frac{\sqrt{E^{2}-m^{2}}}{|E|}\right)\right] \\
& =\left(\frac{|E|+\sqrt{E^{2}-m^{2}}}{|E|-\sqrt{E^{2}-m^{2}}}\right)^{\epsilon \eta / 2}
\end{aligned}
\end{align*}
$$

The helicity eigenvalue equation leads to the following equations for the $k_{l}$ :
$\mathbf{S} \cdot \mathbf{P}\left(\sum_{l=|J-s|}^{J+s} k_{l} \Psi_{J, l, s}^{M}\right)=\eta \sqrt{E^{2}-m^{2}}\left(\sum_{l=|J-s|}^{J+s} k_{l} \Psi_{j, l, s}^{M}\right)$.
This set of equations for the $k_{l}$ has the same form as
the eigenvalue problem for the massless Hamiltonian which was solved in Ref. 1. The radial functions $k_{l}$ are, therefore, given by

$$
k_{l}(r)=\left[C_{l}(\eta) / \rho^{1 / 2}\right] H_{l+1 / 2}(\rho)
$$

where $\rho \equiv \sqrt{E^{2}-m^{2}} r$ and $H_{l+1 / 2}$ are Bessel or Hankel functions. The coefficients $C_{l}(\eta)$ are determined by the following set of homogeneous equations:

$$
\begin{align*}
\frac{1}{2} i a_{j, J-s \mid}^{J, s} C_{|J-s|+1}(\eta) & =\eta C_{|J-s|}(\eta), \\
-\frac{1}{2} i a_{J+s-1}^{J s} C_{J+s-1}(\eta) & =\eta C_{J+s}(\eta), \\
-\frac{1}{2} i a_{l-1}^{J, s} C_{l-1}(\eta)+\frac{1}{2} i a_{l}^{J, s} C_{l+1}(\eta) & =\eta C_{l}(\eta), \\
|J-s|+1 & \leq l \leq J+s-1 \tag{20}
\end{align*}
$$

where the coefficients $a_{l}^{J, s}$ are defined, as in Ref. 1 , to be

$$
\begin{equation*}
a_{l}^{J, s} \equiv\left(\frac{(l+s+J+2)(l+s-J+1)(l-s+J+1)(J+s-l)}{(2 l+1)(2 l+3)}\right)^{1 / 2} \tag{21}
\end{equation*}
$$

Equations (20) are similar to the set of equations found in Ref. 1 for the massless particle case with the important difference that now the eigenvalue $\eta$ ranges from - $s$ to $s$ rather than being restricted to the maximum and minimum values as in the massless theory. Thus, in the massive theory, the eigenvalues of total angular momentum $J$ are permitted to have values less than $s$.
Equations (20) can be put in the matrix form

$$
\begin{equation*}
A_{J_{s} s} C(\eta)=\eta C(\eta) \tag{22}
\end{equation*}
$$

where $A_{J .}$ is a $(2 s+1) \times(2 s+1)[(2 J+1) \times$ $(2 J+1)$ Hermitian matrix for $J \geq s(J<s)$, and $C(\eta)$ is the column vector

$$
C(\eta)=\left[\begin{array}{c}
C_{J+s}(\eta)  \tag{23}\\
\cdot \\
\vdots \\
C_{1 J-s \mid}(\eta)
\end{array}\right]
$$

The eigenvalues of $A_{J, s}$ are found to be $-s,-s+1$, $\ldots, s$ for $J \geq s$, and $-J,-J+1, \ldots, J$ for $J<s$ so for $J<s$ not all the $2 s+1$ helicity states are possible. However, since the eigenvalues of $A_{J, s}$ are possible eigenvalues of $\lambda$, the solutions of Eq. (22) exist. Furthermore, because of the Hermiticity of $A_{J, s}$, the coefficients $C_{l}(\eta)$ can be chosen to satisfy the following orthogonality and completeness relations

$$
\begin{aligned}
& \sum_{l=1 J-s \mid}^{J+s} C_{l}{ }^{*}\left(\eta^{\prime}\right) C_{l}(\eta)=\delta_{\eta \eta^{\prime}}, \quad \sum_{\eta} C_{l}{ }^{*}(\eta) C_{l}(\eta)=\delta_{l l}, \\
& \text { (where * indicates complex conjugation). Also, since } \\
& -i \Pi \psi_{\text {mag }}=(-1)^{J} \psi_{\text {mag }}, \\
& -i \Pi \psi_{\text {elec }}=(-1)^{J+1} \psi_{\text {elec }} .
\end{aligned}
$$ $A_{J, s}^{*}=-A_{J, s}$, the $C_{l}(\eta)$ can be chosen to satisfy

$$
\begin{equation*}
C_{l}^{*}(\eta)=C_{l}(-\eta) . \tag{25}
\end{equation*}
$$

Finally, the complete solution to the eigenvalue problem is

$$
\begin{align*}
W_{E, \eta, J, M}^{s}(\mathbf{x})=m^{s} \sum_{l=1 J-s l}^{J+s} & C_{l}(\eta) p^{-1 / 2} H_{l+1 / 2}(\rho) \\
& \times\left[\begin{array}{l}
\delta(E, \eta) \epsilon \Psi_{J, l, s}^{M}(\theta, \varphi) \\
\delta^{-1}(E, \eta) \Psi_{J, l, s}^{M}(\theta, \varphi)
\end{array}\right] \tag{26}
\end{align*}
$$

(the factor $m^{s}$ is included to facilitate the massless limit). For solutions $W_{E, \eta, J, M}^{s}(\mathbf{x})$ regular at the origin $\rho=0$, one uses Bessel functions for $H_{l+1 / 2}$. To obtain outgoing spherical waves one uses, as in the massless case, Hankel functions of the first (second) kind, ${ }^{4}$ $H^{(1)}\left(H^{(2)}\right)$, when $E>0(E>0)$.
In the case of outgoing spherical waves, the complete solution is

$$
\begin{align*}
& \Psi \pm(J, M, s, \eta,|E| ; \mathbf{x}, t) \\
&= m^{s} \sum_{l=1 J-s, s}^{J+s} C_{l}(\eta) \rho^{-1 / 2} H_{l+1 / 2}^{(1,2)}(\rho) \\
& \times\left[\begin{array}{l}
\delta( \pm|E|, \eta) \in \Psi_{J, l, s}^{M}(\theta, \varphi) \\
\delta^{-1}( \pm|E|, \eta) \Psi_{J, l, s}^{M}(\theta, \varphi)
\end{array}\right] e^{\mp i \backslash E \mid t .} \tag{27}
\end{align*}
$$

The upper (lower) signs are for positive (negative) $E$ solutions and the first (second) kind of Hankel function is to be used with them.
Using Eq. (27) one may now construct the definite parity multipole solutions. From Ref. 2 the parity operator $\Pi$ is defined by

$$
\begin{equation*}
\Pi \equiv i \beta P \tag{28}
\end{equation*}
$$

where $P f(\mathbf{x})=f(-\mathbf{x})$. Thus, for half-integer $\operatorname{spin} s$ the parity eigenstates are

$$
\begin{align*}
& \psi_{\text {mag }}^{ \pm}(J, M, s, \eta,|E| ; \mathbf{x}, t) \\
& \quad \equiv\left[1+(-1)^{J-1 / 2} \Pi\right] \psi^{ \pm}(J, M, s, \eta,|E| ; \mathbf{x}, t), \\
& \\
& \psi_{\text {elec }}(J, M, s, \eta,|E| ; \mathbf{x}, t)  \tag{29}\\
& \quad \equiv\left[1+(-1)^{J+1 / 2} \Pi\right] \psi^{ \pm}(J, M, s, \eta,|E| ; \mathbf{x}, t),
\end{align*}
$$

the motivation being that

$$
\begin{align*}
& \Pi \psi_{\text {mag }}=(-1)^{J-1 / 2} \psi_{\text {mag }}, \\
& \Pi \psi_{\text {elec }}=(-1)^{J+1 / 2} \psi_{\text {elec }} . \tag{30}
\end{align*}
$$

For integer $s$ one defines

$$
\begin{align*}
& \psi_{\text {mag }}(J, M, s, \eta,|E| ; \mathbf{x}, t) \\
& \quad \equiv\left[1-i(-1)^{J} \Pi\right] \psi^{ \pm}(J, M, s, \eta,|E| ; \mathbf{x}, t)  \tag{31}\\
& \psi_{\text {elec }}(J, M, s, \eta,|E| ; \mathbf{x}, t) \\
& \quad \equiv\left[1+i(-1)^{J} \Pi\right] \psi^{ \pm}(J, M, s, \eta,|E| ; \mathbf{x}, t) .
\end{align*}
$$

In this case the appropriate parity operator is $\beta P=$ $-i \Pi$ and one finds

## III. THE REST SYSTEM

Let $v$, the magnitude of the particle velocity be defined by $v \equiv \sqrt{E^{2}-m^{2}} /|E|$. The rest system is defined by $v=0$. To first order in $v$ one has

$$
\begin{align*}
\delta(E, \eta) & =1+\epsilon \eta,  \tag{33}\\
\sqrt{E^{2}-m^{2}} & =m v
\end{align*}
$$

and therefore, for small $v$,

$$
\begin{align*}
& W_{E, \eta, J, M}^{s}(\mathbf{x}) \\
& =m^{s} \sum_{l=1 d-s \mid}^{J+s} C_{l}(\eta)(m v r)^{-1 / 2} H_{l+1 / 2}(m v r)\left[\begin{array}{cc}
\epsilon & \Psi_{J, l, s}^{M} \\
& \Psi_{J, l, s}^{M}
\end{array}\right] \\
& \quad+\epsilon \eta v m^{s} \sum_{l=1 J-s l}^{J+s} C_{l}(\eta)(m v r)^{-1 / 2} H_{l+1 / 2}(m v r)  \tag{34}\\
& \quad \times\left[\begin{array}{rr}
\epsilon & \Psi_{J, l, s}^{M} \\
- & \Psi_{J, l, s}^{M}
\end{array}\right] .
\end{align*}
$$

In order to obtain a meaningful limit in Eq. (34) as $v \rightarrow 0$, one must use Bessel functions ${ }^{4} J_{l+1 / 2}(m v r)$ for $H_{l+1 / 2}$. Then, since

$$
\lim _{x \rightarrow 0}(x)^{-1 / 2 J_{l+1 / 2}(x)=\left\{\begin{array}{ll}
0, & l>0  \tag{35}\\
\sqrt{2 / \pi}, & l=0,
\end{array} \text { lol}{ }^{2} .\right.}
$$

one sees that $\lim W_{E, \eta, J, M}^{s}(\mathbf{x})=0$ as $v \rightarrow 0$ for all $J \neq s$, since for all such $J$ the corresponding $l$ is greater than zero. For $J=s$, the limit is nonvanishing since $l=0$ occurs and one, then, has

$$
\lim _{v \rightarrow 0} W_{E, \eta, J, M}(\mathbf{x})=m^{s} \frac{C_{0}(\eta)}{\sqrt{2} \pi}\left[\begin{array}{ll}
\epsilon & \left.\begin{array}{l}
s, M\rangle \\
|s, M\rangle
\end{array}\right] \tag{36}
\end{array}\right]
$$

where $|s, M\rangle$ are the $(2 s+1)$-dimensional eigenvectors of the operators $s^{2}$ and $s_{3}$. Thus, $\lim W_{E, \eta, J, M}^{s}$ as $v \rightarrow 0$ are the eigenvectors of $\Sigma_{3}$ and $m \beta$ belonging to the eigenvalues $M$ and $\epsilon m$, respectively, where $\Sigma_{3}$ is the component of spin along the $z$ direction and $m \beta$ is the rest system Hamiltonian.

## IV. THE MASSLESS PARTICLE

Consider the behavior of $W_{E, \eta, J, M}^{s}(\mathbf{x})$ as $m \rightarrow 0$. One gets

$$
\begin{align*}
& \lim _{m \rightarrow 0} W_{E, \eta, J, M}^{s}(\mathbf{x})= \sum_{l=1 J-s \mid}^{J+s} \\
& C_{l}(\eta) \rho^{-1 / 2} H_{l+1 / 2}(\rho)  \tag{37}\\
& \times\left[\begin{array}{l}
\lim _{m \rightarrow 0} m^{s} \delta(E, \eta) \in \Psi_{J, l, s}^{M} \\
\lim _{m \rightarrow 0} m^{s} \delta^{-1}(E, \eta) \Psi_{J, l, s}^{M}
\end{array}\right],
\end{align*}
$$

where
$\lim _{m \rightarrow 0} m^{s}\left(\frac{|E|+|\mathbf{P}|}{|E|-|\mathbf{P}|}\right)^{ \pm \in \eta} / 2=(2|E|)+\in \eta \lim _{m \rightarrow 0} m^{(s+\epsilon \eta)}$.
Since it is always true that $\epsilon \eta \leq s$, it follows that for
$|\eta| \neq s, \lim m^{(s+\epsilon \eta)}=0$ as $m \rightarrow 0$. Thus, for $J<s$, $\lim _{E, \eta, N, M}^{s}(\mathbf{x})=0$ as $m \rightarrow 0$, since in this case $|\eta| \leq$ $J<s$, while, for $J \geqq s$,

$$
\begin{aligned}
& \lim _{m \rightarrow 0} W_{E, \eta, J, M}^{s}(\mathbf{x}) \\
&=0, \quad|\eta| \neq s,
\end{aligned}
$$

$$
\begin{align*}
& =(2|E|)^{s} \sum_{l=|J-s|}^{J+s} C_{l}(\epsilon s) \rho^{-1 / 2} H_{l+1 / 2}(\rho)\left[\begin{array}{cc}
\epsilon & \Psi_{d, l, s}^{M} \\
0
\end{array}\right], \\
& \eta=\epsilon s  \tag{39}\\
& =(2|E|)^{s} \sum_{l=|J-s|}^{J+s} C_{l}(-\epsilon s) \rho^{-1 / 2} H_{l+1 / 2}(\rho)\left[\begin{array}{c}
0 \\
\Psi_{d, l, s}^{M}
\end{array}\right], \\
& \eta=-\epsilon s .
\end{align*}
$$

The second of Eqs. (39) is, except for normalization, in complete agreement with the massless solution found in Ref. 1.

## V. SECOND QUANTIZATION

For the purposes of second quantization, it is con-
venient to rewrite the basic solutions, Eq. (26), as follows:

$$
\begin{align*}
W_{E, \eta, J, M}^{s}(\mathbf{x}) & =m^{s}\left[\begin{array}{cc}
\delta(E, \eta) & 0 \\
0 & \delta^{-1}(E, \eta)
\end{array}\right] \\
& \times \sum_{l=|J-s|}^{J+s} C_{l}(\eta) \rho^{-1 / 2} J_{l+1 / 2}(\rho)\left[\begin{array}{cc}
\epsilon & \Psi_{J, l, s}^{M} \\
& \Psi_{J, l, s}^{M}
\end{array}\right] \tag{40}
\end{align*}
$$

where the $(2 s+1)$-dimensional unit matrix is suppressed in $\delta$ and $\delta^{-1}$. In terms of the ( $2 s+1$ )-dimensional spin matrices, Eq. (40) may be written
$W_{E, \eta, J, M}^{S}(\mathbf{x})$

$$
=m^{s}\left[\begin{array}{cc}
\exp \left[\epsilon \tanh ^{-1}\left(\frac{|\mathbf{P}|}{|E|}\right) \frac{\mathbf{s} \cdot \mathbf{P}}{|\mathbf{P}|}\right] & 0  \tag{41}\\
0 & \exp \left[-\epsilon \tanh ^{-1} \frac{|\mathbf{P}|}{|E|} \frac{\mathbf{s} \cdot \mathbf{P}}{|\mathbf{P}|}\right]
\end{array}\right] \sum_{l=|J \sim s|}^{J+s} C_{l}(\eta) \rho^{-1 / 2} J_{l+1 / 2}(\rho)\left[\begin{array}{cc}
\epsilon & \left.\begin{array}{c}
\Psi_{J, l, s}^{M} \\
\begin{array}{l}
\Psi \\
J, l, s
\end{array}
\end{array}\right] . . . . ~
\end{array}\right.
$$

Then one defines a set of functions $\hat{W}_{E, \eta, J, M}^{S}(\mathbf{x})$ by
$W_{E, \eta, J, M}^{s}(\mathbf{x})=m^{s} \exp \left[\epsilon s \tanh ^{-1}\left(\frac{|\mathbf{P}|}{|E|}\right) \frac{\boldsymbol{\alpha} \cdot \mathbf{P}}{|\mathbf{P}|}\right] \hat{W}_{E, \eta, J, M}^{s}(\mathbf{x})$,
so that
$\hat{W}_{E, \eta, J, M}^{S}(\mathbf{x}) \equiv \sum_{l=|J-s|}^{J+s} C_{l}(\eta) \rho^{-1 / 2} J_{l+1 / 2}(\rho)\left[\begin{array}{cc}\epsilon & \Psi_{J, l, s}^{M} \\ & \Psi_{J, l, s}^{M}\end{array}\right]$.
The reason for this decomposition is that $\hat{W}$ satisfies

$$
\begin{align*}
& \boldsymbol{E}_{0} \beta \hat{W}_{E, \eta, J, M}^{s}(\mathbf{x})=\boldsymbol{E} \hat{W}_{E, \eta, J, M}^{s}(\mathbf{x}),  \tag{44}\\
& \lambda \hat{W}_{E, \eta, J, M}^{s}(\mathbf{x})=\eta \hat{W}_{E, \eta, J, M}^{s}(\mathbf{x}) \tag{45}
\end{align*}
$$

and, therefore, may be identified as the partial wave decomposition of the Foldy wavefunction. 5 Note that apart from an over-all constant $\hat{W}$ is identical to the first term in Eq. (34) and so is related to the rest system of the particle.
One may rewrite Eq. (44) as $\beta \hat{W}_{E, \eta, J, M}^{s}=\epsilon \hat{W}_{E, \eta, J, M}^{s}$. Using this form, Eq. (42) may be written

$$
\begin{equation*}
W_{E, \eta, J, M}^{s}(\mathbf{x})=m^{s} \boldsymbol{S}(\mathbf{P}) \hat{W}_{E, \eta, J, M}^{s}(\mathbf{x}) \tag{46}
\end{equation*}
$$

where $S(\mathbf{P})$ is given by

$$
\begin{aligned}
& S(\mathbf{P})=\cosh (\gamma \lambda)-\gamma_{5} \beta \sinh (\gamma \lambda) \\
& S^{-1}(\mathbf{P})=\operatorname{sech}(2 \gamma \lambda) S^{+}(\mathbf{P})
\end{aligned}
$$

with

$$
\gamma \equiv \tanh ^{-1}\left(|\mathbf{P}| / E_{0}\right)
$$

and

$$
\gamma_{5} \equiv\left(\begin{array}{rr}
-I & 0 \\
0 & I
\end{array}\right)
$$

(here $\dagger$ indicates the Hermitian conjugate).
The operator $S(\mathbf{P})$ and its properties for any spin have been discussed in detail by Williams, Draayer, and Weber. ${ }^{3}$

The most general state function that can be constructed from the set $W_{\epsilon E, \eta, J, M}^{S}(\mathbf{x})$ is given by

$$
\begin{array}{r}
\psi(\mathbf{x}, t)=\int_{m}^{\infty} d E \sum_{J, M, \eta, \epsilon} A_{J, M, \eta, \epsilon}(E) W_{\epsilon E, \eta, J, M}^{s}(\mathbf{x}) e^{-i \epsilon E t} \\
=m^{s} S(\mathbf{P}) \Phi(\mathbf{x}, t) \tag{48}
\end{array}
$$

where
$\Phi(x, t)=\int_{m}^{\infty} d E \sum_{J, M, \eta, \epsilon} A_{J, M, \eta, \epsilon}(E) \hat{W}_{\epsilon E, \eta, J, M}^{s}(\mathbf{x}) e^{-i \epsilon E t}$
is the Foldy time-dependent wavefunction satisfying

$$
\begin{equation*}
E_{0} \beta \Phi(\mathbf{x}, t)=i \frac{\partial}{\partial t} \Phi(\mathbf{x}, t) \tag{50}
\end{equation*}
$$

The $A_{J, M, \eta_{,} \epsilon}(E)$ are expansion coefficients and will be replaced by operators in the second-quantized theory.

To quantize a field theory there are two possible approaches. One can construct a Lagrangian density, define from it generalized momenta, and impose the usual equal time commutation relations. To introduce the particle concept, one then expands the field operator on a complete set of functions, projects out the expansion coefficients (which are now operators), and derives their commutation relations. The second approach is to postulate the commutation relations of the expansion coefficients and to derive the relations among components of the field operators. The second method will be followed in this work.

Using Eq. (48) to make the connection between $\psi$ and $\Phi$, the Foldy wavefunction $\Phi$ will be quantized first. Thus, one rewrites Eq. (49) in operator form as follows:

$$
\begin{align*}
& \begin{aligned}
\Phi(\mathbf{x}, t)=\int_{m}^{\infty} d E \Gamma(E) & \sum_{J, M, \eta}\left[a_{J, M, \eta}(E) \hat{W}_{E, \eta, J, M}^{S}(\mathbf{x}) e^{-i E t}\right. \\
& \left.+b_{J, M, \eta}^{\dagger}(E) \hat{W}_{-E, \eta, J, M}^{s}(\mathbf{x}) e^{i E t}\right]
\end{aligned} \\
& \text { where } \tag{51}
\end{align*}
$$

$$
\begin{aligned}
& \text { and } \Gamma(E) \equiv \sqrt{E / 2}\left(E^{2}-m^{2}\right)^{1 / 4} \\
& a_{J, M, \eta}(E) / b_{d, M, \eta}^{\dagger}(E)
\end{aligned}
$$

are the annihilation/creation operators for a particle/ antiparticle with quantum numbers $E, J, M, \eta$. The operators satisfy the commutation/anticommutation relations for bosons/fermions with integral/halfintegral spin

$$
\begin{equation*}
[a, a]_{\mp}=[b, b]_{\mp}=[a, b]_{\mp}=\left[a, b^{\ddagger}\right]_{\mp}=0 \tag{52}
\end{equation*}
$$

and
$\left[a_{J, M, \eta}(E), a_{J, M!\eta^{\prime}}^{\dagger}\left(E^{\prime}\right)\right]_{\mp}=\delta_{J^{\prime}} \delta_{M M}, \delta_{\eta \eta^{\prime}} \delta\left(E-E^{\prime}\right)$,
$\left[0_{J, M, \eta^{\prime}}(E), b_{J, M!\eta^{\prime}}\left(E^{\prime}\right)\right]_{F}=\delta_{J J}, \delta_{M M}, \delta_{m^{\prime}} \delta\left(E-E^{\prime}\right)$,
where $-/+$ means the commutator/anticommutator. From the above relations it follows that

$$
\begin{align*}
& {\left[\Phi_{\alpha}(\mathbf{x}, t), \Phi_{\beta}\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right]_{\mp}=0,} \\
& {\left[\Phi_{\alpha}(\mathbf{x}, t), \Phi_{B}^{+}\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right]_{\mp}} \\
& \quad=\int_{m}^{\infty} d E \Gamma^{2}(E) \sum_{J, M, \eta}\left[\left(\hat{W}_{E, \eta, J, M}^{s}(\mathbf{x})\right)_{\alpha}\left(\hat{W}_{E, \eta, j, M}^{s}(\mathbf{x})\right)_{B}^{*} e^{-i E(t-t)}\right. \\
& \left.\quad \mp\left(\hat{W}_{-E, \eta, J, M}^{s}(\mathbf{x})\right)_{\alpha}\left(\hat{W}_{-E, \eta, J, M}^{s}\left(\mathbf{x}^{\prime}\right)\right)_{\beta}^{*} e^{i E(t-t \prime \prime}\right], \tag{54}
\end{align*}
$$

where $\alpha, \beta$ range over the $2(2 s+1)$ components of $\hat{W}_{E, \eta, J, M}^{s}$. At equal times one, therefore, must evaluate the integral

$$
\begin{align*}
& \int_{m}^{\infty} d E \Gamma^{2}(E) \sum_{J, M, \eta} \hat{W}_{E, \eta, J, M}^{\mathrm{s}}(\mathbf{x}) \hat{W}_{E, \eta, J, M}^{s^{\dagger}}\left(\mathbf{x}^{\prime}\right) \\
&= \int_{m}^{\infty} d E \Gamma^{2}(E) \sum_{J, M, \eta} \sum_{l, l}, \frac{C_{l}(\eta)}{\sqrt{r r^{\prime}}} \frac{C_{l,}^{*}(\eta)}{\sqrt{E^{2}-m^{2}}} \\
& \quad \times J_{l+1 / 2}\left(r \sqrt{E^{2}-m^{2}}\right) J_{l^{\prime}+1 / 2}\left(r^{\prime} \sqrt{E^{2}-m^{2}}\right) \\
& \quad \times \Psi_{J, l, s}^{M}(\theta, \varphi) \Psi_{J, l, s}^{M^{\dagger}}\left(\theta^{\prime}, \varphi^{\prime}\right) \otimes\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right), \tag{55}
\end{align*}
$$

where $\otimes$ denotes the direct product. The completeness relation for the $C_{l}(\eta)$, Eq. (24), enables one to perform the sum on $\eta$ and then, on $l^{\prime}$. The Bessel functions also form a complete set, the appropriate closure equation being

$$
\begin{equation*}
\int_{0}^{\infty} d x \times J_{l+1 / 2}(x r) J_{l+1 / 2}\left(x r^{\prime}\right)=1 / r \delta\left(r-r^{\prime}\right) \tag{56}
\end{equation*}
$$

Using this relation and the completeness of the spinor spherical harmonics one finds

$$
\begin{align*}
& \int_{m}^{\infty} d E \Gamma^{2}(E) \sum_{J, M, \eta} \hat{W}_{ \pm E, \eta_{,}, J, M}^{s}(\mathbf{x}) \hat{W}_{ \pm E, \eta_{j}, M}^{s}\left(\mathbf{x}^{\prime}\right) \\
&=\frac{1}{2} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\left(\begin{array}{ll}
I & \pm I \\
\pm I & I
\end{array}\right) \tag{57}
\end{align*}
$$

Then, for the two types of statistics the equal time relations among the components of the Foldy field operator are

$$
\begin{align*}
& {\left[\Phi_{\alpha}(\mathbf{x}, t), \Phi_{\beta}^{\dagger}\left(\mathbf{x}^{\prime}, t\right)\right]_{+}=\delta_{\alpha \beta} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right),}  \tag{58}\\
& {\left[\Phi_{\alpha}(\mathbf{x}, t), \Phi_{B}^{\dagger}\left(\mathbf{x}^{\prime}, t\right)\right]_{-}=\beta_{\alpha \beta} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) .} \tag{59}
\end{align*}
$$

From Eq. (58), $-i \Phi^{\dagger}(\mathbf{x}, t)$ is the operator canonically conjugate to $\Phi(\mathbf{x}, t)$ in the case of Fermi statistics, and for Bose statistics - $i \Phi^{\dagger} \beta$ is canonically conjugate to $\Phi$. These results agree with those found by one of us (D.L.W.) using an expansion of $\Phi$ into plane waves.
Using Eq. (48), the relations for the wavefunction operator $\psi$ are [ $\alpha$ and $\beta$ range from 1 to $2(2 s+1)$ ]

$$
\begin{equation*}
\left[\psi_{\alpha}(\mathbf{x}, t), \psi_{B}\left(\mathbf{x}^{\prime}, t\right)\right]_{F}=0 \tag{60}
\end{equation*}
$$

and, for Fermi statistics

$$
A_{k}(\lambda)+a_{k}^{2} A_{k-2}(\lambda)=\lambda A_{k-1}(\lambda)
$$

(A4) If $\lambda$ is such that $A_{n}(\lambda)=0$, then the column vector $X(\lambda)$ defined by

$$
X(\lambda) \equiv\left[\begin{array}{c}
X_{-1}(\lambda) \\
X_{0}(\lambda) \\
\cdot \\
\cdot \\
\dot{X_{n-1}}(\lambda)
\end{array}\right]
$$

'A7)
is an eigenvector of the matrix $A_{n}$ belonging to the eigenvalue $\lambda$.
From the above discussion it follows that the coefficients $C_{l}(\eta), J-s \leq l \leq J+s$ are given to within a multiplicative constant by

$$
C_{J+s}(\eta)=1, \quad C_{J+s-1}(\eta)=2 i \eta / a_{J+s-1}^{J s}
$$

The values of the coefficients $C_{l}(\eta)$ are listed below for some special cases. The normalization is that of Eqs. (24):

Spin $\frac{1}{2}$ (Dirac particle):

$$
C_{J+1 / 2}(\eta)=-i \sqrt{2} \eta, \quad C_{J-1 / 2}(\eta)=1 / \sqrt{2}
$$

Spin 1 (Vector boson): For $J \geq s$, using the notation of Eq. (23),

$$
\begin{array}{r}
C(1)=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
-i \sqrt{\frac{J}{2 J+1}} \\
i \sqrt{\frac{J+1}{2 J+1}}
\end{array}\right], \quad C(0)=\left[\begin{array}{c}
\sqrt{\frac{J+1}{2 J+1}} \\
\sqrt{\frac{J}{2 J+1}}
\end{array}\right] \\
C(-1)=C^{*}(1)
\end{array}
$$

for $J<s$, i.e., $J=0, C(0)=1$.

Spin $3 / 2:$ For $J \geqq s$,
$C(\eta)=N_{\eta}\left[\begin{array}{l}1 \\ 2 i \eta \sqrt{\frac{J+1}{3 J}} \\ \frac{3 J-4(J+1) \eta^{2}}{\sqrt{3(2 J-1)(2 J+3)}} \\ \frac{1}{2} i\left(\frac{J+1}{J(2 J-1)(2 J+3)}\right)^{1 / 2}\left(\frac{3 J-4(J+1) \eta^{2}}{\eta}\right)\end{array}\right]$,
where $\eta=\frac{3}{2}, \frac{1}{2},-\frac{1}{2},-\frac{3}{2}$, and $N_{\eta}$ is the normalization constant. Explicitly,

$$
C\left(\frac{3}{2}\right)=\frac{1}{4}\left[\begin{array}{c}
\sqrt{\frac{2 J-1}{J+1}} \\
i \sqrt{\frac{3(2 J-1)}{J}} \\
-i \sqrt{\frac{3(2 J+3)}{J+1}} \\
-i \sqrt{\frac{2 J+3}{J}}
\end{array}\right], \quad C\left(\frac{1}{2}\right)=\left[\begin{array}{c}
\sqrt{\frac{3(2 J+3)}{J+1}} \\
i \sqrt{\frac{2 J+3}{J}} \\
\sqrt{\frac{2 J-1}{J+1}} \\
i \sqrt{\frac{3(2 J-1)}{J}}
\end{array}\right],
$$

for $J<s$, i.e., $J=\frac{1}{2}$,
$C(\eta)=\frac{1}{\sqrt{2}}\left[\begin{array}{c}-2 i \eta \\ 1\end{array}\right], \quad \eta= \pm \frac{1}{2}$.
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# Modified WKB Approximation Applied to the Solution of the Repulsive Singular Potential 

Pao Lu and Sheldon S. Wald<br>Department of Physics, Arizona State University, Tempe, Arizona 85281<br>(Received 13 December 1971; Revised Manuscript Received 5 January 1972)<br>The conventional WKB method for phase shift calculations is known to fail for singular repulsive potentials at small incident energies. We show in this paper that the modified WKB method due to Miller and Good can be used instead and that it gives better agreement with the exact results of the scattering phase shifts at small incident energies and in the small coupling constant limit, as more terms in $\hbar^{2}$ are included.

## 1. INTRODUCTION

An excellent account of various approximation methods on singular potentials was recently published in a review article by Frank, Land, and Spector. ${ }^{1}$ We see that the conventional WKB method for phase-shift calculations fails badly at low energies, while it gives very accurate results at high energies. In this paper we show that if use is made of the modified WKB method as given by Miller and Good ${ }^{2}$ and later extended to include higher order terms in $\hbar^{2,3,4}$ we can obtain a very interesting result, namely that the modified WKB method can be shown to be valid in regions where the conventional WKB method fails.

In Ref. 2 it is indicated that the conventional WKB method is a special case of the modified method. We will mention this in the beginning of the next section. We feel, therefore, sure that this modified method also applies wherever the conventional method is valid.

In what follows we choose to illustrate the problem by a repulsive $r^{-4}$ potential and comparisons are made with the exact results ${ }^{5}$ at the small energy and small coupling constant limit in order to verify the accuracy of the modified WKB approximation in the regions where the ordinary WKB approximation fails. We are not necessarily confining ourselves with such a potential, nor do we intend to produce better results than the existing ones as discussed in Ref.1. The reason why we choose the $r^{-4}$ potential is mainly due to the availability of the exact results to compare with. Here the modification on the WKB method is our main concern. If we want to obtain better results, we will have to go to higher order expansion terms than $\hbar^{2}$. This is not attempted here. Even to the order $h^{2}$, we believe that the corresponding wavefunction which will be in closed form is more useful than some of the methods given in Ref. 1. However, we are not discussing any of these problems here. What we want to do here is to demonstrate the method and use the known exact $r^{-4}$ potential scattering results as a guidance. We will see that the phase shifts of the modified WKB method are improved if the next high order terms in $\hbar^{2}$ are included.
In this investigation, we have focused our attention to the repulsive potential because it has one turning point. We choose our solved part with a single turning point also. This will appear again in the appropriate place. We are concentrating our efforts to the $L \neq 0$ cases. This is because the modified WKB method used is more accurate as $L$ becomes large. Furthermore, the $L=0$ case can be solved by other methods, like the variation method etc., where the solution will give a better approximation.

For reason of simplicity, we set $m=c=1$. As we have been doing previously we will consider the
eigenvalue of angular momentum $[l(l+1)]^{1 / 2} \hbar$, as the zeroth order in $\hbar$, for we think that it has a physical magnitude as energy or distance. Furthermore, we let $E \equiv \frac{1}{2} \hbar^{2} K^{2}$ keeping in our mind that energy is of zeroth order in $\hbar$.

## 2. FORMULATION OF THE PROBLEM

The Schrödinger equation that we are going to solve is of the form

$$
\begin{equation*}
\frac{d^{2} \psi}{d r^{2}}+\left(\frac{p_{1}^{2}(r)}{\hbar^{2}}\right) \psi=0, \tag{1}
\end{equation*}
$$

where in our case, $p_{1}^{2}(r)=2 E-\left[l(l+1) / r^{2}\right] \hbar^{2}-$
$2\left(g^{2} / r^{4}\right)$. Here we are only considering the repulsive potential, so that $g^{2}>0$. The Schrödinger equation that is used to approximate Eq. (1) is

$$
\begin{equation*}
\frac{d^{2} \phi}{d S^{2}}+\frac{p_{2}^{2}}{\hbar^{2}} \phi=0 \tag{2}
\end{equation*}
$$

with $p_{2}^{2}(S)=2 E-\left[l(l+1) / S^{2}\right] \hbar^{2}$. Here we remember that if $p_{2}^{2}(S)=1$, we reduce to the conventional WKB method. ${ }^{2}$ The reason why we are only able to consider the repulsive potential is due to the limitation of the method employed. In the case of $p_{2}^{2}=0$, there will be one turning point $S_{1}=[l(l+1)]^{1 / 2} / K$ and in the corresponding case $p_{1}^{2}=0$, there will be one turning point $r_{1}$ also. This relation of one-to-one correspondence is important. As derived before ${ }^{3}$ we have

$$
\begin{align*}
\int_{r_{1}}^{r} p_{1} d r+\frac{\hbar^{2}}{8} & \oint\left(\frac{3 p_{1}^{\prime}{ }^{2}}{p_{2}^{3}}-\frac{2 p_{1}^{\prime \prime}}{p_{2}^{2}}\right) d r \\
& =\int_{S_{1}}^{S} p_{2} d S+\frac{\hbar^{2}}{8} \oint\left(\frac{3 p_{2}^{\prime 2}}{p_{2}^{3}}-\frac{2 p_{2}^{\prime \prime}}{p_{2}^{2}}\right) d S, \tag{3}
\end{align*}
$$

where as discussed previously, the contour integrals are each evaluated around the turning point $S_{1}$ or $r_{1}$ to the left and with infinity to the right.
If we successively use the integration by parts,

$$
\begin{equation*}
\int_{\infty-i \epsilon}^{\infty+i \epsilon} u d v=\left.u v\right|_{\infty-i \epsilon} ^{\infty+i \epsilon}-\int_{\infty-i \epsilon}^{\infty+i \epsilon} v d u, \tag{4}
\end{equation*}
$$

we can get rid of the appearances of divergence in Eq. (3) which then yields the following formula:

$$
\begin{align*}
& \int_{r_{1}}^{r} p_{1} d r+\frac{\hbar^{2}}{24}\left(\int_{r_{1}}^{r} \frac{t_{1}^{\prime \prime 2}}{t_{1}^{1 / 2} t_{1}^{\prime 2}} d r-\int_{r_{1}}^{r} \frac{t_{1}^{\prime \prime \prime}}{t_{1}^{\prime 2} t_{1}^{\prime}} d r\right) \\
& \int_{S_{1}}^{s} p_{2} d S+\frac{\hbar^{2}}{24}\left(\int_{s_{1}}^{s} \frac{t_{2}^{\prime \prime 2}}{t_{2}^{\prime \prime 2} t_{2}^{\prime 2}} d S-\int_{S_{1}}^{s} \frac{t_{2}^{\prime \prime \prime}}{t_{2}^{\prime 2} t_{2}^{\prime}} d S\right) \tag{5}
\end{align*}
$$

with the following definitions for $t_{1}=p_{1}^{2}, t_{2}=p_{2}^{2}$ and the upper limit $r$ and $S$ which will eventually be set to be infinity later. Remember in Eq. (5) written above, we do not have any divergence in the second
order terms any more. Then we have, the phase shift formula,

$$
\begin{equation*}
\delta_{r}=\delta_{S}+\lim _{r \rightarrow \infty} K(S-r) \tag{6}
\end{equation*}
$$

where $\delta_{S}=0$ because the right-hand side of Eq. (3) is chosen to be that of a three-dimensional free particle.

## 3. CALCULATIONS TO THE ZEROTH ORDER OF $\hbar^{2}$

The formula that will give us the phase shifts needed to $\hbar^{\circ}$ is, simply the zeroth order of $\hbar^{2}$ in (5) which yields

$$
\begin{equation*}
\int_{r_{1}}^{r} p_{1} d r=\int_{S_{1}}^{S} p_{2} d S \tag{7}
\end{equation*}
$$

There is no difficulty in evaluating the right-hand side of Eq. (7) so that

$$
\begin{align*}
\int_{S_{1}}^{S} p_{2}(S) d S=\int_{S_{1}}^{S} \frac{d S}{S} & {\left[\hbar^{2} K^{2} S^{2}-l(l+1) \hbar^{2}\right]^{1 / 2} } \\
& =\hbar K\left\{S-[l(l+1)]^{1 / 2} \pi /(2 K)\right\} \tag{8}
\end{align*}
$$

while the left-hand side is

$$
\begin{align*}
\int_{r_{1}}^{r} p_{1}(r) d r= & \int_{r_{1}}^{r} \frac{d r}{r^{2}}\left[\hbar^{2} K^{2} r^{4}-l(l+1) \hbar^{2} r^{2}-2 g^{2}\right]^{1 / 2} \\
= & \hbar K\left[r-2\left(r_{1}^{2}+r_{2}^{2}\right)^{1 / 2} E\left(\frac{1}{2} \pi, k\right)\right. \\
& \left.+\left(r_{1}^{2}+r_{2}^{2}\right)^{1 / 2} F\left(\frac{1}{2} \pi, k\right)\right] \tag{9}
\end{align*}
$$

with

$$
\begin{aligned}
& r_{1}^{2}=\left(1 / 2 K^{2}\right)\left(l(l+1)+\left\{[l(l+1)]^{2}+8 g^{2} K^{2} / \hbar^{2}\right\}^{1 / 2}\right) \\
& r_{2}^{2}=\left(-1 / 2 K^{2}\right)\left(l(l+1)-\left\{[l(l+1)]^{2}+8 g^{2} K^{2} / \hbar^{2}\right\}^{1 / 2}\right) \\
& k^{2}=r_{2}^{2} /\left(r_{1}^{2}+r_{2}^{2}\right), \\
& \text { and } F\left(\frac{1}{2} \pi, k\right), E\left(\frac{1}{2} \pi, k\right) \text { or } F, E \text { being the complete ellip- } \\
& \text { tic integrals of the first and the second kind, res- } \\
& \text { pectively. }
\end{aligned}
$$

## 4. CALCULATIONS TO THE FIRST ORDER OF $\hbar^{2}$

It becomes a little more complicated to describe the higher order terms. Taking the first order of $\hbar^{2}$ in (5) for the $S$-side yields

$$
\begin{align*}
\lim _{S \rightarrow \infty} & \left\{\frac{\hbar^{2}}{24}\left[\int_{S_{1}}^{S}\left(\frac{t_{2}^{\prime \prime 2}}{\left(t_{2}^{1 / 2} t_{2}^{\prime 2}\right)}\right) d S-\int_{S_{1}}^{S}\left(\frac{\dot{t}_{2}^{\prime \prime \prime}}{\left(t_{2}^{1 / 2} t_{2}^{\prime}\right)}\right) d S\right]\right\} \\
& =\hbar[l(l+1)]^{1 / 2 \frac{1}{2} \pi}+\hbar\left\{1 /[l(l+1)]^{1 / 2}\right\} \frac{1}{16} \pi \tag{10}
\end{align*}
$$

While, the $r$-side can be expressed as

$$
\begin{align*}
& \lim _{r \rightarrow \infty}\left\{\frac{\hbar^{2}}{24}\left[\int_{r_{1}}^{r}\left(\frac{t_{1}^{\prime \prime 2}}{\left(t_{1}^{1 / 2} t_{1}^{\prime 2}\right)}\right) d r-\int_{r_{1}}^{r}\left(\frac{t_{1}^{\prime \prime \prime}}{\left(t_{1}^{\prime 2} t_{1}^{\prime}\right)}\right) d r\right]\right\} \\
&=-\hbar F /\left[8 K\left(r_{1}^{2}+r_{2}^{2}\right)^{1 / 2}\right] \\
&-\hbar r_{3}^{2}\left(F-J_{1}\right) /\left[4 K\left(r_{3}^{2}-r_{2}^{2}\right)\left(r_{1}^{2}+r_{2}^{2}\right)^{1 / 2}\right] \\
&+8 g^{4}\left(F+J_{2}-2 J_{1}\right) /\left\{3 \hbar 3 K[l(l+1)]^{2}\right. \\
&\left.\times\left(r_{1}^{2}+r_{2}^{2}\right)^{1 / 2}\left(r_{3}^{2}-r_{2}^{2}\right)^{2}\right\} \tag{11}
\end{align*}
$$

with the following definitions:

$$
\begin{align*}
& r_{3}^{2}=8 g^{2} /\left[2 l(l+1) \hbar^{2}\right]  \tag{12a}\\
& J_{1}=\int_{0}^{F} \frac{d u}{1-\alpha^{2} \operatorname{sn}^{2} u} \tag{12b}
\end{align*}
$$

$$
\begin{equation*}
J_{2}=\int_{0}^{F} \frac{d u}{\left(1-\alpha^{2} \operatorname{sn}^{2} u\right)^{2}} \tag{12c}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha^{2}=\left(r_{2}^{2}-r_{3}^{2}\right) /\left(r_{1}^{2}+r_{2}^{2}\right) \tag{12d}
\end{equation*}
$$

Here we use the rotation and formulas from the handbook written by Byrd and Friedman. 6 The only deviation from this handbook is that here we have previously specified the symbol $K$ as given by $K=(2 m E)^{1 / 2} \hbar$, where energy is always in terms of $K$. So we prefer to use $F\left(\frac{1}{2} \pi, k^{2}\right)$ and $E\left(\frac{1}{2} \pi, k^{2}\right)$ or just $F$ and $E$ to denote the complete elliptic integrals of the first and the second kind, respectively. In so doing, we have

$$
\begin{align*}
& J_{1}=\frac{k^{2} F}{k^{2}-\alpha^{2}}-\frac{\pi \alpha^{2} \Lambda_{0}(\psi, k)}{2\left[\alpha^{2}\left(1-\alpha^{2}\right)\left(\alpha^{2}-k^{2}\right)\right]^{1 / 2}},  \tag{13}\\
& J_{2}= \frac{1}{2\left(\alpha^{2}-1\right)\left(k^{2}-\alpha^{2}\right)}\left(\alpha^{2} E+\frac{2 k^{4} \alpha^{2}-2 k^{2}+\alpha^{4} k^{\prime 2}}{k^{2}-\alpha^{2}} F\right. \\
&\left.-\frac{\pi\left(2 \alpha^{2} k^{2}+2 \alpha^{2}-\alpha^{4}-3 k^{2}\right) \alpha^{2} \Lambda_{0}(\psi, k)}{2\left[\alpha^{2}\left(1-\alpha^{2}\right)\left(\alpha^{2}-k^{2}\right)\right]^{1 / 2}}\right) \tag{14}
\end{align*}
$$

and

$$
\psi=\sin ^{-1}\left(\frac{\alpha^{2}}{\alpha^{2}-k^{2}}\right)^{1 / 2}, \quad k^{\prime 2}=1-k^{2}
$$

where $\Lambda_{0}(\psi, k)$ is called Heuman's lambda function and it is tabulated in Byrd and Friedman. As in our case $0<-\alpha^{2}<\infty$, we have

$$
\begin{align*}
\Lambda_{0}\left(\psi, k^{\prime}\right)= & \frac{2}{\pi}\left[E\left(\frac{1}{2} \pi, k\right) F\left(\psi, k^{\prime}\right)+F\left(\frac{1}{2} \pi, k\right) E\left(\psi, k^{\prime}\right)\right. \\
& \left.-F\left(\frac{1}{2} \pi, k\right) F\left(\psi, k^{\prime}\right)\right] \tag{15}
\end{align*}
$$

where $F\left(\psi, k^{\prime}\right)$ and $E\left(\psi, k^{\prime}\right)$ are elliptic integrals with argument $\psi$. And they are no longer complete integrals.
Equation (6) together with Eqs. (8) and (9) give us the phase shifts to the zeroth order of $\hbar^{2}$. With the addition of Eq. (10) to Eq. (8) and Eq. (11) to Eq. (9) we obtain the phase shifts to the first order of $\hbar^{2}$. Here we ' see that these phase shifts are true for all energies.

## 5. PHASE SHIFT AT THE SMALL $q$ LIMIT

As a check on the formulas previously, we now consider the results that are given by exact solution, namely the Mathieus function. However, we see that the solutions to the Mathieu equation are only given in series form. Recently Coombs and Lin ${ }^{4}$ gave the solution in the small energy and small coupling constant limit. By defining $q=K q(2)^{1 / 2}$ we have, from their Eq. (3),

$$
\begin{align*}
\sigma_{S}=\frac{q^{2}}{K}\left[(1-q)^{2}+\pi^{2} q^{2}\left(\sum_{l=0}^{\infty}\right.\right. & {[(2 l+3)(2 l+1)]^{-1} } \\
\times & \left.\left.\left.P_{l}(\cos \theta)\right)\right)^{2}+\cdots\right] \tag{16}
\end{align*}
$$

where we have changed from the attractive case to the repulsive case by defining a correct $q$ as was done above.

Comparing this with the following well-known equations

$$
\begin{equation*}
f(\theta)=\sum_{l=0}^{\infty} \frac{2 l+1}{2 i K}\left(e^{i 2 \delta l}-1\right) P_{l}(\cos \theta) \tag{17a}
\end{equation*}
$$

TABLE I. The exact phase shifts are $\alpha_{1}=K^{2} g^{2} 2 \pi S_{1}$, phase shifts to the zeroth order in $\hbar^{2}$ are $\delta_{l}^{(0)}=K^{2} g^{2} 2 \pi S_{2}$, and phase shifts to the first order in $\hbar^{2}$ are $\delta_{i}^{(1)}=K^{2} g^{2} 2 \pi S_{3}$.

| $l$ | $S_{1}=$ | $S_{2}=$ | $S_{3}=$ |
| :--- | :--- | :--- | :--- |
|  | $\frac{1}{(2 l+1)(2 l-1)(2 l+3)}$ | $\frac{1}{8[l(l+1)]^{3 / 2}}$ | $S_{2} \cdot\left(1+\frac{5}{8 l(l+1)}\right)$ |
| 1 | 0.066667 | 0.044194 | 0.058005 |
| 2 | 0.009524 | 0.008505 | 0.009391 |
| 3 | 0.003175 | 0.003007 | 0.003164 |
| 4 | 0.001443 | 0.001398 | 0.001441 |
| 5 | 0.000777 | 0.000761 | 0.000777 |

$$
\begin{equation*}
\sigma_{s}=|f(\theta)|^{2} \tag{17b}
\end{equation*}
$$

we obtain, for $l \geq 1$, the following expression for the phase shifts in the small $q$ limit

$$
\begin{equation*}
\delta_{l}=2 \pi K^{2} g^{2} /[(2 l+1)(2 l-1)(2 l+3)], \tag{18}
\end{equation*}
$$

where we keep only terms in $q^{2}$ by omitting the higher powers. By comparison with the exact result at its small energy limit, we can determine how good the WKB approximation is by simply expanding the WKB results to the small limit. So that, to the zeroth in $\hbar^{2}$, we have, for $l \geq 1$,

$$
\begin{equation*}
\delta_{l}^{(o)}=K(r-S)=\frac{K^{2} g^{2}}{[l(l+1)]^{3 / 2}} \frac{\pi}{4}, \tag{19}
\end{equation*}
$$

which was obtained by keeping only terms to $q^{2}=$ $2 K^{2} g^{2}$, such that
$F\left(\frac{1}{2} \pi, k^{2}\right)=\frac{1}{2} \pi\left(1+\frac{1}{4} k^{2}+\cdots\right)$,

$$
\begin{equation*}
E\left(\frac{1}{2} \pi, k^{2}\right)=\frac{1}{2} \pi\left(1-\frac{1}{4} k^{2}+\cdots\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{2}=r_{2}^{2} /\left(r_{1}^{2}+r_{2}^{2}\right)=2 g^{2} K^{2} / \hbar^{2}[l(l+1)]^{2} \tag{21}
\end{equation*}
$$

To the first order in $\hbar^{2}$, in addition to the same expansion formula as given in Eqs. (20), (21), and (22), we use the expansion formula, which is given in 906.05 of Ref. 6:

$$
J_{1}=\frac{\pi}{2} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \frac{(2 m)!(2 j)!}{4^{m 4 j}(m!)^{2}(j!)^{2}} k^{2 j}\left(\alpha^{2}\right)^{m-j} .
$$

Now from Eq. (22) and $\alpha^{2}=-2 g^{2} K^{2} /[l(l+1)]^{2} \hbar^{2}$ to the second order in $q$, we get

$$
\begin{align*}
\delta_{l}^{(1)} & =K(r-S) \\
& =\left\{K^{2} g^{2} \pi / 4[l(l+1)]^{3 / 2}\right\}(1+5 / 8 l(l+1)) \tag{23}
\end{align*}
$$

This comparison in the small $q$ limit is shown in Table I. We see that it is agreeing in this limit. And the agreement improves as $l$ becomes larger.
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It is shown that by constructing explicit realizations of the Clebsch-Gordan decomposition for tensor products of irreducible representations of a group $G$, one can derive a wide variety of special function identities with physical interest. In this paper, the representation theory of the harmonic oscillator group is used to give elegant derivations of identities involving Hermite, Laguerre, Bessel, and hypergeometric functions.

## 1. INTRODUCTION

In two recent papers Armstrong ${ }^{1}$ and Cunningham ${ }^{2}$ have employed Lie algebraic techniques to compute some integrals which are useful in the quantum mechanical treatment of the hydrogen atom. An advantage of such techniques is that they allow one to compute desired matrix elements for a quantum mechanical system directly from the symmetry properties of the system. There is no need to appeal to special function theory for an independent derivation. Moreover, the corresponding special function identities themselves can be more simply and elegantly derived on the basis of group theoretic considerations. The identities useful in quantum mechanics tend to be exactly those which are derivable from a study of the symmetry groups of quantum mechanical systems.
In this paper we extend the single example of Armstrong and Cunningham to a general method for the
derivation of special function identities. The method is simple to describe. Let $\left\{v_{j}\right\}$ be a family of irreducible representations of the Lie algebra $G$ and suppose the tensor product $\nu_{k} \otimes \nu_{l}$ can be decomposed into a direct sum of representations

$$
\begin{equation*}
\nu_{k} \otimes \nu_{l} \cong \sum_{j} \oplus n_{j}(k, l) \nu_{j} \tag{1.1}
\end{equation*}
$$

where the multiplicity $n_{j}(k, l)$ is either one or zero. Let $\left\{h_{m}^{(j)}\right\}$ be a suitably chosen basis (which we call canonical) for the representation space of $\nu_{j}$. Then the vectors $\left\{h_{m}^{(k)} \otimes h_{n}^{(i)}\right\}$ form a basis for the representation space $V$ of $\nu_{k} \otimes \nu_{l}$. On the other hand, from expression (1.1) we see that for each $j$ such that $n_{j}(k, l) \neq 0$, we can find vectors $\left\{H_{p}^{(j)}\right\}$ which form a canonical basis for that subspace $V_{j}$ of $V$ which transforms irreducibly under $\nu_{j}$. As is well known, the vectors $\left\{H_{p}^{(j)}\right\}$ can be expressed as linear combinations of the $\left\{h_{m}^{(k)} \otimes h_{n}^{(1)}\right\}$ via the Clebsch-Gordan (CG) coefficients
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It is shown that by constructing explicit realizations of the Clebsch-Gordan decomposition for tensor products of irreducible representations of a group $G$, one can derive a wide variety of special function identities with physical interest. In this paper, the representation theory of the harmonic oscillator group is used to give elegant derivations of identities involving Hermite, Laguerre, Bessel, and hypergeometric functions.

## 1. INTRODUCTION

In two recent papers Armstrong ${ }^{1}$ and Cunningham ${ }^{2}$ have employed Lie algebraic techniques to compute some integrals which are useful in the quantum mechanical treatment of the hydrogen atom. An advantage of such techniques is that they allow one to compute desired matrix elements for a quantum mechanical system directly from the symmetry properties of the system. There is no need to appeal to special function theory for an independent derivation. Moreover, the corresponding special function identities themselves can be more simply and elegantly derived on the basis of group theoretic considerations. The identities useful in quantum mechanics tend to be exactly those which are derivable from a study of the symmetry groups of quantum mechanical systems.
In this paper we extend the single example of Armstrong and Cunningham to a general method for the
derivation of special function identities. The method is simple to describe. Let $\left\{v_{j}\right\}$ be a family of irreducible representations of the Lie algebra $G$ and suppose the tensor product $\nu_{k} \otimes \nu_{l}$ can be decomposed into a direct sum of representations

$$
\begin{equation*}
\nu_{k} \otimes \nu_{l} \cong \sum_{j} \oplus n_{j}(k, l) \nu_{j} \tag{1.1}
\end{equation*}
$$

where the multiplicity $n_{j}(k, l)$ is either one or zero. Let $\left\{h_{m}^{(j)}\right\}$ be a suitably chosen basis (which we call canonical) for the representation space of $\nu_{j}$. Then the vectors $\left\{h_{m}^{(k)} \otimes h_{n}^{(i)}\right\}$ form a basis for the representation space $V$ of $\nu_{k} \otimes \nu_{l}$. On the other hand, from expression (1.1) we see that for each $j$ such that $n_{j}(k, l) \neq 0$, we can find vectors $\left\{H_{p}^{(j)}\right\}$ which form a canonical basis for that subspace $V_{j}$ of $V$ which transforms irreducibly under $\nu_{j}$. As is well known, the vectors $\left\{H_{p}^{(j)}\right\}$ can be expressed as linear combinations of the $\left\{h_{m}^{(k)} \otimes h_{n}^{(1)}\right\}$ via the Clebsch-Gordan (CG) coefficients

$$
\begin{equation*}
H_{p}^{(j)}=\sum_{m, n} C(k, m ; l, n \mid j, p) h_{m}^{(k)} \otimes h_{n}^{(l)} \tag{1.2}
\end{equation*}
$$

Also, relations (1.2) can be inverted to express the $\left\{h_{m}^{(k)} \otimes h_{n}^{(i)}\right\}$ as linear combinations of the $\left\{H_{p}^{(j)}\right\}$. We suppose that the coefficients $C(\cdot)$ are known.
Consider a realization (model) of $\nu_{k} \otimes \nu_{l}$ such that $V$ is a function space. Then the $h_{m}^{(k)} \otimes h_{n}^{(i)}$ are functions and (1.2) shows us how to construct the functions $H_{p}^{(j)}$. If, however, we can compute the functions $H_{p}^{(j)}$ directly from our model, we can view (1.2) as an identity relating two families of functions.

Armstrong and Cunningham considered an example where $G$ was $s l(2, R),\left\{\nu_{j}\right\}$ was the discrete series of representations, and $V$ was a functional Hilbert space such that the basis vectors $h_{m}^{(k)} \otimes h_{n}^{(1)}, H_{p}^{(j)}$ were computable in terms of Laguerre polynomials. Substituting these results into (1.2) and using the known CG coefficients for the discrete series, they obtained an identity obeyed by Laguerre polynomials. (Actually these authors computed the matrix elements

$$
\begin{equation*}
\left\langle H_{p}^{(j)}, h_{m}^{(k)} \otimes h_{n}^{(l)}\right\rangle \tag{1,3}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product on $V$ but that is equivalent to a knowledge of (1.2). Rather than study (1.3) via the Wigner-Eckart theorem, we choose to examine the sums (1.2). This is because (1.2) makes sense in many cases where there is no convenient inner product space structure on $V$.)

The key to obtaining a variety of useful identities is in the construction of models of $\nu_{k} \otimes \nu_{i}$. Once a model is constructed the identity follows automatically. The author's works ${ }^{3-6}$ contain a classification of these models for many of the symmetry groups of physics, in which the representation acts via differential and difference operators. Thus, choosing appropriate models from these papers we can substitute into (1.2) and obtain a wide variety of special function identities.

In this paper we consider the Lie algebra of the harmonic oscillator group $S$, a group which arises in the study of the harmonic oscillator problem in quantum mechanics. The irreducible representations and CG coefficients for $S$ are computed in Ref. 3. In particular, some of the CG coefficients are expressible as hypergeometric functions and some as Laguerre polynomials. By choosing appropriate models we obtain identities involving Hermite, Laguerre, Bessel, and hypergeometric functions.
The identity ( 5.14 ) may be new. All results are obtained with a minimum of computation. We do not attempt to list all possible models but only a few which lead to especially interesting formulas.
In a subsequent paper we shall apply this method to the Lie algebras $s u(2)$ and $s l(2, R)$, the latter related to the hydrogen atom problem. The CG coefficients and special function identities for these algebras are considerably more complicated than those presented here.

Unless otherwise stated, all variables appearing in this paper are real.

## 2. THE HARMONIC OSCILLLATOR GROUP

We designate by $S$ the real four-parameter group of matrices

$$
g\{w, \alpha, \delta\}=\left(\begin{array}{llll}
1 & \frac{1}{2} e^{-i \alpha} \bar{w} & i \delta-\frac{1}{8} w \bar{w} & \alpha  \tag{2.1}\\
0 & e^{-i \alpha} & -\frac{1}{2} w & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

where $w=x+\dot{y} \in \mathbb{C}$ and $\alpha, \delta$ are real. The group multiplication law is

$$
\begin{array}{r}
g\{w, \alpha, \delta\} \cdot g\left\{w^{\prime}, \alpha^{\prime}, \delta^{\prime}\right\}=g\left\{w+e^{-i \alpha} w^{\prime}, \alpha+\alpha^{\prime}\right. \\
\delta+\delta^{\prime}+\frac{1}{8}\left(\bar{w} w^{\prime} e^{-i \alpha}-w \overline{w^{\prime}} e^{i \alpha}\right\} \tag{2,2}
\end{array}
$$

In particular, $g\{0,0,0\}$ is the identity and the inverse of a group element is given by

$$
\begin{equation*}
g^{-1}\{w, \alpha, \delta\}=g\left\{-e^{i \alpha} w,-\alpha, \delta\right\} \tag{2.3}
\end{equation*}
$$

As a basis for the Lie algebra $S$ of $S$ we choose the matrices $\mathfrak{g}_{1}, \mathfrak{g}_{2}, \mathfrak{g}_{3}, \mathscr{G}$ such that

$$
\begin{align*}
& g\{i y, 0,0\}=\exp y J_{1}, \quad g\{x, 0,0\}=\exp x g_{2}  \tag{2.4}\\
& g\{0, \alpha, 0\}=\exp \alpha g_{3}, \quad g\{0,0, \delta\}=\exp \delta \mathscr{S}
\end{align*}
$$

It is easy to verify that these matrices satisfy the commutation relations

$$
\begin{array}{r}
{\left[\mathfrak{J}_{1}, \mathfrak{I}_{2}\right]=\frac{1}{2} \mathfrak{G}, \quad\left[\mathfrak{J}_{3}, \mathfrak{I}_{1}\right]=\mathfrak{J}_{2}, \quad\left[\mathfrak{J}_{3}, \mathfrak{I}_{2}\right]=-\mathfrak{J}_{1}} \\
\\
{\left[\mathfrak{J}_{k}, \mathfrak{g}\right]=0, \quad k=1,2,3 .}
\end{array}
$$

where 0 is the zero matrix. For many purposes a more convenient basis is provided by the matrices

$$
\mathfrak{g}^{ \pm}=\mp \mathscr{g}_{2}+i \mathfrak{g}_{1}, \quad \mathfrak{g}^{3}=i \mathfrak{J}_{3}, \quad \mathcal{E}=-i \mathfrak{S}
$$

in the complexification of $\mathcal{S}$. Here,

$$
\begin{gather*}
{\left[\mathfrak{g}^{3}, \mathfrak{g}^{ \pm}\right]= \pm \mathfrak{g}^{ \pm}, \quad\left[\mathfrak{g}^{+}, \mathfrak{g}^{-}\right]=-\mathscr{E}}  \tag{2.6}\\
{\left[\mathcal{E}, \mathfrak{g}^{ \pm}\right]=\left[\mathscr{E}, \mathfrak{g}^{3}\right]=0}
\end{gather*}
$$

The unitary irreducible representations of $S$ were determined in Refs. 3 and 7. We list the results as given in Ref. 3. (In this reference, representations of the factor group $S / D$ are computed where $D$ is the cyclic group generated by $\exp 2 \pi g_{3}$. However, the modification of these results to compute representations of $S$ is trivial.)
There are four classes of unitary irreducible representations. The first class consists of one-dimensional representations and is of no concern to us. The second class consists of representations $(\lambda, l)$ where both $\lambda$ and $l>0$ are real numbers. Each $(\lambda, l)$ can be defined on a Hilbert space $\mathfrak{H}$ with ON basis $\left\{h_{n}: n=0,1,2, \cdots\right\}$. Indeed, the defining relations are

$$
\begin{align*}
J^{3} h_{n} & =(n-\lambda) h_{n}, \quad E h_{n}=l h_{n} \\
J^{+} h_{n} & =[l(n+1)]^{1 / 2} h_{n+1}, \quad J^{-} h_{n}=(l n)^{1 / 2} h_{n-1}  \tag{2.7}\\
n & =0,1,2, \ldots
\end{align*}
$$

where $J^{ \pm}, J^{3}, E$ are the linear operators on $\mathcal{C}$ corresponding to $\mathfrak{J}^{ \pm}, \mathfrak{J}^{3}, E$ in the Lie algebra represen-
tation induced by $(\lambda, l)$. The unitary operators $\mathbf{U}(g)$ which define the representation on $\mathcal{H C}$ have matrix elements:

$$
\begin{align*}
\mathrm{U}_{n, m}(g)= & \left\langle h_{n}, \mathrm{U}(g) h_{m}\right\rangle=\exp [i \alpha(\lambda-m)+i l \delta \\
& +i(n-m) 0] \exp \left(-\frac{l r^{2}}{2}\right)\left(\frac{n!}{m!}\right)^{1 / 2} \\
& \times\left(r l^{1 / 2}\right)^{m-n} L_{n}^{(m-n)}\left(l r^{2}\right) \tag{2.8}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product on $\mathfrak{H}$ and $L_{n}^{(m)}(x)$ is an associated Laguerre polynomial (See Ref. 8, Vol. II). We have introduced polar coordinates $r e^{i 0}=\frac{1}{2} w$.

The third class consists of representations $(\lambda,-l)$ where again $l>0$ and $\lambda$ are real numbers. The representations are defined on the same Hilbert space $\mathscr{H}$, but the defining relations are now

$$
\begin{align*}
J^{3} h_{n} & =(-\lambda-n-1) h_{n}, \quad E h_{n}=-l h_{n} \\
J^{+} h_{n} & =(l n)^{1 / 2} h_{n-1}, \quad J-h_{n}=[l(n+1)]^{1 / 2} h_{n+1}  \tag{2.9}\\
n & =0,1,2, \cdots .
\end{align*}
$$

The matrix elements are

$$
\begin{align*}
V_{n, m}(g)= & \left\langle h_{n}, \mathbf{V}(g) h_{m}\right\rangle=\exp [i \alpha(\lambda+m+1) \\
& -i l \delta+i(m-n) \theta] \quad \exp \left(-\frac{1}{2} l r^{2}\right) \\
& \times(n!/ m!)^{1 / 2}(-l 1 / 2 \gamma)^{m^{-n} L_{n}^{(m-n)}\left(l r^{2}\right)} \tag{2.10}
\end{align*}
$$

where $2 r e^{i 0}=w$.
The fourth class contains representations of the form $[\rho, s]$ where $\rho^{2}>0$ and $s$ are real numbers with $0 \leqslant$ $s<1$. There is an equivalence $[\rho, s] \cong[-\rho, s]$, but all other pairs of representations are inequivalent. Each $[\rho, s]$ can be defined on a Hilbert space $\mathcal{K}$ with ON basis $\left\{k_{m}: m=0, \pm 1, \pm 2, \cdots\right\}$. The defining relations are

$$
\begin{align*}
J^{3} k_{m} & =(m+s) k_{m i}, \quad E k_{m}=0 \\
J^{+} k_{m} & =\rho k_{m+1}, \quad J-k_{m}=\rho k_{m-1}  \tag{2.11}\\
m & =0, \pm 1, \pm 2, \ldots
\end{align*}
$$

and the matrix elements are given by

$$
\begin{align*}
W_{n, m}(g) & =\left\langle k_{n}, \mathbf{W}(g) k_{m}\right\rangle \\
& =(-i)^{n-m} e^{i[(m-n) \theta+(m+s) \alpha]} J_{n-m}(\rho r) \tag{2.12}
\end{align*}
$$

where $g=g\left\{2 r e^{i \theta}, \alpha, \delta\right\}$ and $J_{n}(x)$ is a Bessel function (Ref. 8, Vol. II).
Of special interest to us will be the Clebsch-Gordan series for the decomposition of a tensor product of two irreducible representations of $S$ into a direct sum of such representations. Again we quote the results from Ref.3. First we have the decomposition

$$
\begin{equation*}
(\lambda, l) \otimes\left(\lambda^{\prime}, l^{\prime}\right) \cong \sum_{a=0}^{\infty} \oplus\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right) \tag{2.13}
\end{equation*}
$$

A natural basis for the Hilbert space $\mathcal{F C} \otimes \mathbb{K}^{\prime}$ corres ponding to the left-hand side of this expression is given by $\left\{h_{n, p}=h_{n} \otimes h_{p}^{\prime}: n, p=0,1,2, \cdots\right\}$, while a canonical basis for the subspace transforming according to $\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)$ is denoted $\left\{h_{m}^{\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)}\right.$ : $m=0,1, \cdots\}$. The CG coefficients relating these bases are

$$
\begin{equation*}
K\left[l, n ; l^{\prime}, p \mid a, m\right]=\left\langle h_{n, p}, h_{m}^{\left.\left(\lambda+\lambda^{\prime}-a, l^{\prime}+l^{\prime}\right)\right\rangle^{\prime}}\right. \tag{2.14}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle^{\prime}$ is the inner product on $\mathscr{H} \otimes \mathcal{F}^{\prime}$.
Explicitly,

$$
\begin{align*}
& \exp \left(\frac{l^{1 / 2}(z u+x v)+l^{1 / 2}(w u-z v)}{\left(l+l^{\prime}\right)^{1 / 2}}\right) \\
& \quad=\sum_{a, m, n, p=0}^{\infty} K\left[l, n ; l^{\prime}, p \mid a, m\right] \frac{z^{a} w^{m} v^{n} u p}{(a!m!n!p!)^{1 / 2}} \tag{2.15}
\end{align*}
$$

It follows that these coefficients are zero unless $a+m=n+p$. Furthermore,

$$
\begin{align*}
& K\left[l, n ; l^{\prime}, a+m-n \mid a, m\right]=(-1)^{m-n} \\
& \quad \times\left(\frac{a!\left(l^{\prime} / l\right)^{n-m} n!}{m!(a+m-n)!\left(1+l^{\prime} / l\right)^{a+m}}\right)^{1 / 2} \\
& \quad \times \frac{F\left(-m, n-a-m ; n-m+1 ;-l^{\prime} / l\right)}{\Gamma(n-m+1)} \tag{2.16}
\end{align*}
$$

where $F(\alpha, \beta ; \gamma ; z)$ is the hypergeometric function and $\Gamma(z)$ is the gamma function (Ref. 8, Vol. I). In Ref. 3, several identities are derived for these coefficients based on relations (2.14) and (2.15).

The CG coefficients for the decomposition
$(\lambda,-l) \otimes\left(\lambda^{\prime},-l^{\prime}\right) \cong \sum_{a=0}^{\infty} \oplus\left(\lambda+\lambda^{\prime}+a+1,-l-l^{\prime}\right)$
are given by

$$
\begin{equation*}
\left\langle h_{n, p}, h_{m}^{\left(\lambda+\lambda^{\prime}+a+1,-l-l^{\prime}\right\rangle^{\prime}}=K\left[l, n ; l^{\prime}, p \mid a, m\right]\right. \tag{2,18}
\end{equation*}
$$

identical with (2.14).
If $l>l^{\prime}>0$, we have
$(\lambda, l) \otimes\left(\lambda^{\prime},-l^{\prime}\right) \cong \sum_{a=0}^{\infty} \oplus\left(\lambda+\lambda^{\prime}+a+1, l-l^{\prime}\right)$
with CG coefficients

$$
\begin{equation*}
\left\langle h_{n, j} h_{m}^{\left(\lambda+\lambda^{\prime}+\alpha+1, l-l^{\prime}\right)}\right\rangle^{\prime}=G\left[l, n ; l^{\prime}, j \mid a, m\right] . \tag{2.20}
\end{equation*}
$$

Here,
$G\left[l, n ; l^{\prime}, j \mid a, m\right]=\left(1-l^{\prime} / l\right)^{1 / 2} K\left[l-l^{\prime}, n ; l^{\prime}, a \mid j, m\right]$.
(2.21)

The representation $[\rho, s] \otimes(\lambda, l)$ can be defined on the Hilbert space $\mathcal{K} \otimes \mathscr{K}$. The Clebsch-Gordan series is

$$
\begin{equation*}
[\rho, s] \otimes(\lambda, l) \cong \sum_{a=-\infty}^{\infty} \oplus(\lambda-s+a, l) \tag{2.22}
\end{equation*}
$$

and the CG coefficients are

$$
\begin{equation*}
\left\langle k_{n} \otimes h_{j}, h_{m}^{(\lambda-s+a, l)\rangle^{\prime}}=E\left(n, j ; a, m ; \rho^{2} / l\right)\right. \tag{2.23}
\end{equation*}
$$

where $\left\{h_{m}^{(\lambda-s+a, l)} ; m=0,1,2, \cdots\right\}$ is a canonical basis for $(\lambda-s+a, l)$ and $\langle\cdot, \cdot\rangle^{\prime}$ is the inner product on $\mathfrak{K} \otimes \mathfrak{K}$. These coefficients are zero unless $m-a=n+j$, in which case

$$
\begin{aligned}
& E\left(n, j ; a, m ; \rho^{2} / l\right)=E\left(n+a, j ; o, m ; \rho^{2} / l\right) \\
& \quad=E\left(m-j, j ; o, m ; \rho^{2} / l\right) \\
& \quad=(j!/ m!)^{1 / 2} \exp \left(-\rho^{2} / 2 l\right)\left(\rho / l^{1 / 2}\right)^{m-j} L_{j}^{(m-j)}\left(\rho^{2} / l\right)
\end{aligned}
$$

The CG coefficients for the decomposition

$$
\begin{equation*}
[\rho, s] \otimes(\lambda,-l) \cong \sum_{a=-\infty}^{\infty} \oplus(\lambda-s+a,-l) \tag{2.25}
\end{equation*}
$$

are essentially identical to (2.23) so we omit them. Finally, the representations $(\lambda, l) \otimes\left(\lambda^{\prime},-l\right)$ and $[\rho, s] \otimes\left[\rho^{\prime}, s^{\prime}\right]$ have direct integral rather than direct sum decompositions and we will not consider them here.

It follows immediately from their definitions that the CG coefficients satisfy unitarity relations. For example, from (2,14) we have

$$
\begin{align*}
& \sum_{a, m=0}^{\infty} K\left[l, n_{1} ; l^{\prime}, p_{1} \mid a, m\right] K\left[l, n_{2} ; l^{\prime}, p_{2} \mid a, m\right] \\
& \quad=\delta_{n_{1} n_{2}} \delta_{p_{1} p_{2}},  \tag{2.26}\\
& \sum_{n, p=0}^{\infty} K\left[l, n ; l^{\prime}, p \mid a_{1}, m_{1}\right] K\left[l, n ; l^{\prime}, p \mid a_{2}, m_{2}\right] \\
& \quad=\delta_{a_{1} a_{2}} \delta_{m_{1} m_{2}} .
\end{align*}
$$

(Note that these coefficients are all real.) Similar relations hold for the other CG coefficients.

## 3. IDENTITIES FOR THE MATRDX ELEMENTS OFS

As our first application of the preceding results we consider models of the representation $(\lambda, l) \otimes\left(\lambda^{\prime}, l^{\prime}\right)$ in terms of functions on the group $S$. Let $\mathcal{F}$ be the space of all functions $f(g), g \in S$, defined on $S$. The operators $\mathbf{P}(g)$,

$$
\begin{equation*}
[\mathbf{P}(g) f]\left(g^{\prime}\right)=f\left(g^{\prime} g\right), \quad g, g^{\prime} \in S \tag{3.1}
\end{equation*}
$$

letermine a representation of $S$ on $\mathcal{F}$, the left regular representation. Let $U_{b, n}^{(\lambda, l)}(g)$ be the matrix element (2.8) corresponding to ( $\lambda, l$ ) and (for fixed $b$ ) define functions $h_{n}(g)=U_{b, n}^{(\lambda, l)}(g), n=0,1,2, \ldots$, in $\mathcal{F}$. Then
$\left[\mathbf{P}(g) h_{n}\right]\left(g^{\prime}\right)=U_{b, n}^{(\lambda, l)}\left(g^{\prime} g\right)=\sum_{j=0}^{\infty} U_{j, h}^{(\lambda, l)}(g) h_{j}\left(g^{\prime}\right)$
so that the $\left\{h_{n}\left(g^{\prime}\right)\right\}$ form an ON basis for a Hilbert subspace of $\mathfrak{F}$ which transforms according to the irreducible representation $(\lambda, l)$. The last equality in (3.2) follows from the group multiplication property
$U_{b, n}^{(\lambda, l)}\left(g^{\prime} g\right)=\sum_{j=0}^{\infty} U_{b, j}^{(\lambda, l)}\left(g^{\prime}\right) U_{j, n}^{(\lambda, l)}(g), \quad g, g^{\prime} \in S$,
of the matrix elements.
It follows that (for fixed $b, c$ ) the functions

$$
\begin{equation*}
h_{n, p}\left(g, g^{\prime}\right)=U_{b, n}^{(\lambda, l)}(g) U_{c, p}^{\left(\lambda^{\prime}, l^{\prime}\right)}\left(g^{\prime}\right), \quad n, p=0,1,2, \ldots, \tag{3.4}
\end{equation*}
$$

on the group $S \times S$ form a natural basis for the representation $(\lambda, l) \otimes\left(\lambda^{\prime}, l^{\prime}\right)$ under the left regular representation. Using (2.13) and (2.14), we see that the functions

$$
\begin{align*}
& h_{m}^{\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)}\left(g, g^{\prime}\right)=\sum_{n, p=0}^{\infty} K\left[l, n ; l^{\prime}, p \mid a, m\right] \\
& \quad \times U_{b . n}^{(\lambda, l)}(g) U_{c, p}^{\left(\lambda^{\prime}, l^{\prime}\right)}\left(g^{\prime}\right), \quad m=0,1,2, \cdots \tag{3.5}
\end{align*}
$$

form a canonical basis for a model of $\left(\lambda+\lambda^{\prime}-a\right.$, $l+l^{\prime}$ ). (Note that $K[\cdot]$ is zero unless $n+p=a+m$.)
We shall obtain an identity for the matrix elements by computing the functions $h_{m}^{\left(\lambda+\lambda^{\prime}-a, l_{\left(g, l^{\prime}\right)}^{\prime}\right)} \equiv h_{m}^{a}\left(g, g^{\prime}\right)$ in an alternate manner. This computation makes use of the obvious properties:
$h_{m}^{a}\left(h h^{\prime}, k h^{\prime}\right)=\sum_{j=0}^{\infty} U_{j, m}^{\left(\lambda+\lambda^{\prime}-a, l^{\prime}+l^{\prime}\right)}\left(h^{\prime}\right) h_{j}^{a}(h, k) \quad h, h^{\prime}, k \in S$,
and

$$
\begin{equation*}
U_{n}^{(\lambda, l)}(e)=\delta_{n, m}, \tag{3.7}
\end{equation*}
$$

where $e$ is the identity element of $S$. Setting $g^{\prime}=e$ in (3.5), we find

$$
h_{m}^{a}(g, e)=K\left[l, a+m-c ; l^{\prime}, c \mid a, m\right] U_{b, a+m-c}^{(\lambda, b)}(g)
$$

Substituting this result in (3.6) with $k=e, h^{\prime}=g^{\prime}$, $h=g\left(g^{\prime}\right)^{-1}$, we obtain

$$
\begin{align*}
h_{m}^{\alpha}\left(g, g^{\prime}\right)= & \sum_{j=0}^{\infty} K\left[l, a+j-c ; l^{\prime}, c \mid a, j\right] \\
& \times U_{j, m}^{\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)}\left(g^{\prime}\right) U_{b, a+j-c}^{(\lambda,)}\left(g\left(g^{\prime}\right)^{-1}\right) \tag{3.8}
\end{align*}
$$

The desired identity follows from a comparison of (3.5) and (3.8). In particular, if $g=g^{\prime}$, we find the familiar identity:

$$
\begin{align*}
& \sum_{n, p} K\left[l, n ; l^{\prime}, p \mid a, m\right] U_{b, n}^{(\lambda, b)}(g) U_{c, p}^{\left(\lambda^{\prime} \cdot l^{\prime}\right)}(g) \\
& \quad=K\left[l, b ; l^{\prime}, c \mid a, b+c-a\right] U_{j+c-a, m}^{\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)}(g) \tag{3.9}
\end{align*}
$$

This identity can be written in several equivalent forms by making use of the unitarity of the $K$ coefficients. Substitution of relations (2.8) and (2.16) into (3.9) leads to a special function identity. Similar identities can be derived in the same manner corresponding to each of the coefficients $G[\cdot]$ and $E[\cdot]$. Some of these are listed in Ref. 3.

## 4. IDENTITIES FOR HERMITE POLYNOMIALS

We now search for additional models of the representations ( $\lambda, \pm l$ ) and $[\rho, s]$. Many such models have been classified in [3]-[6] in terms of Lie algebras of differential and difference operators. We select a few of particular interest.
As shown in Ref. 3 , the operators

$$
\begin{align*}
& J_{x}^{+}=-\frac{d}{d x}+l x, \quad J_{x}^{-}=\frac{d}{d x}, \quad E=l \\
& J_{x}^{3}=-l^{-1} \frac{d^{2}}{d x^{2}}+\frac{x d}{d x}-\lambda \tag{4.1}
\end{align*}
$$

and basis functions
$h_{n}(x)=2^{-n / 2}(n!)^{-1 / 2} H_{n}(x \sqrt{l / 2}), \quad n=0,1,2, \ldots$,
determine a model of $(\lambda, l)$, where $H_{n}(x)$ are Hermite polynomials (Ref. 8, Vol. II). Another model is given by the operators
$J^{+}=e^{i \theta}\left(-\frac{\partial}{\partial x}+\frac{l x}{2}\right), \quad J^{-}=e^{i \theta}\left(\frac{\partial}{\partial x}+\frac{l x}{2}\right) \quad E=l$,
$J^{3}=-i \frac{\partial}{\partial \theta}$
and basis functions

$$
\begin{align*}
h_{n}(x, \theta)=2^{-n / 2}(n!)^{-1 / 2} \exp \left(-l x^{2} / 4\right) H_{n}( & x \sqrt{l / 2}) \\
& \times e^{i(n-\lambda) \theta} \tag{4.4}
\end{align*}
$$

Suppose the operators $J_{x}^{ \pm}, J_{x}^{3}, E_{x}$ and $J_{y}^{\prime \pm}, J_{y}^{\prime 3}, E_{y}^{\prime}$ are given by (4,1) and define models of the representations $(\lambda, l),\left(\lambda^{\prime}, l^{\prime}\right)$, respectively. Then the operators
$J^{ \pm}=J_{x}^{ \pm}+J_{y}^{\prime \pm}, \quad J^{3}=J_{x}^{3}+J_{y}^{\prime 3}, \quad E=E_{x}+E_{y}^{\prime}$
and basis functions

$$
\begin{align*}
h_{n, p}(x, y) & =h_{n}(x) h_{p}(y) \\
& =2^{-(n+p) / 2(n!p!)^{-1 / 2} H_{n}(x \sqrt{l / 2}) H_{p}\left(x \sqrt{l^{\prime} / 2}\right)} \tag{4.6}
\end{align*}
$$

define a model of $(\lambda, l) \otimes\left(\lambda^{\prime}, l^{\prime}\right)$. We will use (2.13) and (4.5) to compute the basis functions $h_{m}^{\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)}$ $\equiv h_{m}^{a}(x, y)$ directly. It is easy to verify that the equations

$$
\begin{equation*}
J-h_{o}^{a}=0, \quad J^{3} h_{o}^{a}=-\left(\lambda+\lambda^{\prime}\right) h_{o}^{a} \tag{4.7}
\end{equation*}
$$

for $h_{o}^{a}(x, y)$ have unique solutions,

$$
\begin{gather*}
h_{o}^{a}(x, y)=c_{a} 2^{-a / 2}(a!)^{-1 / 2} H_{a}\left[(x-y) \sqrt{\frac{1}{2} l l^{\prime} /\left(l+l^{\prime}\right)}\right] \\
a=0,1,2, \ldots \tag{4.8}
\end{gather*}
$$

where the $c_{a}$ are constants. The remaining basis functions can be obtained from the recurrence relation
$J^{+} h_{m}^{a}=\left[(m+1) l l^{\prime} /\left(l+l^{\prime}\right)\right]^{1 / 2} h_{m+1}^{a}, \quad m=0,1,2, \cdots$.
The solution is

$$
\begin{align*}
h_{m}^{a}(x, y) & =c_{a}\left(2 l l^{\prime}\right)^{-m / 2}\left(l+l^{\prime}\right)^{m}(m!)^{-1 / 2} H_{a}(u) H_{m}(v) \\
u & =\sqrt{\frac{\frac{1}{2} l l^{\prime}}{l+l^{\prime}}}(x-y), \quad v=\frac{l x+l^{\prime} y}{\sqrt{2\left(l+l^{\prime}\right)}}  \tag{4.10}\\
a, m & =0,1,2, \cdots .
\end{align*}
$$

To compute $c_{a}$ we use the fact that
$h_{0}^{a}=(a!)^{1 / 2}\left(l+l^{\prime}\right)^{-a / 2} \sum_{k=0}^{a} \frac{l^{(a-k) / 2}\left(l^{\prime}\right)^{k / 2}(-1)^{k}}{\sqrt{k!(a-k)!}} h_{k, a-k}$,
which follows from the explicit expression (2.16) for $K\left[l, k ; l^{\prime}, a-k \mid a, 0\right]$. Comparing the coefficient of $x^{a}$ on both sides of this equation, we obtain

$$
\begin{equation*}
c_{a}=(-1)^{a} \tag{4.12}
\end{equation*}
$$

On the other hand, $(2,14)$ yields the relation

$$
\begin{equation*}
h_{m}^{a}=\sum_{n, p} K\left[l, n ; l^{\prime}, p \mid a, m\right] h_{n, p^{*}} \tag{4.13}
\end{equation*}
$$

Substitution of (2.16), (4.6), (4.10), and (4.12) into this relation yields the desired identity.
Another model of $\left(\lambda_{1}, l_{1}\right) \otimes\left(\lambda_{2}, l_{2}\right)$ is provided by the operators (4.3) and basis functions

$$
\begin{align*}
h_{n, p}(x, 0)= & 2^{-(n+p) / 2}(n!p!)^{-1 / 2} \exp \left(-l x^{2 / 4}\right) \\
& \left.\times H_{n}\left(x \sqrt{l_{1} / 2}\right) H_{p}\left(x \sqrt{l_{2} / 2}\right) e^{i\left(n+p-\lambda_{1}-\lambda_{2}\right)}\right) \\
= & h_{n}(x, \theta) h_{p}(x, \theta) \tag{4.14}
\end{align*}
$$

where $l=l_{1}+l_{2}$. Indeed,

$$
\begin{align*}
J^{+} h_{n, p}= & h_{n}(x, \theta) e^{i \theta}\left(\frac{-\partial}{\partial \tilde{r}}+\frac{l_{2} x}{2}\right) h_{p}(x, \theta) \\
& +h_{p}(x, \theta) e^{i \theta}\left(\frac{-\partial}{\partial x}+\frac{l_{1} x}{2}\right) h_{n}(x, \theta) \\
= & \sqrt{l_{2}(p+1)} h_{n, p+1}+\sqrt{l_{1}(n+1)} h_{n+1, p} \tag{4.15}
\end{align*}
$$

with similar formulas for the other operators (4.3). On the other hand, from (2.13) it is obvious that the basis functions $h_{m}^{a}$ for this model are given by

$$
\begin{align*}
& h_{m}^{a}(x, \theta)=c_{a} 2^{-m / 2}(m!)^{-1 / 2} \exp \left(-l x^{2} / 4\right) \\
& \times H_{m}(x \sqrt{l / 2}) e^{i\left(m-\lambda_{1}-\lambda_{2}+\alpha\right) \ominus} \tag{4.16}
\end{align*}
$$

where $c_{a}$ is a constant. We can use the identity (3.11) with $l=l_{1}, l^{\prime}=l_{2}$ to compute $c_{a}$. Indeed, comparing coefficients of $x 0$, we find

$$
c_{a}= \begin{cases}(-2)^{-a / 2}(a!)^{1 / 2} /(a / 2)! & \text { if } a \text { is even }  \tag{4.17}\\ 0 & \text { if } a \text { is odd }\end{cases}
$$

(Note that (4.18) is actually the special case $x=y$ of the first identity derived in this section. However, the method of proof is much simpler.)
For our next model we observe that the operators

$$
\begin{align*}
K^{+} & =-e^{i \theta} \frac{\partial}{\partial x}, \quad K^{-}=e^{-i \theta} \frac{\partial}{\partial x}, \quad K^{3}=-i \frac{\partial}{\partial \theta} \\
E & =0 \tag{4.19}
\end{align*}
$$

and basis functions
$k_{n}(x, \theta)=(-i)^{n} e^{i(n+s) \theta+i p x}, \quad n=0, \pm 1, \pm 2, \cdots,($
define the representation $[p, s]$. Therefore, the operators (4.3) and basis functions

$$
\begin{align*}
k_{n} \otimes h_{j}(x, \vartheta)= & (-i)^{n} 2^{-j / 2}(j!)^{-1 / 2} \\
& \times \exp \left(+i \rho x-l x^{2} / 4\right) H_{j}(x \sqrt{l / 2}) \\
& \times \exp [i(n+j+s-\lambda) \theta] \\
& j, \pm n=0,1,2, \ldots \tag{4.21}
\end{align*}
$$

determine a model of $[\rho, s] \otimes(\lambda, l)$. From the explicit form of the operators (4.3), we can directly compute the natural basis functions $h_{m}^{(\lambda-s+a, i)}(x, \theta) \equiv h_{m}^{a}(x, 0)$ corresponding to the Clebsch-Gordan series. The results are clearly

$$
\begin{array}{r}
h_{m}^{a}(x, \theta)=c_{a} 2^{-m / 2}(m!)^{-1 / 2} \exp \left(-l x^{2} / 4\right) H_{m}(x \sqrt{l / 2}) \\
\times e^{i(m-\lambda+s-a)}, \tag{4.22}
\end{array}
$$

where $c_{a}$ is a constant. We compute the constant by evaluating the expression

$$
\begin{equation*}
h_{m}^{a}(x, \mathcal{O})=\sum_{j=0}^{\infty} E\left(-j-a, j ; a, 0 ; \rho^{2} / l\right) k_{-j-a} \otimes h_{j}(x, \theta) \tag{4.23}
\end{equation*}
$$

at $x=0$. the result is $c_{a}=i^{a}$, so the identity

$$
\begin{equation*}
h_{m}^{a}=\sum_{j, n} E\left(n, j ; a, m ; \rho^{2} / l\right) k_{n} \otimes h_{j} \tag{4.24}
\end{equation*}
$$

becomes (after some simplification)
$\exp \left(\rho^{2}-2 i \rho x\right) H_{m}(x)=\sum_{j=0}^{\infty}(-2 i \rho)^{m-j L_{j}^{(m-j}\left(2 \rho^{2}\right) H_{j}(x) .}$
A different group-theoretic interpretation of (4.25) is presented in Ref. 3, p. 106.
The operators
$K^{+}=\rho e^{i \theta}, \quad K^{-}=\rho e^{-i \theta}, \quad K^{3}=-i \frac{\partial}{\partial \theta}, \quad E=0$
and basis functions

$$
\begin{equation*}
k_{n}(\theta)=e^{i(n+s) \theta}, \quad n=0, \pm 1, \pm 2, \cdots \tag{4.27}
\end{equation*}
$$

define another model of $[p, s]$. It follows from this remark and expressions (4.3) and (4.4) that the operators

$$
\begin{align*}
J^{+} & =e^{i \theta}\left(\frac{-\partial}{\partial x}+\frac{l x}{2}+\rho\right), \quad J^{-}=e^{-i \theta}\left(\frac{\partial}{\partial x}+\frac{l x}{2}+\rho\right) \\
E & =l, \quad J^{3}=-i \frac{\partial}{\partial \theta} \tag{4.28}
\end{align*}
$$

and basis functions

$$
\begin{align*}
& k_{n} \otimes h_{j}(x, \mathcal{\theta})= k_{n}(\theta) h_{j}(x, \mathcal{\theta}) \\
&= e^{i(n+s) \theta 2^{-j / 2}(j!)^{-1 / 2} \exp \left(-l x^{2} / 4\right)} \\
& \times H_{j}(x \sqrt{l / 2}) e^{i(j-\lambda) \theta}, \\
& j, \pm n=0,1,2, \cdots, \tag{4.29}
\end{align*}
$$

define a model of $[\rho, s] \otimes(\lambda, l)$. In particular

$$
\begin{align*}
& J^{+}\left[k_{n} h_{j}\right]=\left(\rho e^{\left.i \theta k_{n}\right) h_{j}+k_{n} e^{i \odot}\left(-\frac{\partial}{\partial x}+\frac{l x}{2}\right) h_{j},}\right. \\
& J^{3}\left[k_{n} h_{j}\right]=\left(-i \frac{\partial}{\partial \Theta} k_{n}\right) h_{j}+k_{n}\left(-i \frac{\partial}{\partial \theta} h_{j}\right), \tag{4.30}
\end{align*}
$$

with similar interpretations of the remaining operators. We can again compute the basis functions $h_{m}^{(\lambda-s+a, \nu)}(x, 0) \equiv h_{m}^{a}(x, 0)$ directly from (4.28) and (2.7):

$$
\begin{align*}
h_{m}^{a}(x, \theta)= & c_{a} 2^{-m / 2}(m!)^{-1 / 2} \exp \left[-l(x+2 \rho / l)^{2} / 4\right] \\
& \times H_{m}[(x-2 \rho / l) \sqrt{l / 2}] e^{i(m-\lambda+s-a) 0} \tag{4.31}
\end{align*}
$$

As usual, we compute $c_{a}$ by evaluating (4.23) at $x=0$. The result is $c_{a}=1$, so our new identity becomes

$$
\begin{align*}
\exp \left[-2 x \rho-\rho^{2}\right] & H_{m}(x+2 \rho) \\
& \left.=\sum_{j=0}^{\infty}(2 \rho)^{m-j} L_{j}^{(m-j}\right)\left(2 \rho^{2}\right) H_{j}(x) . \tag{4.32}
\end{align*}
$$

A different group-theoretic derivation of this formula is given in Ref. 3, p. 106.
We omit the routine computation of the identities for Hermite polynomials obtained by decomposing ( $\lambda, l$ ) $\otimes\left(\lambda^{\prime},-l^{\prime}\right)$.
As a concluding remark we note that the identity

$$
\begin{align*}
& 2^{-n / 2}(n!)^{-1 / 2} H_{n}\left[(2 l)^{-1 / 2}\left(J^{+}+J^{-}\right)\right] h_{o}=h_{n} \\
& n=0,1,2, \ldots, \tag{4.33}
\end{align*}
$$

holds for the model of ( $\lambda, l$ ) defined by (4.1), (4.2), since $J^{+}+J^{-}=l x$. Therefore, (4.33) must hold for all models of ( $\lambda, l$ ) as classified in Refs. 3-6. This identity is by no means obvious for the remaining models considered in this paper.

## 5. IDENTITIES FOR LAGUERRE FUNCTIONS

As shown in Ref. 3, p. 111, the operators

$$
\begin{align*}
& J^{+}=e^{i 0}\left(\frac{\partial}{\partial x}-l\right), \quad J^{-}=e^{-i \theta}\left(-x \frac{\partial}{\partial x}+\frac{i \partial}{\partial \theta}\right), \\
& J^{3}=-i \frac{\partial}{\partial \bar{\theta}}, \quad E=l \tag{5.1}
\end{align*}
$$

and basis functions

$$
\begin{align*}
h_{n}(x, 0)=(n!)^{1 / 2 l n / 2}(l x)^{\lambda-n} L_{n}^{(\lambda-n)}(l x) e^{i(n-N)}, & \\
n & =0,1,2, \cdots, \tag{5.2}
\end{align*}
$$

form a model of $(\lambda, l)$. It follows that the operators (5.1) and basis functions
$h_{n, p}(x, \mathcal{O})=h_{n} \otimes h_{p}^{\prime}=(n!p!)^{1 / 2} l_{1}^{\lambda_{1}-n / 2} l_{2}^{\lambda_{2}-p / 2}$
$\times x^{\lambda_{1}+\lambda_{2}-n-p} L_{n}^{\left(\lambda_{1}-n\right)}\left(l_{1} x\right) L_{p}^{\left(\lambda_{2}-p\right)}\left(l_{2} x\right) e^{i\left(n+p-\lambda_{1}-\lambda_{2}\right) \rho}$.
define a model of $\left(\lambda_{1}, l_{1}\right) \otimes\left(\lambda_{2}, l_{2}\right)$, where $l_{1}+l_{2}=l$. Here,
$J^{+}\left(h_{n} h_{p}^{\prime}\right)=h_{n} e^{i}\left(\frac{\partial}{\partial x}-l_{2}\right) h_{p}^{\prime}+h_{p} e^{i \theta}\left(\frac{\partial}{\partial x}-l_{1}\right) h_{n}$
with a similar interpretation for the other operators.
The basis functions $h_{m}^{\left(\lambda_{1}+\lambda_{2}-a, l\right)}(x, 0) \equiv h_{m}^{a}(x, \theta)$ for this representation are easily obtained from (5.1) and (5.2):
$h_{m}^{a}(x, \mathcal{\theta})=c_{a}(m!)^{1 / 2} l^{m / 2}(l x)^{\lambda_{1}+\lambda_{2}-a-m} L_{m}^{\left(\lambda_{1}+\lambda_{2}-a-m\right)}(l x)$

$$
\begin{equation*}
\times e^{i\left(m-\lambda_{1}-\lambda_{2}+a\right) 0}, \quad m, a=0,1,2, \cdots \tag{5.5}
\end{equation*}
$$

The value of $c_{a}$ follows by equating coefficients of $x^{\lambda_{1}+\lambda_{2}-a}$ on both sides of expression (4.11) $\left(l=l_{1}\right.$, $\left.l^{\prime}=l_{2}\right):$

$$
\begin{gather*}
c_{a}=\frac{\Gamma\left(\lambda_{2}+1\right)}{\Gamma\left(\lambda_{2}-a+1\right)} l_{1}^{\lambda_{1}+a / 2} l_{2}^{\lambda_{2}-a / 2}\left(l_{1}+l_{2}\right)^{-\lambda_{1}-\lambda_{2}+a / 2} \\
\times{ }_{1} F_{1}\left(-\lambda_{1}-a ; \lambda_{2}-a+1 ;-l_{2} / l_{1}\right) \tag{5.6}
\end{gather*}
$$

Thus,

$$
\begin{align*}
\sum_{n, p} K & {\left[l_{1}, n ; l_{2}, p \mid a, m\right](n!p!)^{1 / 2} l_{1}^{\lambda_{1}-n / 2} } \\
& \times l_{2}^{\lambda_{2}-p / 2} L_{n}^{\left(\lambda_{1}-n\right)}\left(l_{1} x\right) L_{p}^{\left(\lambda_{2}-p\right)}\left(l_{2} x\right) \\
= & c_{a}(m!)^{1 / 2}\left(l_{1}+l_{2}\right)^{\lambda_{1}+\lambda_{2}-a-m / 2} L_{m}^{\left(\lambda_{1}+\lambda_{2}-n-p\right)}\left[\left(l_{1}+l_{2}\right) x\right] . \tag{5.7}
\end{align*}
$$

In the special case where $\lambda_{1}$ and $\lambda_{2}$ are integers, this identity reduces to (3.9).
We can construct another model related to Laguerre polynomials by observing that the operators

$$
\begin{align*}
K^{+} & =e^{i \theta} \frac{\partial}{\partial x}, \quad K^{-}=e^{-i \vartheta}\left(-x \frac{\partial}{\partial x}+\frac{i \partial}{\partial \theta}\right), \quad K^{3}=-i \frac{\partial}{\partial \theta}, \\
E & =0 \tag{5.8}
\end{align*}
$$

and basis functions

$$
\begin{align*}
k_{n}(x, \theta)=x^{-(n+s) / 2 J_{-n-s}}(2 \rho \sqrt{x}) & e^{i(n+s) \theta} \\
& n=0, \pm 1, \pm 2, \ldots, \tag{5.9}
\end{align*}
$$

form a model of $[p, s]$. Hence, the operators (5.1) and basis functions

$$
\begin{align*}
& k_{n} \otimes h_{j}(x, \mathcal{O})=(j!)^{1 / 2} l^{j / 2}(l x)^{\lambda-j} x^{-(n+s) / 2} \\
& \times J_{-n-s}(2 \rho \sqrt{x}) L_{j}^{(\lambda-j)}(l x) e^{i\left(c_{n}+s+j-\lambda\right) 0}, \\
& j, \pm n=0, \pm 1, \pm 2, \ldots, \tag{5.10}
\end{align*}
$$

determine a model of $[\rho, s] \otimes(\lambda, l)$. The basis functions $h_{m}^{(\lambda-s+a, l)} \equiv h_{m}^{a}$ can be computed directly from (5.1) and (5.2):

$$
\begin{align*}
h_{m}^{a}(x, \theta)= & c_{a}(m!)^{1 / 2} l^{m / 2}(l x)^{(\lambda-s+a-m)} L_{m}^{(\lambda-s+a-m)}(l x) \\
& \times e^{i(m-\lambda+s-a) \theta}, \quad a, m=0,1,2, \cdots . \tag{5.11}
\end{align*}
$$

We compute the constants $c_{a}$ by comparing coefficients of $x^{\lambda-s+a}$ on both sides of (4.23). The result is
$c_{a}=\frac{\exp \left(-\rho^{2} / 2 l\right)}{\Gamma(a-s+1)}\left(\frac{\rho}{l}\right)^{a-s}{ }_{1} F_{1}\left(\frac{-\lambda ; a-s+1 ; \rho^{2}}{l}\right)$

$$
=\exp \left(\frac{-\rho^{2}}{2 l}\right)^{\Gamma(\lambda+a-s+1)}\left(\frac{\Gamma(\lambda+1)}{l}\right)^{a-s} L_{\lambda}^{(a-s)}\left(\frac{\rho^{2}}{l}\right)
$$

so that the identity

$$
\begin{equation*}
k_{n} \otimes h_{j}=\sum_{m} E\left(n, j ; a, m ; \rho^{2} / l\right) h_{m}^{(\lambda-s+a, l)} \tag{5.13}
\end{equation*}
$$

reads
$\exp \left(\rho^{2}\right)\left(\rho^{2} x\right)^{(n+s) / 2}{J_{-n-s}}(2 \rho \sqrt{x}) L_{j}^{(\lambda-j)}(x)$

$$
\begin{align*}
= & \sum_{m=0}^{\infty} \frac{\Gamma(\lambda+1)}{\Gamma(\lambda+m-n-j-s+1)}\left(\rho^{2}\right)^{m-j} L_{j}^{\left(m^{-j}\right)}\left(\rho^{2}\right) \\
& \times L_{\lambda}^{(m-n-j-s)}\left(\rho^{2}\right) L_{m}^{(\lambda-s-n-j)}(x) . \tag{5.14}
\end{align*}
$$

If $\lambda=j=0, n+s=-a, l=1$, this formula simplifies to the well-known expression
$\exp \left(\rho^{2}\right)\left(\rho^{2} x\right)^{-\alpha / 2} J_{\alpha}(2 \rho \sqrt{x})=\sum_{m=0}^{\infty} \frac{\rho^{2 m} L_{m}^{\langle\alpha)}(x)}{\Gamma(m+\alpha+1)}$.
The special case of (5.14) with $j=0$ was first derived by Erdelyi in 1937 (see Ref. 9, p. 141). However, the general formula with $j \not \approx 0$ may be new.
It is a routine computation to obtain models of the representation $(\lambda, l) \otimes\left(\lambda^{\prime},-l^{\prime}\right)$, but this will be omitted.

## 6. DIFFERENCE OPERATOR MODELS

In this section, we construct Lie algebra models using difference operators. These models were classified in Ref. 4.

The operators

$$
\begin{align*}
& K^{+}=e^{+i \theta}(-L+1) \\
& K^{-}=e^{-i \theta}\left(-(x+1) R+x+1+\frac{i \partial}{\partial \theta}\right)  \tag{6.1}\\
& K^{3}=-i \frac{\partial}{\partial \theta}, \quad E=0
\end{align*}
$$

and basis functions
$k_{n}(x, \theta)=\rho^{-n} L_{x}^{\left(-n^{-s}\right)}\left(\rho^{2}\right) e^{i(n+s) \theta}, \quad n=0, \pm 1, \pm 2, \ldots$,
define a model of $[\rho, s]$. Here,
$R f(x, \theta)=f(x+1, \theta), \quad L f(x, \theta)=f(x-1, \theta)$.
On the other hand, the operators
$H^{+}=-l e^{+i \theta}, \quad H^{-}=i e^{-i \theta}\left(\frac{\partial}{\partial \theta}+i \lambda\right), \quad H^{3}=-i \frac{\partial}{\partial \theta}$,

$$
\begin{equation*}
E=l \tag{6.4}
\end{equation*}
$$

and functions
$h_{j}(\theta)=(-1)^{j l j / 2(j!)^{-1 / 2} e^{i(j-\lambda) \theta}, \quad j=0,1,2, \ldots, ~}$
define a model of $(\lambda, l)$. Thus, the operators

$$
\begin{align*}
& J^{+}=e^{+i \theta}(-L-l+1) \\
& J^{-}=e^{-i \theta}\left(-(x+1) R+x-\lambda+1+\frac{i \partial}{\partial \theta}\right) \tag{6.6}
\end{align*}
$$

$$
J^{3}=-i \frac{\partial}{\partial \theta}, \quad E=l
$$

and functions
$k_{n} \otimes h_{j}(x, \theta)=(-\sqrt{l})^{j}(j!)^{-1 / 2} \rho^{-n} L_{x}^{(-n-s)}\left(\rho^{2}\right) e^{i(n+j+s-\lambda) 0}$,
determine a model of $[\rho, s] \otimes(\lambda, l)$. We can compute the basis functions $h_{m}^{(\lambda-s+a, i)}(x, 0) \equiv h_{m}^{a}(x, 0)$ directly from (6.6), (2.7), and (2.22), with the result

$$
\begin{aligned}
& h_{m}^{a}(x, \theta)=c_{a}(-\sqrt{l})^{m}(m!)^{-1 / 2} \frac{\Gamma(x-s+a+1)}{\Gamma(x+1)} \\
& \quad \times{ }_{2} F_{1}\left(-m, s-a ; s-a-x ; l^{-1}\right) e^{i(m-\lambda+s-a) \theta} .(6.8)
\end{aligned}
$$

(Here, $c_{a}$ could be a periodic function of $x$ with period one. However, it is easy to check that $c_{a}$ is actually a constant.) The constant $c_{a}$ can be evaluated from expression (4.23). Indeed, comparing (4.23) and (5.14) with $j=0, x=0$, we find

$$
\begin{equation*}
c_{a}=\rho^{a} \exp \left(\rho^{2}-\rho^{2} / 2 l\right) / \Gamma(a-s+1) \tag{6.9}
\end{equation*}
$$

Thus, the identity ( 5.13 ) becomes

$$
\begin{align*}
\exp & {\left[\rho^{2}(1-l)\right] L_{x}^{(\alpha)}\left(l \rho^{2}\right) } \\
& =j!\sum_{m=0}^{\infty}\binom{x+\alpha+m-j}{x} \frac{\left(-l \rho^{2}\right)^{m^{-j}}}{m!} \\
& \times{ }_{2} F_{1}\left(-m, j-\alpha-m ; j-a-m-x ; l^{-1}\right) \\
& \times L_{j}^{(m-j)}\left(\rho^{2}\right) \tag{6.10}
\end{align*}
$$

For our last example we consider the operators

$$
\begin{align*}
& J^{+}=e^{i \theta}\left(-L-l-l^{\prime}+1\right) \\
& J^{-}=e^{-i \theta}\left(-(x+1) R+x-\lambda+1+\frac{i \partial}{\partial \theta}\right)  \tag{6.11}\\
& J^{3}=-i \frac{\partial}{\partial \theta}, \quad E=l+l^{\prime}
\end{align*}
$$

The functions

$$
\begin{align*}
h_{n, p}= & h_{n} \otimes h_{p}^{\prime}(x, \theta)=\frac{(-\sqrt{l})^{n}}{\sqrt{n!}} \frac{\left(-\sqrt{l^{\prime}}\right) p}{\sqrt{p!}} \frac{\Gamma\left(x+\lambda^{\prime}+1\right)}{\Gamma(x+1)} \\
& \times{ }_{2} F_{1}\left(-p,-\lambda^{\prime} ;-\lambda^{\prime}-x ; l^{\prime-1}\right) \\
& \times \exp \left(n+p-\lambda-\lambda^{\prime}\right) i \theta, \quad n, p=0,1,2, \ldots, \tag{6.12}
\end{align*}
$$

and these operators define a model of $(\lambda, l) \otimes\left(\lambda^{\prime}, l^{\prime}\right)$. [In particular, the action of the operators (6.4) on the $\left\{h_{n}(\theta)\right\}$ yields $(\lambda, l)$.] Computing the basis functions $h_{m}^{n} \equiv h_{m}^{\left(\lambda+\lambda^{\prime}-a, l+l^{\prime}\right)}(x, \theta)$ directly, we find in analogy with (6.8):

$$
\begin{align*}
h_{m}^{a}(x, 0)= & c_{a} \frac{\left(-\sqrt{l+l^{\prime}}\right)^{m}}{\sqrt{m!}} \frac{\Gamma\left(x+\lambda^{\prime}-a+1\right)}{\Gamma(x+1)} \\
& \times{ }_{2} F_{1}\left(-m, a-\lambda^{\prime} ; a-\lambda^{\prime}-x ;\left(l+l^{\prime}\right)^{-1}\right) \\
& \times e^{i\left(m+a-\lambda-\lambda^{\prime}\right) 0} . \tag{6.13}
\end{align*}
$$

Using (4.11) to evaluate the constant, we obtain

$$
\begin{equation*}
c_{a}=\binom{\lambda^{\prime}}{a} \sqrt{a!}\left(l+l^{\prime}\right)^{-a / 2}\left(l / l^{\prime}\right)^{a / 2} \tag{6.14}
\end{equation*}
$$

The resulting identity is

$$
\begin{align*}
\binom{\lambda^{\prime}}{a} \frac{\Gamma\left(x+\lambda^{\prime}-a+1\right)}{\Gamma\left(x+\lambda^{\prime}+1\right)}(-1)^{a+m}\left(l-l^{\prime}\right)^{m} l^{\prime-a} & \times \frac{(-1)^{n} l^{m-n}{ }_{2} F_{1}\left(-m, n-a-m ;-n-m+1 ;-l^{\prime} / l\right)}{(a+m-n)!\Gamma(n-m+1)} \\
\quad \times{ }_{2} F_{1}\left(-m ; a-\lambda^{\prime}, a-\lambda^{\prime}-x ;\left(l+l^{\prime}\right)^{-1}\right)=\sum_{n=0}^{a+m} & \times{ }_{2} F_{1}\left(n-a-m,-\lambda^{\prime} ;-\lambda^{\prime}-x ; l^{\prime-1}\right) \tag{6.15}
\end{align*}
$$
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## Note on the Explicit Form of Invariant Operators for $O(n)$

Takayoshi Maekawa
Department of Physics, Kumamoto University, Kumamoto, Japan (Received 20 September 1971)
A complete set of invariants of $O(n)$ is constructed explicitly and a method of deriving the corresponding invariants of $O(p, q)$ is briefly remarked.

It is assumed that the invariant operators for a Lie group are clarified implicitly by the researches of Killing, Cartan, and Weyl. It, however, is important to know the explicit form for the invariants in applications to physics. The subject is discussed by some authors ${ }^{1-3}$ and an interesting form for the invariants is given for some special groups. But it seems that the explicit form for the invariants is not so simple as the Casimir operator. In this note, we give a complete system of independent invariants suitable for uniquely labeling the irreducible inequivalent representations of $O(n)$. A further discussion will be given in the near future together with some simple applications. ${ }^{4}$

The infinitesimal generators $D_{j k}, j, k=1,2, \ldots, n$, of $O(n)$ are defined as the quantities which satisfy the commutation relations
$\left[D_{j k}, D_{l m}\right]=i\left(\delta_{j l} D_{k m}+\delta_{k m} D_{j l}-\delta_{j m} D_{k l}-\delta_{k l} D_{j m}\right)$,
where $D_{j k}$ is antisymmetric ( $D_{j k}=-D_{k j}$ ) and Hermitian. As is well known, the orthogonal group $O(n)$ has $[n / 2]$ invariant operators, where $[n / 2]$ is equal to $n / 2$ or ( $n-1$ )/2 corresponding to even $n$ or odd $n$. One of these invariants is the well-known Casimir operator

$$
\begin{equation*}
F^{(n)}=\frac{1}{2} D_{j k} D_{j k}, \tag{2}
\end{equation*}
$$

where the superscript $n$ of $F$ denotes the dimension number. Unless stated otherwise, similar notation and the summation convention from 1 to $n$ will be used.
We can give the result for the other invariant operators $G_{p}^{(n)}$ as follows:

$$
\begin{align*}
& G_{p}^{(n)}=\sum_{i_{1}<i_{2}<\cdots<i_{n-2 p-2}}\left(C_{i_{1} i_{2} \cdots i_{n-2 p-2}}^{(n)}\right)^{2},  \tag{3}\\
& G_{p}^{(n)}=C^{(n)} \quad \text { for an even } n \text { and } p=(n-2) / 2, \tag{4}
\end{align*}
$$

where $p$ in (3) takes $1,2, \ldots,(n-4) / 2$ for an even $n$ and $1,2, \ldots,(n-3) / 2$ for an odd $n$. It is straightforward to show that the $G^{(n)}$ in (3) and (4) are invariant. The sum on the right-hand side of (3) is
taken over all satisfying the condition $i_{1}<i_{2}<\cdots<$ $i_{n-2 p-2}$. The $C$ in (3) and (4) are given by virtue of $D_{j k}$ as follows:

$$
\begin{aligned}
& C_{i_{1} i_{2} \cdots i_{n-2 p-2}}^{(n)}=\frac{1}{2^{p+1}(p+1)!} \mathcal{E}_{i_{1} i_{2} \cdots i_{n} D_{i_{n-2 p-1} i_{n-2 p}}} \quad \times D_{i_{n-2 p+1}} i_{n-2 p+2} \cdots D_{i_{n-1} i_{n}} . \\
& \mathcal{E}_{i_{1} i_{2} \cdots i_{n}}= \begin{cases}+1, & \text { for an even permutation }\left(i_{1} i_{2} \cdots\right. \\
-1, & \begin{array}{l}
i_{n} \text { of }(12 \cdots n), \\
\text { for an odd permutation }\left(i_{1} i_{2} \cdots i_{n}\right) \\
0,
\end{array} \\
\text { of (12 } \cdots n)\end{cases}
\end{aligned}
$$

Thus together with (2) and (3) [and (4) for an even $n$ ], we have given the [ $n / 2$ ] invariant operators for $O(n)$, whose explicit expressions can be easily given.
It can be seen that these invariant operators are independent and suitable for labeling the irreducible representations of $O(n)$. In order to see the situation, let us give an outline of the proof according to Biedenharn ${ }^{1}$ and Micu ${ }^{2}$ : When an invariant is evaluated in terms of the highest weight $L$ and only the highestorder terms [only the terms containing the generators $\left.H_{j} \equiv D_{2 j-1, j}(j=1,2, \ldots,[n / 2])\right]$ in the invariant are considered, it becomes an invariant of the group $S$ (the group of reflections on hyperplanes perpendicular to the roots). That is, the invariants $F^{(2)}$ and $G_{p}^{(n)}$ become

$$
\begin{align*}
F^{(n)} \rightarrow \bar{F}^{(n)} & =\sum^{[n / 2]} L_{j} L_{j},  \tag{6}\\
G_{p}^{(n)} \rightarrow \bar{G}_{p}^{(n)} & =\sum_{i_{1}<i_{2}<\cdots<i_{p+1}}\left(L_{i_{1}} L_{i_{2}} \cdots L_{i_{p+1}}\right)^{2},  \tag{7}\\
G_{p}^{(n)} \rightarrow \bar{G}_{p}^{(n)} & =L_{1} L_{2} \cdots L_{n / 2} \\
& \text { for an even } n \text { and } p=(n-2) / 2 . \tag{8}
\end{align*}
$$

These invariants of $S$ have the properties: Their Jacobian does not vanish identically and factorizes into $N[=n(n-2) / 8$ for an even $n$ and $(n-1)(n+1) / 8$ for an odd $n$ ] linear forms which, when equated to zero, give the reflecting hyperplanes that generate the
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\begin{align*}
F^{(n)} \rightarrow \bar{F}^{(n)} & =\sum^{[n / 2]} L_{j} L_{j},  \tag{6}\\
G_{p}^{(n)} \rightarrow \bar{G}_{p}^{(n)} & =\sum_{i_{1}<i_{2}<\cdots<i_{p+1}}\left(L_{i_{1}} L_{i_{2}} \cdots L_{i_{p+1}}\right)^{2},  \tag{7}\\
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These invariants of $S$ have the properties: Their Jacobian does not vanish identically and factorizes into $N[=n(n-2) / 8$ for an even $n$ and $(n-1)(n+1) / 8$ for an odd $n$ ] linear forms which, when equated to zero, give the reflecting hyperplanes that generate the
group $S$. In fact, the Jacobians become apart from a numerical factor
$\frac{\partial\left(\bar{F}^{(n)}, \bar{G}_{1}^{(n)}, \ldots, \bar{G}_{(n-2) / 2}^{(n)}\right)}{\partial\left(L_{1}, L_{2}, \ldots, L_{n / 2}\right)} \simeq \prod_{i<j}\left(L_{i}-L_{j}\right)\left(L_{i}+L_{j}\right)$
for an even $n$ and

$$
\begin{align*}
& \frac{\partial\left(\bar{F}^{(n)}, \bar{G}_{1}^{(n)}, \ldots, \bar{G}_{(n-3) / 2}^{(n)}\right)}{\partial\left(L_{1}, L_{2}, \ldots, L_{(n-1) / 2}\right)} \simeq L_{1} L_{2} \cdots  \tag{10}\\
& \times L_{(n-1) / 2} \prod_{i<j}\left(L_{i}-L_{j}\right)\left(L_{i}+L_{j}\right)
\end{align*}
$$

for an odd $n$. Thus it demonstrates that the invariants
$\bar{F}^{(n)}$ and $\bar{G}_{p}^{(n)}$ are a suitable basis for all the invariants of $S$, and then $F^{(r)}$ and $G_{p}^{(n)}$ are a suitable basis for all the invariants of $O(n)$.

Finally, it is noted that the invariant operators for the noncompact group $O(p, q)(p+q=n)$ are obtained explicitly from (2) and (3) [and (4) for an even $n$ ] by means of the substitution $D_{j k} \rightarrow i D_{j k}$ for $j \leq p, k \geq q$, or $j \geq q, k \leq p$ and retaining other $D_{j k}$ in its original form.
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This series of papers presents an extension of Keller's diffraction ray method to problems involving two or more parallel plates by introducing a modified diffraction coefficient which takes care of coupling along a shadow boundary automatically. In Part I , a canonical problem was solved and the expression for the modified diffraction coefficient derived. In this part, we give a recipe for how to use this set of rays and illustrate it through several examples including (i) open-end parallel-plate waveguide, (ii) bifurcated waveguide, and (iii) an infinite array of parallel plates. The above three examples represent the only three types of problems in the edge diffraction theory that can be solved exactly by analytical techniques based on complex variables. In this paper it is demonstrated that all three exact solutions can be recovered by the present ray method. Moreover, in some problems where the analytical techniques cannot be conveniently applied, the ray method can often provide a useful approximate solution.

## 1. INTRODUCTION

Recently there have been several efforts to apply the geometrical ray method to diffraction problems involving waveguide discontinuities in open and closed regions. In attacking these problems, one of the most important steps is to describe the interaction between the upper edge and the lower plate for the structure sketched in Fig. 1. In the celebrated method developed by Yee, Felsen, and Keller (YKF method), ${ }^{1}$ this interaction is accounted for by including the following two sets of rays in the field calculations:
(i) the rays that bounce back and forth between the two edges and
(ii) the rays that result from the multiple reflections and diffractions along the shadow boundary at $z=0$.


FIG.1. Geometry of the canonical problem.

The rays in (i) can be easily evaluated. Furthermore, we usually have to consider the bounces no more than a few times since the ray amplitude decays as ( $k a)^{-n / 2}$ after the $n$th bounces (" $a$ " is the distance between two edges; see Fig. 1). The calculation of rays in (ii) is much more difficult. In the YFK method, it is achieved by summing up the multiple scattering along the shadow boundary based on a diffraction formula obtained from the classical half-plane problem. ${ }^{2}$ In other words, the solution in the YFK method is "built up" from that of a single half-plane under the assumption that $k b \gg 1$. Normally we would expect that the YFK method is valid only for reasonably large $k b$. However, numerical results show that it can give good accuracy for amazingly small $k b$ (e.g., $b=0.2 \lambda$ ) in some cases.
A different approach to describe this interaction was taken in Paper $I^{3}$ (hereafter referred to as I), where we introduced a modified diffraction coefficient for the rays emerging from the upper edge. For the special case $k b \rightarrow \infty$, our modified diffraction coefficient is reduced to that of a half-plane, and, for finite $k b$, it includes the interaction between the upper edge and the lower plate along the shadow boundary at $z=0$ automatically. Therefore, in applying our ray method to attack the problem sketched in Fig. 1, it is only necessary to consider the rays in (i) for the interaction part, but not the rays in (ii).
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A different approach to describe this interaction was taken in Paper $I^{3}$ (hereafter referred to as I), where we introduced a modified diffraction coefficient for the rays emerging from the upper edge. For the special case $k b \rightarrow \infty$, our modified diffraction coefficient is reduced to that of a half-plane, and, for finite $k b$, it includes the interaction between the upper edge and the lower plate along the shadow boundary at $z=0$ automatically. Therefore, in applying our ray method to attack the problem sketched in Fig. 1, it is only necessary to consider the rays in (i) for the interaction part, but not the rays in (ii).

Furthermore, it is important to point out that our modified diffraction coefficient is derived from an asymptotic solution of a canonical problem for large $k a$, but not $k b$. Therefore, as long as the term $O(1 / k a)$ can be safely ignored, our result is valid for any $k b$, no matter how small it is. This explains the fact that, in several problems with $k a \rightarrow \infty$, our ray method recovers their exact solutions.
The purposes for this part of the paper are the following three. First, we summarize the main results in I in a fashion such that without reading the quite involved derivations and manipulations in $I$ the reader may gain a quick grasp of our ray method, and especially of the rules in applying it to attack some problems. This is done in Sec. 2 which contains essentially the same material as that in Sec. 6 in I. A major difference between the presentations in these two sections is that here we introduce only a single modification function [i.e. $f(\theta)$ in (2.3)] for both in-coming and outgoing rays. By doing so, the reciprocity can be satisfied for this particular diffraction ray. A new contribution of the present Sec. 2 is that we give a recipe for the determination of the Green's function $G(\alpha)$ in a given problem, which is of vital importance in our later applications.
The second purpose for this part of the paper is to illustrate the application of our ray method by considering several examples involving edge diffraction in waveguides and periodic structures. The examples are (i) bifurcated waveguide (Sec. 3), (ii) step discontinuity in waveguide (Sec. 4), and (iii) infinite array of waveguides (Sec.5). In the case of (i) and (iii), our ray method recovers the exact solutions as expected. For the problem in (ii), there is no known analytical solution, exact or approximate. Hence, there is no way to estimate the accuracy of the results obtained by our ray method.
The third purpose for this part of the paper is to make à quantitative comparison between the solution for the bifurcated waveguide obtained by the YFK method and that obtained by our ray method which is also the exact solution. Since the YFK solution is valid only for large waveguide dimensions, we need to extract the dominant asymptotic term from the exact solution for the purpose of fair comparison. This is accomplished by using asymptotic formulas developed by Weinstein, ${ }^{4}$ which are summarized in Sec. 6 together with approximate formulas useful in simplifying our solutions for small waveguide dimensions. The comparison in Sec. 7 reveals that the YFK solution checks with the asymptotic expression of the exact solution in their first two dominant terms provided that the particular mode of interest is not close to cutoff. Otherwise, the YFK method does not seem able to provide a satisfactory solution.

## 2. THEORY

The canonical problem for our system of rays is the one shown in Fig. 1, namely, the diffraction of a plane wave by two staggered parallel plates. The incident plane wave can be either $T M\left(H_{y}, E_{x}, E_{z}\right)$ or $T E\left(E_{y}, H_{x}\right.$, $H_{z}$ ). This problem has been rigorously solved in I by the Wiener-Hopf technique, and its solution arranged in a form which admits a ray interpretation. The main conclusions are now summarized below.

## A. Modified Diffraction Coefficient

To introduce our modification conveniently, consider first the special case $k b \rightarrow \infty$. In the absence of the lower plate, the field $\psi$ (representing $H_{y}$ for $T M$ and $E_{y}$ for $T E$ ) on the ray diffracted at the edge of the upper plate is given by the well-known expression [for $\exp (-i \omega t)$ time convention]

$$
\begin{equation*}
\psi(x, z)=\left(e^{\left.i\left(k_{\rho}-\pi / 4\right) / \sqrt{2 \pi k \rho}\right) D\left(\theta, \theta_{0}\right)}\right. \tag{2.1}
\end{equation*}
$$

where $\theta_{0}$ is the direction of the incident plane wave (with unit amplitude at $x=z=0$ ) and ( $\rho, \theta$ ) is the observation point. The factor $D\left(\theta, \theta_{0}\right)$ is known as the diffraction coefficient (for a half-plane):

$$
D\left(\theta, \theta_{0}\right)= \begin{cases}\frac{2 i \sin \frac{1}{2} \theta_{0} \sin \frac{1}{2} \theta}{\cos \theta_{0}+\cos \theta}, & \text { for } T M \\ \frac{-2 i \cos \frac{1}{2} \theta_{0} \cos \frac{1}{2} \theta}{\cos \theta_{0}+\cos \theta}, & \text { for } T E, \text { (2.2) }\end{cases}
$$

where the angles $\theta$ and $\theta_{0}$ take values between $-\pi$ and $\pi$. For finite $k b$, the diffraction coefficient is modified in order to take into account the interaction between the upper edge at $x=z=0$ and the lower plate along the shadow boundary $z=0$. Our result indicates that the modified diffraction coefficient $\bar{D}\left(\theta, \theta_{0}\right)$ takes the following form:

$$
\begin{equation*}
\widetilde{D}\left(\theta, \theta_{0}\right)=D\left(\theta, \theta_{0}\right) f(\theta) f\left(\theta_{0}\right) \tag{2.3a}
\end{equation*}
$$


(a)

(b)

(c)

(d)

FIG.2. Various rays in the canonical problem.
where

$$
f(\theta)=\left\{\begin{array}{lc}
G_{+}(-k \cos \theta), & \pi / 2<\left|\theta_{0}\right|<\pi  \tag{2.3b}\\
{\left[G_{+}(k \cos \theta)\right]^{-1},} & \left|\theta_{0}\right|<\pi / 2
\end{array}\right.
$$

where $G_{+}(\alpha)$ is the "plus factor" ${ }^{5}$ of the normalized transformed Green's function, and will be detailed in subsection B below. The result in (2.3) is correct to the order of $(k a)^{-1 / 2}$. Note that $a=b \csc \Omega$. Thus, provided $\Omega$ is small enough, (2.3) is valid for any $k b$. It should be emphasized that the modification in (2.3) takes care of the multiple reflections and diffractions along the shadow boundary $(z=0)$ only, whereas the other interaction between the upper edge and the lower plate must be accounted for separately. Examples of latter types of interactions are the specularly reflected ray ${ }^{8}$ shown in Fig. 2(a) and the ray bounced between two edges in Fig. 2(b), both of which can be easily calculated. For diffraction at the lower edge at ( $x=-b, z=l$ ), the diffraction coefficient is given by $\bar{D}\left(\theta, \theta_{0}\right)$ in (2.2), not $\bar{D}\left(\theta, \theta_{0}\right)$ in (2.3). This is because of the fact that no shadow boundary can be found between the upper plate and the lower edge.

## B. Green's Function

The function $G_{+}(\alpha)$ is related to the (normalized, transformed) Green's function $G(\alpha)$ by ${ }^{6,7}$

$$
\begin{equation*}
G_{+}(\alpha)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{\ln G(\beta)}{\beta-a} d \beta \tag{2.4}
\end{equation*}
$$


(a)

(b)

(c)

FIG.3. Configurations for calculating the Green's function $G(\alpha)$.
which may be identified to the "plus part" 9 of $G(\alpha)$ in the Wiener-Hopf technique. The function $G(\alpha)$ is the normalized version of $\epsilon(x=0, \alpha)$, which is the Fourier transformed Green's function for the tangential electric field (i.e., $E_{z}$ for $T M$ and $E_{y}$ for $T E$ ) due to a point source at $x=z=0$ in a configuration shown in Fig. 3(a). The normalization ${ }^{10}$ is chosen such that

$$
\begin{equation*}
G(\alpha)=\epsilon(x=0, \alpha) /\left[\lim _{b \rightarrow \infty} \epsilon(x=0, \alpha)\right] . \tag{2.5}
\end{equation*}
$$

To determine $\epsilon(x, \alpha)$ we may follow the following procedure. ${ }^{7}$ The Green's function in the spatial domain satisfies the wave equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) E(x, z)=-\delta(x) \delta(y) \tag{2.6}
\end{equation*}
$$

where $E$ stands for $E_{z}$ in the case of $T M$, and $E_{y}$ of TE. Taking the Fourier transform of (2.6) defined by

$$
\begin{equation*}
\epsilon(x, \alpha)=\int_{-\infty}^{\infty} E(x, z) e^{i \alpha z} d z \tag{2.7}
\end{equation*}
$$

one has

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}-\gamma^{2}\right) \epsilon(x, \alpha)=-\delta(x) \tag{2.8}
\end{equation*}
$$

where $\gamma=\sqrt{\alpha^{2}-k^{2}}=-i \sqrt{k^{2}-\alpha^{2}}$. With the boundary condition that $\epsilon(x=-b, \alpha)=0$, it is a simple matter to derive the result

$$
\begin{equation*}
\epsilon(x=0, \alpha)=\left(1-e^{-2 \gamma b}\right) / 2 \gamma . \tag{2.9}
\end{equation*}
$$

It follows from (2.5) that

$$
\begin{equation*}
G(\alpha)=1-e^{-2 \gamma b} . \tag{2.10}
\end{equation*}
$$

With $G(\alpha)$ given in (2.10) the integral in (2.4) can be carried out explicitly with the result ${ }^{11}$

$$
\begin{align*}
G_{+}(\alpha)= & \sqrt{2 k b} \sqrt{1+\frac{\alpha}{k}} e^{-i \pi / 4} \sqrt{\frac{\sin k b}{k b}} \\
& \times \exp \left[\frac{i \alpha b}{\pi}\left(1-0.57721+\ln \frac{2 \pi}{k b}+i \frac{\pi}{2}\right)\right] \\
& \times \exp \left(\frac{i b \gamma}{\pi} \ln \frac{\alpha-\gamma}{k}\right) \prod_{n=1}^{\infty}\left(1+\frac{\alpha}{i \gamma_{n}}\right) e^{i \alpha b / n \pi} \tag{2.11}
\end{align*}
$$

where $\gamma_{n}=\left[(n \pi / b)^{2}-k^{2}\right]^{1 / 2}=-i\left[k^{2}-(n \pi / b)^{2}\right]^{1 / 2}$. A short numerical table for $G_{+}(\alpha)$ was given in I. Further discussions on the computation of $G_{+}(\alpha)$ will be given in Sec. 6. A fact worth emphasizing is that in a given problem the function $G(\alpha)$ is identically the same for $T M$ and $T E$ waves.

## C. Ray-to-Mode Conversion

Referring to Fig. 2(c), let us express the modal field solution in the waveguide as

$$
\left\{\begin{array}{l}
H_{y}  \tag{2.12}\\
E_{x}
\end{array}\right\}=\sum_{m} \frac{1}{\epsilon_{m}} C_{m}\left\{\begin{array}{l}
\cos (m \pi x / b) \\
\sin (m \pi x / b)
\end{array}\right\} e^{+\gamma_{m} z}
$$

where $\epsilon_{m}=2, m=0$ and $\epsilon_{m}=1, m \neq 0$. For propagating modes, the contribution to $C_{m}$ due to a given ray is equal to

$$
\begin{align*}
\psi^{(i)}(x=0, z=0) \bar{D}(\theta= & \left.\phi_{m}-\pi, \theta_{0}\right) \\
& \times\left[\left(2 k b \cos \phi_{m}\right)^{-1}\right] N^{-1}, \tag{2.13}
\end{align*}
$$

where $\phi_{m}=\sin ^{-1}(m \pi / k b)$ is the direction of propagation for the plane wave associated with the $m$ th mode. The first factor in (2.13) is the amplitude of the incident ray evaluated at the edge, and the factor in [] in (2.13) is the ray-to-mode conversion factor. The constant $N$ in (2.13) is a normalization factor and is equal to the ampltiude of the plane wave component in the direction of $\theta$ in modal field representation when evaluated at the edge. As an example, for the ray shown in Fig. 2(c) we have from (2.12) that

$$
T E: N=-\left.(1 / 2 i) e^{-i(m \pi x / b)} e^{\gamma_{m} z}\right|_{x=2=0}=\frac{i}{2} \cdot(2.14)
$$

For the ray shown in Fig. 2(d), we have
$T M: N=\left.\frac{1}{2} e^{-i(m \pi x / b)} e^{\gamma_{m} z}\right|_{\substack{x=-b \\ z=l}}=\left[(-1)^{m} / 2\right] e^{\gamma_{m} l} \cdot(2.15)$ With the main results summarized as above, we will now state the rules of using the set of new diffraction coefficients as follows:
(i) The new edge diffraction ray given in (2.1) and (2.3) can be used exactly in the same manner as the conventional Keller's edge diffraction ray given in (2.1) and (2.2). The only difference is that the new ray has already included the inter~ action between the edge and its neighboring plates along the shadow boundary at $z=0$ (for all the configurations in Figures 1, 4, 5, and 7.) Therefore, in using the new rays, a separated account of such an interaction is no longer needed.
(ii) The Green's function appearing in the diffraction coefficient in (2.3) can be found by following the method outlined in Sec. 2B above ffor the three common configurations shown in Fig. 3, their explicit forms are given in (2.11), (3.7), and (5.8), respectively].
(iii) In computing the field in a waveguide, the amplitude of a modal field in the waveguide (properly normalized) is equal to the product of the diffraction coefficient in (2.3) and a ray-to-mode conversion factor, as indicated in (2,13).

In the next three sections, we will illustrate how the new system of rays can be applied to solve some closed-region boundary value problems having edges of a half-plane type.

## 3. BIFURCATED WAVEGUIDE

As a first example, let us consider the problem of scattering by a bifurcated waveguide as shown in Fig. 4(a). The incident field is a $T E_{l}$ mode from guide of width $a$,

$$
\begin{align*}
E_{y}^{(i)}=\left\{-2 i e^{i l \pi b / a}\right\} \sin (l \pi / a) & (x+b) e^{\gamma l a^{z}} \\
& 0<x<a \text { and } z>0 \tag{3.1}
\end{align*}
$$

where $\gamma_{n d}=\sqrt{(n \pi / d)^{2}-k^{2}}, n=1,2,3, \cdots$ and $d=a, b, c$. Note that the factor in $\}$ in (3.1) is the normalization factor so that the ray traveling in the direction $\theta=\phi_{l}=\sin ^{-1}(l \pi / k a)$ has a unit amplitude at the edge of the bifurcated half-plane $x=z=0$.

The problem at hand is to determine the scattered field in all three waveguides, namely

It may be noted that the factors in $\}$ in (3.2) are again normalizations so that the ray amplitudes for the three rays shown in Fig. 4(a) are unity at $x=2$ $=0$ in the modal field. Such a normalization will make $N$ defined in ( 2,13 ) unity in the later computation.
To apply our ray method, we need first to determine the transformed Green's function for the auxiliary problem, namely, the structure shown in Fig. 3(b), where the bifurcated half-plane has been removed. Explicitly we are looking for the solution to the transformed wave equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}-\gamma^{2}\right) \epsilon(x, \alpha)=-\delta(x) \tag{3.3}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
\epsilon(x, \alpha)=0, \quad \text { for } x=-b \text { and } x=c \tag{3.4}
\end{equation*}
$$

A little manipulation leads to

(a)

(b)

(c)

FIG.4. Scattering in a bifurcated waveguide.
$\epsilon(x=0, \alpha)=\left[\left(1-e^{-2 \gamma^{b}}\right)\left(1-e^{-2 \gamma c}\right)\right] /\left[2 \gamma\left(1-e^{-2 \gamma a}\right)\right]$

It follows from (2.5) that the normalized transformed Green's function for the parallel plate waveguide is given by
$G^{(1)}(\alpha)=\left[\left(1-e^{-2 \gamma^{b}}\right)\left(1-e^{-2 \gamma c}\right)\right] /\left(1-e^{-2 \gamma^{a}}\right)$.
The superscript in $G^{(1)}(\alpha)$ is to differentiate it from the Green's function defined in (2.10). The "plus part" of $G^{(1)}(\alpha)$ as defined in (2.4) can be found explicitly, and is given by ${ }^{7}$

$$
\begin{align*}
G_{+}^{(1)}(\alpha)= & \sqrt{\frac{\left(1-e^{i 2 k b}\right)\left(1-e^{i 2 k c}\right)}{\left(1-e^{i 2 k a}\right)}} \\
& \times \sqrt{1+\alpha / k} e^{i(\alpha / \pi)(b \ln (\alpha / b)+c \ln (\alpha / c)]} \\
& \times \prod_{n=1}^{\infty} \frac{\left(1+\alpha / i \gamma_{n b}\right)\left(1+\alpha / i \gamma_{n c}\right)}{\left(1+\alpha / i \gamma_{n a}\right)} \tag{3.7}
\end{align*}
$$

We will discuss some computational aspects of $G_{+}^{(1)}(\alpha)$ in Secs. 6 and 7.
Once $G_{+}^{(1)}(\alpha)$ is found, we can immediately write down the solutions for modal coefficients by following the rules in Sec. 2, namely, for the field in guide of width $a$,

$$
\left.\begin{array}{rl}
A_{m}= & \left(\frac{-2 i \cos \frac{1}{2} \phi_{l a} \cos \frac{1}{2} \phi_{m a}}{\cos \phi_{l a}+\cos \phi_{m a}} G_{+}^{(1)}\left(k \cos \phi_{l a}\right) G_{+}^{(1)}\left(k \cos \phi_{m a}\right)\right.
\end{array}\right)
$$

Note that the two exponential terms in (3.8) correspond to the specularly reflected incoming and outgoing rays at the ground plane at $x=-b$, as sketched in Fig. 4(b). Similarly, we can write down the field in the two other guides, and the results are

$$
\begin{align*}
& B_{m}=\left(\frac{-2 i \cos \frac{1}{2} \phi_{l a} \cos \left[\frac{1}{2}\left(\phi_{m b}-\pi\right)\right]}{\cos \phi_{l a}+\cos \left(\phi_{m b}-\pi\right)} \frac{G_{+}^{(1)}\left(-k \cos \left(\phi_{m b}-\pi\right)\right)}{G_{+}^{(1)}\left(k \cos \phi_{l a}\right)}\right)\left(\frac{1}{2 k b \cos \phi_{m b}}\right)\left(1-e^{i 2 k b \sin \phi_{l a}}\right),  \tag{3.9}\\
& C_{m}=\left(\frac{-2 i \cos \frac{1}{2} \phi_{l a} \cos \left[\frac{1}{2}\left(\pi-\phi_{m c}\right)\right]}{\cos \phi_{l a}+\cos \left(\pi-\phi_{m c}\right)} \frac{G_{+}^{(1)}\left(-k \cos \left(\pi-\phi_{m c}\right)\right)}{G_{+}^{(1)}\left(k \cos \phi_{l a}\right)}\right)\left(\frac{1}{2 k c \cos \phi_{m c}}\right)\left(1-e^{\left.i 2 k b \sin x \phi_{l a}\right)}\right. \tag{3.10}
\end{align*}
$$

It is interesting to note that, unlike the field in guide of width $a$, there is no specular reflection for the outgoing rays in the fields in the smaller guides [Fig. 4(c)].
The solutions given in $(3,8)-(3,10)$ derived by our ray method may be compared with the exact solution of the bifurcated problem obtainable by either the residue calculus method ${ }^{7,12}$ or Wiener-Hopf technique. ${ }^{7}$ They are identical. This is not surprising in view of the fact that our ray theory summarized in Sec. 2 was based on an asymptotic solution for large $k b \csc \Omega$ (Fig. 1). In the bifurcation problem, $\Omega \rightarrow 0$, and hence our ray method recovers the exact solution.
Another point worth noting is that, even though our ray method is designed for computing propagating modes only, the solutions given (3.8)-(3.10) remain valid when $\left\{\phi_{l a}, \phi_{m a}, \phi_{m b}, \phi_{m c}\right\}$ become imaginary (for evanescent modes). However, such an extension of our ray method to cover evanescent modes has not been shown to be true in general.

## 4. STEP DISCONTINUITY IN WAVEGUIDE

In this section, we will consider a waveguide discontinuity problem which has no known analytical solution, exact or approximate. This is the step discontinuity shown in Fig. 5 , with the wedge angle $\beta<\pi / 2$.
The incident field from the larger waveguide is a $T M_{l 0}$ mode given by
$\begin{aligned} H_{y}^{i}=\left(2 / \epsilon_{l}\right) e^{i l \pi b / a} \cos (l \pi / a) & (x+b) e^{\gamma_{l a} z}, \\ & 0<x<a \text { and } z>0,\end{aligned}$
where $\epsilon_{l}=2$ if $l=0$ and $\epsilon_{l}=1$ if $l \neq 0$. The problem is to determine the scattered field,
$H_{y}=\left\{\begin{array}{l}\sum_{m=0}^{\infty} A_{m} \frac{2}{\epsilon_{m}} e^{-i m \pi b / a} \cos \left(\frac{m \pi}{a}\right) \quad \begin{array}{l}(x+b) e^{-\gamma_{m} a^{z}}, \\ 0<x<a, z>0,\end{array} \\ \sum_{m=0}^{\infty} C_{m} \frac{2}{\epsilon_{m}} \cos \left(\frac{m \pi}{c}\right) \begin{array}{l}x e^{\gamma_{m} c^{z}}, \\ b<x<c \text { and } z<0 .\end{array} \text { (4.2) }\end{array}\right.$
The field in the triangular region between $x=0$ and $x=-a$ is quite complicated. Fortunately, the field there is generally not of primary interest.
Provided that $\beta$ is much less than ( $\pi / 2$ ), the interaction between the edge of a wedge and the waveguide walls is expected to be approximately the same as that between the edge of a half-plane and the waveguide walls. Under such an assumption, we can write down the solution to the present problem as below. First, we note that the diffraction coefficient $D\left(\theta, \theta_{0}\right)$ given in (2.2) is that for a half-plane, and therefore should be replaced by the corresponding expression for a wedge, which is given by the well-known expression

$$
\begin{align*}
D_{w}\left(\theta, \theta_{0}\right)= & \frac{\pi}{i(2 \pi-\beta)} \sin \frac{\pi^{2}}{(2 \pi-\beta)} \\
\times & {\left[\left(\cos \frac{\pi\left(\theta-\theta_{0}\right)}{2 \pi-\beta}-\cos \frac{\pi^{2}}{2 \pi-\beta}\right)^{-1}\right.} \\
& \left.+\left(\cos \frac{\pi\left(2 \pi-\theta-\theta_{0}\right)}{2 \pi-\beta}-\cos \frac{\pi^{2}}{2 \pi-\beta}\right)^{-1}\right] \\
& \text { for } T M, \tag{4.3}
\end{align*}
$$

where $\beta$ is the wedge angle. The diffraction coefficient in (4.3) no longer has the simple symmetry when $\theta$ (or $\theta_{0}$ ) is changed to $-\theta$ (or $-\theta_{0}$ ) as we had in (2.2). Thus, we have to keep track of the five different rays shown in Fig. 5 separately. The result for the reflected field is

$$
\begin{align*}
A_{m}= & {\left[D_{w}\left(\phi_{m a}, \phi_{l a}\right)+D_{w}\left(-\phi_{m a}, \phi_{l a}\right) e^{i 2 k b \sin \phi_{m a}}\right.} \\
& +e^{i 2 k b \sin \phi_{l a}} D_{w}\left(\phi_{m a},-\phi_{l a}\right)+e^{i 2 k b \sin \phi_{l a}} \\
& \left.\times D_{w}\left(-\phi_{m a},-\phi_{l a}\right) e^{i 2 k b \sin \phi_{m a}}\right] \\
& \times\left(\frac{1}{G_{+}^{(1)}\left(k \cos \phi_{l a}\right) G_{+}^{(1)}\left(k \cos \phi_{m a}\right)}\right) \\
& \times\left(\frac{1}{2 k a \cos \phi_{m a}}\right) \tag{4.4}
\end{align*}
$$

where $G_{t}^{(1)}(\alpha)$ is given (3.7). The first, second, third, and four th terms in $\}$ (4.4) correspond to the rays $1-3,1-4,2-3$, and $2-4$, respectively. A numerical example for $A_{0}$ (reflection coefficient of TEM) is presented in Fig. 6. We emphasize again that the result in (4.4) is approximate. Until there is a more rigorous way of attacking this problem, we cannot estimate its accuracy.
For the special case $\beta=0$, the problem becomes that of the scattering of a $T M$ wave in a bifurcated waveguide, and $D_{W}$ in (4.3) is reduced to $D$ in (2.2). Making use of the property of symmetry
$D\left(\theta, \theta_{0}\right)=\operatorname{sgn}\left(\theta, \theta_{0}\right) D\left(|\theta|,\left|\theta_{0}\right|\right)$, for $T M$,
where $\operatorname{sgn} x=+1$ if $x>0$ and $\operatorname{sgn} x=-1$ if $x<0$, we obtain the reflected coefficients for a bifurcated waveguide (TM) from (4.4), namely,
$A_{m}=\left(\frac{2 i \sin \frac{1}{2} \phi_{l a} \sin \frac{1}{2} \phi_{m a}}{\cos \phi_{l a}+\cos \phi_{m a}} \frac{1}{G_{+}^{(1)}\left(k \cos \phi_{l a}\right) G_{+}^{(1)}\left(k \cos \phi_{m a}\right)}\right)$


FIG. 5. Scattering by a step discontinuity in a waveguide.


FIG.6. Reflection coefficient for a TEM mode at the junction of a step discontinuity in a waveguide.

$$
\begin{align*}
& \times\left(\frac{1}{2 k a \cos \phi_{m a}}\right)\left[\left(1-e^{i 2 k b \sin \phi_{l a}}\right)\right. \\
& \left.\times\left(1-e^{i 2 k b \sin \phi_{m a}}\right)\right], \quad \text { if } \beta=0 \tag{4.6}
\end{align*}
$$

This result may be compared with (3.8) which gives the reflected coefficients for $T E$ waves in the bifurcation problem. It is of particular interest to note that the factors in [] in (3.8) and (4.6) due to specular reflections are the same despite that the specular reflection coefficient for $E_{y}$ in $T E$ is ( -1 ), and that for $H_{y}$ in $T M$ is $(+1)$. This is because of

$$
D\left(\theta_{2}-\theta_{0}\right)= \begin{cases}+D\left(\theta,+\theta_{0}\right), & \text { for } T E  \tag{4.7}\\ -D\left(\theta_{2}+\theta_{0}\right), & \text { for } T M\end{cases}
$$

which contributes an extra minus sign for $T M$ wave.

## 5. PERIODIC ARRAY OF WAVEGUIDES

The other class of closed-region boundary value problems are those involving periodic structures. Here we will consider one example of this type, namely, the scattering of a plane wave ( $7 M$ ) by an infinite periodic array of waveguides [Fig. 7(a)]. The incident field is

$$
\begin{equation*}
H_{y}^{(i)}=e^{-i k\left(x \sin \theta_{0}+z \cos \theta_{0}\right)}, \quad z>0 \tag{5.1}
\end{equation*}
$$

The problem is to determine the scattered field

where $\beta_{p}=k \sin \theta_{0}+(2 p \pi / b), \Gamma_{p}=\left(\beta_{p}^{2}-k^{2}\right)^{1 / 2}$, and $\gamma_{m}=\left[(m \pi / b)^{2}-k^{2}\right]^{1 / 2}$. In order to apply our ray method in a convenient manner, let us consider the equivalent problem shown in Fig. 7(b) with an incident field given by
$H_{y}^{i}=\left[e^{-i k x \sin \theta_{0}}+e^{i k(x+2 b) \sin \theta_{0}}\right] e^{-i k z \cos \theta}, z>0$.
From symmetry consideration, the scattered field for the problem in Fig. 7(b) may be shown to be

$$
\begin{align*}
H_{y}= & \sum_{p=-\infty}^{\infty} A_{p}\left(e^{-i \beta_{p} x}+e^{i 2 k b \sin \theta_{0}} e^{i \beta_{p} x}\right) e^{-\Gamma_{p^{z}}}, z>0, \\
H_{y}= & \sum_{\substack{m=0 \\
\text { even }}}^{\infty} \frac{2}{\epsilon_{m}} B_{m}\left(1+e^{i k b \sin \theta_{0}}\right) \cos \left(\frac{m \pi}{b}\right) x e^{\gamma m z} \\
& +\sum_{\substack{m=1 \\
\text { odd }}}^{\infty} 2 B_{m}\left(1-e^{i k b \sin \theta_{0}}\right) \cos \left(\frac{m \pi}{b}\right) x e^{\gamma_{m} z}, \\
& -b<x<0 \text { and } z<0 . \tag{5.4b}
\end{align*}
$$

Now we will solve this equivalent problem by our ray method.
First we need to determine the Green's function, which is the solution of the transformed wave equation
$\left(\frac{\partial^{2}}{\partial x^{2}}-\gamma^{2}\right) \epsilon(x, \alpha)=-\sum_{n=0}^{\infty} \delta(x-n b) e^{-i n k b \sin \theta_{0}}$,
subject to the boundary condition $\epsilon(x=-b, \alpha)=0$. A little algebra leads to the results
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$$
\begin{align*}
\epsilon(x, \alpha) & =\frac{1-e^{-2 \gamma b}}{2 \gamma} \sum_{n=0}^{\infty} \frac{\sinh (n+1) \gamma a}{\sinh \gamma a} e^{-i n k a \sin \theta_{0}} \\
& =\frac{1-e^{-2 \gamma b}}{2 \gamma\left(1-e^{b\left(\gamma-i k \sin \theta_{0}\right)}\right)\left(1-e^{-b\left(\gamma+i k \sin \theta_{0}\right)}\right)} \tag{5.6}
\end{align*}
$$

It follows from (2.5) and (5.6) that

$$
\begin{equation*}
G^{(2)}(\alpha)=\frac{1-e^{-2 \gamma b}}{\left(1-e^{-b(\gamma-i k \sin \theta)}\right)\left(1-e^{-b\left(\gamma+i k \sin \theta_{0}\right)}\right)} . \tag{5.7}
\end{equation*}
$$

The factorization of $G^{(2)}(\alpha)$ can be found in Ref. 7, and is given by

$$
\begin{align*}
G_{+}^{(2)}(\alpha)= & \sqrt{\frac{1-e^{i 2 k b}}{\left(1-e^{i k b\left(1-\sin \theta_{0}\right)}\left(1-e^{i k b\left(1+\sin \theta_{0}\right)}\right)\right.}} \\
& \times \sqrt{1+\frac{\alpha}{k} \frac{e^{-i(\alpha b / \pi) \ln 2}}{1+\alpha / i \Gamma_{0}}} \\
& \times \prod_{n=1}^{\infty} \frac{1+\alpha / i \gamma_{n}}{\left(1+\alpha / i \Gamma_{n}\right)\left(1+\alpha / i \bar{\Gamma}_{-n}\right)} \tag{5.8}
\end{align*}
$$

Once $G_{+}^{(2)}(\alpha)$ is found, the solution for the problem shown in Fig. 7(b) can be written down immediately. For the reflected field, we have

$$
\begin{array}{r}
A_{p}=\left(\frac{2 i \sin \frac{1}{2} \theta_{0} \sin \frac{1}{2} \psi_{p}}{\cos \theta_{0}+\cos \psi_{p}} \frac{1}{G_{+}^{(2)}\left(k \cos \theta_{0}\right) G_{2}^{(2)}\left(k \cos \psi_{p}\right)}\right) \\
\times\left(\frac{1}{k b \cos \psi_{p}}\right) \tag{5.9}
\end{array}
$$

where $\psi_{p}=-\sin ^{-1}\left(\beta_{p} / k\right), 0 \leqslant\left|\psi_{p}\right|<\pi / 2$. $\operatorname{In}(5.9)$ we note the following:
(i) The specularly reflected rays are not included because of our representation of the fields in (5.3) and (5.4a), which automatically takes care of the specular reflection from the ground plane


FIG.7. Scattering by an infinite array of parallel plates.
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$$
x=-b
$$

(ii) Each waveguide mode (except for $T E M$ ) consists of two plane wave [e.g., see (2.12)]. Hence, the conversion factor for ray-to-space harmonics is simply twice that for ray-to-mode. This explains the absence of the factor $1 / 2$ in the last factor in (5.9).

For the transmitted field, we have

$$
\begin{gather*}
B_{m}=\left(\frac{2 i \sin \frac{1}{2} \theta_{0} \sin \left[\frac{1}{2}\left(\phi_{m}-\pi\right)\right]}{\cos \theta_{0}+\cos \left(\phi_{m}-\pi\right)} \frac{G_{+}\left(-k \cos \left(\phi_{m}-\pi\right)\right)}{G_{+}\left(k \cos \theta_{0}\right)}\right) \\
\quad \times\left(\frac{1}{2 k b \cos \phi_{m}}\right)\left[\left(1-e^{i 2 k b \sin \theta_{0}}\right)\right] N_{m}^{-1}, \tag{5.10}
\end{gather*}
$$

where $N_{m}$ is the normalization factor and may be found from (5. 4b),

$$
N_{m}= \begin{cases}\left(1+e^{i k b \sin \theta_{0}}\right), & m=0,2,4, \cdots  \tag{5.11}\\ \left(1-e^{i k b \sin \theta_{0}}\right), & m=1,3,5, \cdots\end{cases}
$$

The solutions given in (5.9)-(5.11) are again identical to the exact solutions obtainable through the Wiener-Hopf ${ }^{7,13}$ or the residue calculus method. $7.14,15$

## 6. APPROXIMATE FORMULAS FOR THE GREEN'S FUNCTION

As illustrated in previous examples, the central step in calculating our modified ray amplitudes lies in the computation of the "plus part" of the normalized transformed Green's function $G_{+}(\alpha)$. In the present paper, we have given the explicit forms of $G_{+}(\alpha)$ for three commonly encountered configurations, namely (i) $G_{+}(\alpha)$ in (2.11) for a half-plane above a ground plane [cf. Fig. 4(a) and Fig. 1], (ii) $G_{+}(\alpha)$ in (3.7) for a half-plane in a parallel-plate waveguide [cf. Fig. 4(b) and Fig. 5], and (iii) $G_{+}^{(2)}(\alpha)$ in (5.8) for a periodic array of half-planes [cf. Fig. 4(c) and Fig. 7]. They are all expressed in terms of the form of infinite products. For small and moderate guide dimensions, the infinite products converge quite rapidly; however, for large guide dimensions, their computations can be very laborious. Take (2.11) as an example; it may be shown that the normalized truncation error for a N term product is less than $(\alpha b / \pi)^{2} / N$ provided that $\left[(\alpha b / \pi)^{2} / N\right] \ll 1$. Thus for very large $(\alpha b / \pi)$, the convergence of the infinite product is slow and the computation of $G_{+}(\alpha)$ becomes laborious. In such an event, it is desirable to use an asymptotic formula given below.

For large $k a, k b$, and $k c$, all the three functions in (2.11), (3.7), and (5.8) can be approximately ${ }^{16}$ expressed in terms of a universal function $U(s, p)$ defined by Weinstein. ${ }^{4}$ The results are

$$
\begin{align*}
& G_{+}(k \cos \theta) \sim \exp \{U(s=\sqrt{2 k b} \cos \theta, p=k b / \pi \\
&-|[k b / \pi]|)\} \tag{6.1a}
\end{align*}
$$

$G_{+}^{(1)}(k \cos \theta) \sim \exp \{U(s=\sqrt{2 k b} \cos \theta, \quad p=k b / \pi$
$-|[k b / \pi]|)+U(s=\sqrt{2 k c} \cos \theta, p=k c / \pi$
$-|[k c / \pi]|)-U(s=2 k a \cos \theta, \quad p=k a / \pi$
$-|[k a / \pi\rceil|)\}$,
$G_{+}^{(2)}(k \cos \theta) \sim \exp \{U(s=\sqrt{2 k b} \cos \theta, p=k b / 2 \pi$ $-|[k b / 2 \pi]|)-U(s=\sqrt{k b} \cos \theta$,

$$
\begin{align*}
& \left.p=\left[k b\left(1+\sin \theta_{0}\right) / 2 \pi\right]-\left|\left[k b\left(1+\sin \theta_{0}\right) / 2 \pi\right]\right|\right) \\
& -U\left(s=\sqrt{k b} \cos \theta, p=\left[k b\left(1-\sin \theta_{0}\right) / 2 \pi\right]\right. \\
& \left.\left.-\left|\left[k b\left(1-\sin \theta_{0}\right) / 2 \pi\right]\right|\right)\right\}, \tag{6.1c}
\end{align*}
$$

for $k a, k b, k c \gg 1$,
where $|[d]|$ means the largest integer in $d$. The function $U(s, p)$ is defined as

$$
\begin{equation*}
U(s, p)=\frac{e^{-i n / 4}}{\sqrt{2 \pi}} \sum_{n=1}^{\infty} \frac{e^{i n\left(2 \pi p-s^{2} / 2\right)}}{n} \int_{\sqrt{n s}}^{\infty} e^{i t 2 / 2} d t \tag{6.2}
\end{equation*}
$$

and may be approximated by
(i) $s \gg 1$,

$$
\begin{equation*}
U(s, p)=\frac{e^{-i 3 \pi / 4}}{\sqrt{2 \pi} s} \sum_{n=1}^{\infty} \frac{e^{i 2 \pi p n}}{n^{3 / 2}}+O\left(\frac{1}{s^{3}}\right) \tag{6.3a}
\end{equation*}
$$

(ii) $s \ll 1$,

$$
U(s, p)=\frac{1}{2} \ln \left(1-e^{i 2 \pi p}\right)+\ln \left(1+\frac{s}{\sqrt{4 \pi p}}\right)
$$

$$
\begin{equation*}
+s\left(e^{-i \pi / 4} \sum_{n=1}^{\infty} \frac{e^{i 2 n p n}}{\sqrt{2 \pi n}}-\frac{1}{\sqrt{4 \pi \phi}}\right)+O\left(s^{2}\right) \tag{6.3b}
\end{equation*}
$$

(iii) $s \ll 1$ and $p \ll 1$,

$$
\begin{align*}
& U(s, p)=-\frac{1}{2}(\ln 2+i \pi / 2)+\ln (s+\sqrt{4 \pi p}) \\
& -\frac{1}{2}(1-i) 0.824 \sqrt{4 \pi p}+O\left(s^{2}\right)+O(p)+O(s \sqrt{p}) \tag{6.3c}
\end{align*}
$$

An application of these asymptotic formulas will be given in Sec. 7.
For small $k a, k b$, and $k c$, the infinite products in (2.11), (3.7), and (5.8) converge very rapidly. As a matter of fact, if we drop the terms of $(k a / \pi)^{2}$, $(k b / \pi)^{2},(k c / \pi)^{2}$ and higher, the following simplified results may be obtained:
$G_{+}(k \cos \theta) \approx 2 e^{-i \pi / 4}\left|\cos \frac{\theta}{2}\right| \sqrt{\sin k b} \exp \{[(i k b \cos \theta) / \pi]$

$$
\begin{align*}
& \times[1-0.57721+\ln (2 \pi / k b)+i \pi / 2]\} \\
& \times \exp [(i k b / \pi)|\theta||\sin \theta|] \tag{6.4a}
\end{align*}
$$

$G_{+}^{(1)}(k \cos \theta) \approx \sqrt{\left(1-e^{i 2 k b}\right)\left(1-e^{i 2 k c}\right) /\left(1-e^{i 2 k a}\right)}$
$\sqrt{2}\left|\cos \frac{1}{2} \theta\right| \times \exp \{[(i k \cos \theta) / \pi][b \ln (a / b)$
$+c \ln (a / c)]\}$,
$\left.G_{+}^{(2)(k} \cos \theta\right)$

$$
\approx \sqrt{\left(1-e^{i 2 k b}\right) /\left[1-e^{i k b\left(1+\sin \theta_{0}\right.}\right]\left[1-e^{i k b\left(1-\sin \theta_{0}\right)}\right]}
$$

$$
\times \frac{\sqrt{2}|\cos \theta / 2|}{1+\left(\cos \theta /\left|\cos \theta_{0}\right|\right)}
$$

$\times \exp \{-[(i k b \cos \theta) / \pi] \ln 2\}$,
for $k a, k b, k c \ll 1$.
Through numerical computations it has been shown 17 that (6.4b) gives good accuracy for ( $k b / \pi$ ) $<1$ and $0 \leq \theta_{0} \leq 60^{\circ}$. We would expect the same accuracy from (6.4a) and (6.4c).

## 7. COMPARISON WITH YFK METHOD

The methodological difference between the YFK method and our ray method has been discussed in Sec. 1. Here we will make a quantitative comparison between their final solutions for a specific problem,
namely, the bifurcated waveguide discussed in Sec. 3 . Let us concentrate on the self-reflection coefficient of the $T E_{l 0}$ mode due to an incidence from the largest guide. The solution obtained by our ray method is given in (3.8) with $m=l$, which is also the exact solution. Under the assumption that

$$
\begin{equation*}
k a, k b, k c \gg 1 \tag{7.1}
\end{equation*}
$$

we will compare it with the corresponding solution obtained by the YFK method for the following cases.

## A. TE 10 Is Not Close to Cutoff

More precisely, we consider the case with

$$
\begin{equation*}
k d \cos \phi_{l a} \geqslant 1, \quad \text { for } d=b, c \tag{7.2}
\end{equation*}
$$

Then we may use the formulas in (6.1b) and (6.3a) to expand $G_{+}^{(1)}(\alpha)$ appeared in (3.8), and the result is

$$
\begin{align*}
& A_{l} \sim \\
& \left(\frac{-2 i \cos \frac{1}{2} \phi_{l a} \cos \frac{1}{2} \phi_{l a}}{\cos \phi_{l a}+\cos \phi_{l a}} \frac{\left(1-e^{i 2 k b \sin \phi_{l a}}\right)\left(1-e^{i 2 k b \sin \phi_{l a}}\right)}{2 k a \cos \phi_{l a}}\right) \\
& \quad \times \exp \left[\frac{e^{i \pi / 4}}{\sqrt{2 \pi}}\left(\frac{1}{\cos \phi_{l a}}+\frac{1}{\cos \phi_{l a}}\right)\right.  \tag{7.3}\\
& \left.\quad \times \sum_{n=1}^{\infty}\left(\frac{e^{i 2 n k b}}{n \sqrt{2 n k b}}+\frac{e^{i 2 n k c}}{n \sqrt{2 n k c}}-\frac{e^{i 2 n k a}}{n \sqrt{2 n k a}}\right)+O\left(\frac{1}{k}\right)\right]
\end{align*}
$$

where $O(1 / k)$ means that terms of $\left(k d \cos \phi_{l o}\right)^{-1}$ with $d=b, c$ and higher have been ignored. If we further expand the exponential function in (7.3) and retain its leading term, we have

$$
\begin{align*}
& A_{l} \sim \\
& \left(\begin{array}{l}
\left.\frac{-2 i \cos \frac{1}{2} \phi_{l a} \cos \frac{1}{2} \phi_{l a}}{\cos \phi_{l a}+\cos \phi_{l a}} \frac{\left(1-e^{i 2 k b \sin \phi_{l a}}\right)\left(1-e^{\left.i 2 k b \sin \phi_{l a}\right)}\right.}{2 k a \cos \phi_{l a}}\right) \\
\quad \times\{1+M\},
\end{array}\right.
\end{align*}
$$

where $M$ may be regarded as the contribution from the multiple scattering along the shadow boundary at $z=0$ (Fig. 4) and is given by

$$
\begin{align*}
M= & \frac{e^{i \pi / 4}}{\sqrt{2 \pi}}\left(\frac{1}{\cos \phi_{t a}}+\frac{1}{\cos \phi_{l a}}\right) \\
& \times\left[\sum_{n=1}^{\infty}\left(\frac{e^{i 2 n k b}}{n \sqrt{2 n k b}}+\frac{e^{i 2 n k c}}{n \sqrt{2 n k c}}-\frac{e^{i 2 n k a}}{n \sqrt{2 n k a}}\right)\right]+O\left(\frac{1}{k}\right) . \tag{7.5}
\end{align*}
$$

The corresponding formula obtained by Yee and Felsen ${ }^{18}$ can be also expressed in the form of (7.4) except that $M$ is different. Their $M$ is given by ${ }^{19}$
$M_{\mathrm{YFK}}=\frac{e^{i \pi / 4}}{\sqrt{2 \pi}}\left(\frac{1}{\cos \phi_{l a}}+\frac{1}{\cos \phi_{l a}}\right)\left(\frac{e^{i 2 k b}}{\sqrt{4 \pi k b}}+\frac{e^{i 2 k c}}{\sqrt{4 \pi k c}}+N\right)$,

$$
(7.6)
$$

where $N$ is a doubly infinite summation, and is due to the contributions from the second and higher interactions along the shadow boundary at $z=0$ (Fig. 4). Yee and Felsen ${ }^{18}$ have shown numerically that $N$ in most cases does not contribute significantly to $M_{\mathrm{YFK}}$, and therefore its explicit form is not given in (7.6). Now let us compare (7.6) with (7.5). We note that they agree only for the two most dominant terms. A similar conclusion has been reached by Bowman ${ }^{20}$ in the
comparison of the YFK solution and the exact solution for the problem of diffraction by an open-ended waveguide (Fig. 1 with $k a \rightarrow \infty$ ). At this point we should emphasize the fact that the result given in (7.4) and (7.5) is not the rigorous asymptotic expansion to the order of $(1 / k)$ of the exact solution in (3.8). This is because the formula in (6.1b) itself is an approximate one, which was obtained in replacing $\gamma=\sqrt{\alpha^{2}-k^{2}}$ by $\gamma \simeq-i k\left(1-\alpha^{2} / 2 k^{2}\right)$ in $G^{(1)}(\alpha)$, and therefore the branch singularities at $\alpha= \pm k$ disappear. The absence of the branch singularities in $G^{(1)}(\alpha)$ accounts for the less accurate results in (7.4) and (7.5) when $k a$ (or $k b$ or $k c$ ) varies across the values of $q \pi$ for $q=1,2,3, \ldots$ Therefore, the results given in (7.4) and (7.5) are not too accurate at the onset of a new propagating mode in any of the three guides in the bifurcated waveguide.

## B. TE ${ }_{10}$ Is Close to Cutoff

In such a case, it is convenient to introduce the parameter $p_{a}$ through the definition

$$
\begin{equation*}
k a=\pi\left(l+p_{a}\right), \quad p_{a} \ll 1 \tag{7.7}
\end{equation*}
$$

Then it follows that $\cos \phi_{l a}=\sqrt{2 \pi p_{a} / k a}$, and $\phi_{l a}$ is close to ( $\pi / 2$ ). The expansion of $G_{+}{ }^{(1)}\left(k \cos \phi_{l a}\right)$ in $(6.1 \mathrm{~b})$ will depend on the parameter

$$
s=\sqrt{2 k d} \cos \phi_{l a}=2 \sqrt{p_{a} k d / l}, \quad \text { for } d=a, b, c
$$

when $s \gg 1$ we may use ( 6.3 a ), and when $s \ll 1$ we may use ( 6.3 b ) or (6.3c). When $s$ assumes a fixed value, no simplified expression for $G_{+}^{(1)}\left(k \cos \phi_{l a}\right)$ is available and one has to use the exact one in (3.7). In the following let us concentrate on the most interesting case

$$
\begin{equation*}
p_{a} \ll 1, s \ll 1 \tag{7.8}
\end{equation*}
$$

Making use of (6.3b) and (6.3c) in (6.16) gives the result

$$
\begin{align*}
G_{+}\left(k \cos \phi_{l a}\right) \sim e^{i(\pi / 4)\left(2 \sqrt{2 \pi p_{a}}\right)^{-1}} & \exp [0.824(1-i) \\
& \left.\times \sqrt{\pi p_{a}}\right] g(b) g(c) \tag{7.9}
\end{align*}
$$

$$
\begin{aligned}
& \text { where } \\
& \begin{array}{l}
g(d)=\sqrt{1-e^{i 2 \pi k d}}\left(1+\sqrt{\frac{p_{a} d}{p_{d} a}}\right) \exp \left[2 \sqrt{\pi p_{a}} \sqrt{\frac{d}{a}}\right. \\
\\
\left.\times\left(e^{-i \pi / 4} \sum_{n=1}^{\infty} \frac{e^{i 2 \pi k d}}{\sqrt{4 \pi p_{d}}}-\frac{1}{\sqrt{4 \pi p_{d}}}\right)\right] \\
p_{d}=\frac{k d}{\pi}-\left|\left[\frac{k d}{\pi}\right]\right|, \quad d=b, c
\end{array}
\end{aligned}
$$

Substitution of (7.9) into (3.8) leads to the following expression for the self-reflection coefficient for incident $\mathrm{TE}_{10}$ mode:

$$
\begin{aligned}
& A_{l} \sim(-1) \exp \left[-0.824(1-i) \sqrt{4 \pi p_{a}}\right] \\
& \times\left[1-e^{i 2 k b} \sin \phi_{l a} / g(b) g(c)\right]^{2}
\end{aligned}
$$

which is valid under the conditions in (7.8) and (7.1). The YFK method does not seem able to give a satisfactory solution for this case.

## 8. CONCLUSION

In addition to the classical half-plane problem, there are only three types of problems in the edge diffraction theory that can be solved exactly. They are: (i) the open-end waveguide (Fig. 1 with $a=b$ ), (ii) the bifurcated waveguide (Fig.4), and (iii) the periodic array of waveguides (Fig. 7). The known methods of attacking these problems are all based on the property of analytical functions in the complex plane (e.g., the Wiener-Hopf or the residue calculus techniques). They involve sophisticated mathematics and generally are not easy to apply. In the paper we have presented a recipe based on a ray-tracing procedure for attacking these problems. Following our recipe, we can write down the exact solutions almost by inspection. More important, in certain problems where the sophisticated analytical methods cannot be applied, our ray method often provides a useful approximate solution.
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In this paper an attempt is made to define the class of equivalent reference frames in special relativity in terms of a purely kinematical characterization of the notion of free material point and using homogeneity of space and time, isotropy of space, and unidirectional time flow. The problem of finding the possible forms of the relativity group and the significance of a "space-time homogeneity axiom" which was used in previous papers are discussed.

## I. INTRODUCTION

In some recent papers ${ }^{1}$ the problem of the derivation of the Poincare and Galilei groups from the basic principles of (i) relativity, (ii) homogeneity of space and time, and (iii) isotropy of space has been investigated extensively. In a sketchy way, the line of the argument is the following. First, by a suitable "formulation of the principle of space-time homogeneity" $1(a), 1(\mathrm{e}), 2$ one ensures that the space-time coordinate transformation between two equivalent frames of reference is affine. Secondly, one shows that the orthochronous Poincare transformations, with the Galilei ones as the usual limiting case, are the only ones which are compatible with the principle of relativity, the isotropy of space, the synchronization of clocks in each frame at different space points, the existence of a unidirectional time flow, and the choice in all frames of common length and time standards.
Yet in the abovementioned papers, an operationally satisfactory, at least in principle, characterization of the class of equivalent frames is lacking. The usual characterization of the equivalent frames in special relativity is intrinsically a dynamical one, since it is based on the law of inertia, which is a statement about the properties of the motion of the center of mass of a free material body, being defined as one which is not acted upon by external forces. ${ }^{3}$ Apart from the difficulties in principle which such a definition of a free body may encounter, we believe that in the search of the relativity groups one should try to rely on kinematical elements and on some generally recognized uniformity properties of space and time relative to the observer, rather than on dynamical (though very simple) laws, like the law of inertia. It is only after the possible relativity groups have been found following this line, that the request of invariance of the (known) dynamical laws should enable one to choose the correct transformation group among the various possibilities. In other words, the knowledge of the dynamics should enter only at the stage of selecting the correct group among the different solutions which have been found on a kinematical basis and on the ground of some minimal invariance properties which are generally accepted.
In this paper we stick to this line of approach by defining a class of frames (which we call pre-inertial) in terms of a purely kinematical characterization of the notion of a free material point, based on simple conceptual experiments of a type often used in the theory of relativity. At the same time, the principle of homogeneity of space and time will be formulated by stressing its significance as regards the space
and time of the given observer, in contrast with the absolute nature of the space-time homogeneity axiom of Refs. 1(a) and 1 (e) (to be labeled $T$ from now on), which appears therefore to be an essentially independent and much stronger condition both from the physical as well as from the mathematical point of view.

Without the latter axiom, the problem of the linearity of the transformations and, consequently, of the Poincaré and the Galilei groups being the only solutions, is still open and requires further investigation.
In Sec.II we define the class of pre-inertial frames of reference in terms of our kinematical characterization of a free material point and requiring them to satisfy the conditions of space and time homogeneity, isotropy of space and unidirectional flow of time, and we show that this enables us to obtain a complete characterization of the transformations among frames which are relatively at rest.
In Sec. III we tentatively formulate a relativity principle for the class of pre-inertial frames and we state and briefly comment upon the (apparently difficult) mathematical problem that one has to solve in order to find the possible forms of the corresponding relativity group. Then we give a very concise but complete review of the way the Poincare and Galilei groups can be univocally deduced if use is made of axiom $T$ as an additional requirement. Finally, we briefly discuss the relation of axiom $T$ to the usual characterization of a free material point and to the property of homogeneity of space and time.
In the following, greek indices $\mu, \nu, \cdots$ run from one to four, latin indices $i, j, \cdots$ from one to three. A linear transformation $x \rightarrow M x$ (respectively, an affine transformation $x \rightarrow M x+a$ ) of $R^{n}$ will currently be identified to the corresponding matrix $M \in G L(n, R)$ [respectively, to the corresponding vector-matrix pair ( $a, M$ ), $\left.a \in R^{n}, M \in G L(n, R)\right]$. A matrix $G \in G L(n, R)$ will often be denoted by the family of its matrix elements $G=\left(G_{\alpha B}\right)$ and an $n$-vector $x$ by its components $\left(x_{\alpha}\right)$. The usual notation $\vec{x}$ is used for a 3-vector $\left(x_{i}\right)$. We call a one-to-one map of a set onto itself a permutation of the set.

## II. THE CLASS OF PRE-INERTIAL FRAMES REFERENCE

First of all, let us specify what we mean by the statement that the object $A$ is a copy of the object $B$. An observer will say that $A$ is a copy of $B$ if, after reducing to rest both $A$ and $B$ in a properly smooth way, and putting $A$ near $B$, after a series of comparisons he will judge that $A$ and $B$ are identical. In particular,
from a purely geometrical point of view, he will say that the two objects are congruent. We shall assume that the conclusion that $A$ is (or is not) a copy of $B$ is independent of the procedure by which $A$ and $B$ are put nearby, and of the observer. We suppose each observer to distinguish naturally between space and time and assume that he chooses a reference frame by which he is able to characterize each event by four real numbers, three space coordinates $x_{i}(i=1$, 2,3 ), and a time coordinate $t$. Thus a reference frame (for a given observer) will consist essentially of a set of measuring rods or equivalent devices for the assignment of the location of events in space and of a set of clocks, each of which is a copy of the others, located at all space points, for the assignment of the times at which events happen. For definiteness, we shall assume without loss of generality that the coordinates are chosen in such a way that the domain of coordinate sets of all possible events is $R^{4}$ and that two distinct events have distinct coordinate sets.
We define a frame $S^{\prime}$ to be at rest relative to a given frame $S$ if any object which is at rest in $S$ is at rest in $S^{\prime}$ as well. This is equivalent to the statement that the coordinate transformation functions from $S$ to $S^{\prime}\left(x_{4}=t, x_{4}^{\prime}=t^{\prime}\right)$,

$$
\begin{equation*}
x_{\mu}^{\prime}=f_{\mu}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), \quad \mu=1,2,3,4 \tag{1}
\end{equation*}
$$

must map a straight line which is parallel to the time axis onto a straight line which is parallel to the time axis and therefore are of the form
(a) $x_{i}^{\prime}=f_{i}\left(x_{1}, x_{2}, x_{3}\right), \quad i=1,2,3$,

$$
\begin{equation*}
\text { (b) } x_{4}^{\prime}=f_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \tag{2}
\end{equation*}
$$

Let

$$
\begin{equation*}
x_{\mu}=\phi_{\mu}\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}, x_{4}^{\prime}\right), \quad \mu=1,2,3,4 \tag{3}
\end{equation*}
$$

be the inverse functions of (1) and suppose that there exists a 3-vector $\hat{\vec{x}}=\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$ such that $\vec{x}^{(1)}=$ $\vec{\phi}\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}, x_{4}^{(1)}\right) \neq \vec{x}(2)=\vec{\phi}\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}, x 4^{2)}\right)$ for some $x_{4}^{(1)}$ and $x_{4}^{(2)}$. Then transformation (1) would map the straight lines $\vec{x}=\vec{x}^{(1)}$ and $\vec{x}=\vec{x}^{(2)}$ onto the same straight line $\vec{x}=\hat{\vec{x}}$, which contradicts the fact that (1) is one to one. Hence the functions $\phi_{i}$ depend on $x_{1}^{\prime}$, $x_{2}^{\prime}$, and $x_{3}^{\prime}$ but not on $x_{4}^{\prime}$, so that $S$ is at rest relative to $S^{\prime}$ and we can simply speak of "frames which are relatively at rest." Using similar arguments and observing that $f$ is a permutation of $R^{4}$, one easily proves that $\vec{f}$ is a permutation of $R^{3}$ and that $\vec{\phi}=\overrightarrow{f^{-1}}$ $=(\vec{f})^{-1}$.
We now postulate on experimental grounds the existence of a nonvoid class $\theta=\{O\}$ of observers, with the class $\mathfrak{J}=\{J\}$ of their corresponding frames $J \leftrightarrow O$ $=O_{d}$, which we call pre-inertial frames of reference, such that
(A) with respect to each observer of the class $\theta$, space appears to be Euclidean and the localization of events in space is given in terms of orthogonal, say, right-handed triads and
(B) the clocks of each frame $J \in \mathscr{J}$ can be synchronized in such a way that the following properties hold.

I: Let $J \in \mathcal{J}$ and let $O_{J}$ be the observer which sets up $J$. Then $O_{J}$ has copies of an apparatus (this might be thought for instance of being an ideal gun) which, being at rest in $J$, is able to start a material point such that
(a) the trajectory of the point is a straight line;
(b) if a second copy of the apparatus starts a second material point from the position in which the first point is at a certain instant of its motion, at the same instant and in the same direction, afterwards the two points proceed together;
(c) the law of motion $t \rightarrow \vec{x}(t)$ of the point is a continuous one-to-one function of $t .4$
$\mathrm{II}(\mathrm{a}):$ If $J \in \mathfrak{d}$, space and time are homogeneous according to $O_{J}$, meaning that
(i) for any given apparatus $A_{0}$ at rest in $J$ and geometrically characterized by the set of spatial coordinates $\{\vec{x}\}$ and for any given 3-vector $\vec{a}, O_{J}$ can in principle build a copy $A_{\vec{a}}$ of $A_{0}$, which is geometrically characterized by the set of coordinates $\{\vec{x}+\vec{a}\}$;
(ii) for any given experiment $E_{0}$ performed with $A_{0}$ and geometrically characterized by the set of spacetime coordinates $\{\vec{x}, t\}$ and for any given 4-vector $\left\{\vec{a}, t_{0}\right\}, O_{J}$ can in principle perform with $A_{a}$ a corresponding copy experiment $E_{\vec{a}, t_{0}}^{a}$ geometrically characterized by the set of coordinates $\left\{\vec{x}+\vec{a}, t+t_{0}\right\}$.
II(b): If $J \in \mathcal{J}$, space is isotropic according to $O_{J}$, meaning that
(i) for any given apparatus $A_{0}$ at rest in $J$ and geometrically characterized by the set of spatial coordinates $\{\vec{x}\}$ and for any given proper rotation $Q$, $O_{J}$ can in principle build a copy $A_{Q}$ of $A_{0}$, which is geometrically characterized by the set of coordinates $\{Q \vec{x}\}$;
(ii) for any given $E_{0}$ performed with $A_{0}$ and geometrically characterized by the set of space-time coordinates $\{\vec{x}, t\}, O_{J}$ can in principle perform with $A_{Q}$ a corresponding copy experiment $E_{Q}$ geometrically characterized by the set of coordinates $\{\vec{Q}, t\}$.
III: Let $J$ and $J^{\prime}$ be two frames of $\mathscr{J}$ which are supposed to be relatively at rest so that the transformation from $J$ to $J^{\prime}$ has the form (2). Then, if $\vec{x}$ is any 3 -vector and $t_{1}$ and $t_{2}$ any two distinct time instants, we assume that

$$
\begin{equation*}
\frac{f_{4}\left(\vec{x}, t_{2}\right)-f_{4}\left(\vec{x}, t_{1}\right)}{t_{2}-t_{1}}>0 \tag{4}
\end{equation*}
$$

We shall now make several comments on points I-III. Point I gives the kinematical definition of a "free point." Indeed, with the help of II(a), one can show that
the motion of such points is uniform. In order to prove this, let us consider a "free point" fired at $t=0$ and a second point fired at $t=t_{1} \geq 0$, in the conditions described in $\mathrm{I}(\mathrm{b})$ relative to the first point. If $t \rightarrow \vec{x}(t)$, $t \geq 0$, and $t \rightarrow \vec{x}^{\prime}(t), t \geq t_{1}$, are the respective laws of motion of the two points, we have, by II(a),

$$
\begin{equation*}
\vec{x}^{\prime}\left(t+t_{1}\right)=\vec{x}(t)+\vec{x}\left(t_{1}\right)-\vec{x}(0), \quad t_{1} \geq t \geq 0 \tag{5}
\end{equation*}
$$

If $t_{2} \geq t_{1}$, by first setting $t=0$ in (5) and then $t=t_{2}$ $-t_{1}$, we get

$$
\begin{equation*}
\vec{x}^{\prime}\left(t_{2}\right)-\vec{x}^{\prime}\left(t_{1}\right)=\vec{x}\left(t_{2}-t_{1}\right)-\vec{x}(0), \quad t_{2} \geq t_{1} \geq 0 \tag{6}
\end{equation*}
$$

On the other hand, by $\mathrm{I}(\mathrm{b})$,

$$
\begin{equation*}
\vec{x}^{\prime}\left(t_{2}\right)-\vec{x}^{\prime}\left(t_{1}\right)=\vec{x}\left(t_{2}\right)-\vec{x}\left(t_{1}\right), \quad t_{2} \geq t_{1} \geq 0 \tag{7}
\end{equation*}
$$

Combining (6) and (7) we obtain
$\vec{x}\left(t_{2}\right)-\vec{x}\left(t_{1}\right)=\vec{x}\left(t_{2}-t_{1}\right)-\vec{x}(0), \quad l_{2} \geq t_{1} \geq 0$.
The function $\vec{x}(t)$ has been defined for $t \geq 0$. However, it can be continued also for $-T \leq t<0$, with the aid of a third material point fired at $t=-T$ in the direction of $\vec{x}\left(t_{2}\right)-\vec{x}(0), t_{2}>0$, from a position such that at $t=0$ it is in $\vec{x}(0)$. Since $T$ is arbitrary, we can define a fictitious motion $\vec{x}(t)$ with $t \in(-\infty,+\infty)$, satisfying (8). Defining $\vec{g}(t)=\vec{x}(t)-\vec{x}(0)$, (8) gives

$$
\begin{equation*}
\vec{g}\left(t_{2}\right)-\vec{g}\left(t_{1}\right)=\vec{g}\left(t_{2}-t_{1}\right), \quad t_{2} \geq t_{1} \geq 0 \tag{9}
\end{equation*}
$$

On the other hand, by $\mathrm{I}(\mathrm{b})$ and $\mathrm{II}(\mathrm{a}), \vec{g}(T)=\vec{x}(T)-\vec{x}(0)$ $=\vec{x}(0)-\vec{x}(-T)=-\vec{g}(-T)$, namely

$$
\begin{equation*}
\vec{g}(-t)=-\vec{g}(t), \quad t \in(-\infty,+\infty) \tag{10}
\end{equation*}
$$

Combining (9) and (10) we get

$$
\begin{equation*}
\vec{g}(t)+\vec{g}\left(t^{\prime}\right)=\vec{g}\left(t+t^{\prime}\right), \quad t, t^{\prime} \in(-\infty,+\infty) \tag{11}
\end{equation*}
$$

From (11) and I(c) one deduces in a standard way ${ }^{5}$ that $\vec{g}(t)$ is a linear function of $t$, whereby

$$
\begin{equation*}
\vec{x}(t)=\vec{v} t+\vec{x}(0), \quad \vec{v} \neq 0 \tag{12}
\end{equation*}
$$

One recognizes immediately that, due to II, the absolute value of the velocity $\vec{v}$ does not depend on its direction nor on the point in space and on the instant in time at which the "free point" was fired.
Now let $P_{1}$ and $P_{2}$ be two distinct points in space and let two "free points" be fired respectively at $P_{1}$ in the direction of $P_{-2}$ at the time $t=0$ as given by the clock in $P_{1}$ and at $P_{2}$ in the direction of $P_{1}$ at the time $t=0$ as given by clock at $P_{2}$. The corresponding laws of motion are
and

$$
\begin{align*}
& \vec{x}(t)=P_{1}+\alpha\left(P_{2}-P_{1}\right) t  \tag{13}\\
& \vec{x}^{\prime}(t)=P_{1}+(1-\alpha t)\left(P_{2}-P_{1}\right) \tag{14}
\end{align*}
$$

Equating (13) to (14) gives

$$
\begin{equation*}
\vec{x}\left(\frac{1}{2 \alpha}\right)=\vec{x}^{\prime}\left(\frac{1}{2 \alpha}\right)=\frac{P_{2}+P_{1}}{2} \tag{15}
\end{equation*}
$$

showing that the two bullets collide at the midpoint of
the straight line segment joining $P_{1}$ to $P_{2}$. We thus see that the synchronization of the clocks in a given frame, which is implied by conditions I and II is the standard one. ${ }^{6}$
We stress the fact that conditions I-III do not imply in general that the observer $O_{J}$, should see the "free points" fired by $O_{J}$ as uniformly moving along straight lines. Indeed, the guns at rest in $J$ are not in general at rest in $J^{\prime}$.
Points $I I(a i)$ and $\Pi(b i)$, together with the definition of a copy, imply that objects do not deform when they are moved in space. This is in fact a translation of Assumption (a) that space appears to each observer to be Euclidean.
It follows from $\Pi(a)$ and $\Pi I(b)$ that for every $J \in \mathscr{J}$ and for an arbitrary 4 -vector $a=\left(\vec{a}, t_{0}\right)$ and an arbitrary proper rotation $Q$, one can build a space rotated, space-time translated frame $J_{(a, Q)}$ such that

$$
\begin{align*}
\vec{x}_{(a, Q)} & =Q \vec{x}+\vec{a} \\
t_{(a, Q)} & =t+t_{0} \tag{16}
\end{align*}
$$

Since $J_{(a, Q)}$ and $J$ are relatively at rest, their corresponding observers can use the same guns and then it is immediately seen that $J_{(a, Q)}$ also belongs to $\mathcal{J}$. Actually, the family $\left\{J_{(a, Q)}\right\}_{a \in R^{4}, Q \in S O(3)}$ exhausts the set of frames of $\mathcal{J}$ which are at rest relative to $J$. In order to prove this, let $J^{\prime}$ be any frame of $\mathfrak{J}$ which is at rest relative to $J$. Guns at rest in $J$ are at rest in $J^{\prime}$ as well, which means that a material point which is free in $J$ is seen to be free also in $J^{\prime}$. Hence, since any straight line in space can be the trajectory of a free point due to II, the space part

$$
\begin{equation*}
x_{i}^{\prime}=f_{i}\left(x_{1}, x_{2}, x_{3}\right), \quad i=1,2,3 \tag{17}
\end{equation*}
$$

of transformation (2) must map a straight line onto a straight line, its inverse having the same property. Then, using the fact that the only (algebraic!) automorphism of the real field is the identity (Appendix A), an almost straightforward application of the fundamental theorem of projective geometry ${ }^{7}$ (Appendix B) shows that (17) is an affine permutation of $R^{3}$ :

$$
\begin{equation*}
x_{i}^{\prime}=\sum_{l=1}^{3} G_{i l} x_{l}+a_{i}, \quad i=1,2,3 \tag{18}
\end{equation*}
$$

Now let $A$ and $B$ be two copies of an object, at rest in $J$ and $J^{\prime}$. Due to II(ai) and II(bi) they appear both to $J$ and to $J^{\prime}$ as rotated and translated with respect to each other. In other words, transformation (18) must map figures which are relatively rotated and translated onto figures which are relatively rotated and translated. Therefore, by a trivial generalization of Lemma 2 of Ref. 1(d), we conclude that (18) must be of the form

$$
\begin{equation*}
x_{i}^{\prime}=\sum_{j=1}^{3} Q_{i j}\left(k x_{j}\right)+a_{i}, \quad i=1,2,3 \tag{19}
\end{equation*}
$$

where $k>0$ and $\left\{Q_{i j}\right\} \in S O(3)$ (due to the choice of right-handed triads). Clearly, if $O_{J}$ and $O_{J}$, both choose the same rule as unit of length, $k$ has to be taken equal to one.
As to relation (2b), let $P_{1}$ and $P_{2}$ be any two distinct space points and let two material points be fired from $P_{1}$ to $P_{2}$ and, respectively, from $P_{2}$ to $P_{1}$, simultane-
ously at time $t$ with respect to the clocks of $J$. Due to (15), the two bullets as seen by $O_{J}$ will collide at the midpoint $\vec{x}_{M}=\frac{1}{2}\left(\vec{x}_{P_{1}}+\vec{x}_{P_{2}}\right)$ of the straight line segment joining $\vec{x}_{P_{1}}$ to $\vec{x}_{P_{2}}$. But since

$$
\begin{aligned}
\left(\vec{x}_{M}\right)^{\prime}=Q \vec{x}_{M}+\vec{a}=\frac{1}{2}\left\{Q \vec{x}_{P_{1}}+Q \vec{x}_{P_{2}}\right. & +\vec{a}\} \\
& =\frac{1}{2}\left(\vec{x}_{P_{1}}^{\prime}+\vec{x}_{P_{2}}^{\prime}\right)=\vec{x}_{M}^{\prime},
\end{aligned}
$$

the collision will take place at the midpoint, as seen by $O_{J^{\prime}}$ as well, who therefore will also judge that the two bullets were fired simultaneously. Therefore
$f_{4}\left(\vec{x}_{P_{1}}, t\right)=t_{P_{1}}^{\prime}=t_{P_{2}}^{\prime}=f_{4}\left(x_{P_{2}}, t\right)$, which, by the arbitrariness of $P_{1}, P_{2}$, and $t$, implies that

$$
\begin{equation*}
t^{\prime}=f_{4}(\vec{x}, t)=f_{4}(t) . \tag{20}
\end{equation*}
$$

Now let $t \rightarrow \vec{x}(t)=\vec{a}+t \vec{b}$ be the law of motion of a "free point" relative to $J$. We have $\vec{x}^{\prime}\left(t^{\prime}\right)=Q \vec{x}(t)+$ $\vec{c}=(Q \vec{a}+\vec{c})+t(Q \vec{b})=\vec{a}^{\prime}+f_{4}^{-1}\left(t^{\prime}\right)(Q \vec{b})$ and due to the uniformity of the motion relative to $J^{\prime}, f_{4}^{-1}\left(t^{\prime}\right)=\alpha t^{\prime}+$ $\beta, \alpha \neq 0$. Then, if $O_{J}$ and $O_{J}$, choose the same time standard, $\alpha$ has to be chosen equal to one because of (4) and we have $t^{\prime}=t+t_{0}$.

## II. THE PROBLEM OF DERIVING THE RELATIVITY GROUP

Among the properties which define the class $\mathfrak{J}$ of pre-inertial reference frames, II is clearly a statement of invariance of the description of physical phenomena within a maximal subclass of frames of d which are relatively at rest. We shall now tentatively formulate a relativity principle for the whole class d by assuming:

Axiom P: the frames of $d$ are equivalent as regards the description of natural phenomena.
Generally speaking, this has to be intended as meaning that if two copies of a physical system have been given subjectively identical initial conditions in the respective laboratories of two frames of $\mathcal{I}$, the probabilities for equal outcomes of corresponding subjectively identical experiments performed at equal later times on the copies in the respective frames are the same. ${ }^{8}$

A consequence of Axiom $P$ is that the set $\mathscr{L}$ of transformations (1) relative to pairs of elements of $\mathcal{A}$ is a subgroup of the group $\mathcal{P}$ of permutations of $R^{4}$. Indeed, it is first of all evident that $\mathcal{L}$ contains the identity map and that $f \in \mathcal{L}$ implies $f^{-1} \in \mathcal{L}$. Now, let $g$, $h \in \mathcal{L}$ and suppose that, with obvious notations, $J^{\prime}=$ $g(J)$ and $\bar{J}^{\prime}=h(\bar{J})$, with $J, J^{\prime}, \bar{J}, \bar{J}^{\prime} \in \mathcal{J}$. Due to $P$, there exists in $\mathcal{J}$ a frame $J^{\prime \prime}$ which bears the same relation to $J^{\prime}$ as $\overline{J^{\prime}}$ to $\bar{J}: J^{\prime \prime}=h\left(J^{\prime}\right)$. Therefore, $J^{\prime \prime}=h(g(J))=$ $h g(J)$ and the composite transformation also belongs to $\mathcal{L}$.
\& might be termed the space-time relativity group.
We now define $\mathcal{K}$ to be the subset of $\mathcal{P}$ whose elements are the permutations of $R^{4}$ having the form (2). In other words,
$\mathcal{K}=\{f \mid f \in \mathcal{P}$; f maps a straight line which is parallel to the $x_{4}$ axis onto a straight line which is also parallel to the $x_{4}$ axis .

Using the same argument as the one following formula (2), one proves that $\mathcal{K}$ is a subgroup of $\mathcal{P}$. If $g \in \mathcal{L} \cap \mathcal{K}$, it is a transformation connecting two frames of $\mathcal{S}$ which are relatively at rest and vice versa. On the other hand, we have seen in Sec. II that the group of transformations relative to pairs of frames belonging to a maximal subclass of frames of $\mathfrak{d}$ which are relatively at rest is the semidirect product $\mathcal{Q}=R^{4} \& \mathbb{C}$ of the transformations of the form (16), where $a=\left(\vec{a}, t_{0}\right)$ $\in R^{4}$ and

$$
\begin{align*}
\mathfrak{C}=\left\{C \mid C \in G L(4, R) ; C_{i 4}\right. & =C_{4 i}=0, i=1,2,3 ; \\
C_{44} & \left.=1 ;\left(C_{i j}\right) \in S O(3)\right\} . \tag{22}
\end{align*}
$$

Therefore, \& must satisfy

$$
\begin{equation*}
\mathcal{L} \cap \mathbb{K}=\mathbb{R} \tag{23}
\end{equation*}
$$

and the problem of finding the possible forms of the relativity group reduces to that of determining the family $\mathcal{F}=\{\mathcal{F}\}$ of all solutions of Eq.(23).
The task of finding $\mathcal{F}$ seems to be a rather difficult one. We observe, however, that a particular subfamily of $\mathscr{F}$ is $\left\{\mathscr{\rho}_{\lambda}\right\}_{\lambda \in[0,+\infty]}$, where
(i) if $0<\lambda<+\infty, \rho_{\lambda}$ is the proper orthochronous Poincare group corresponding to an invariant velocity equal to $\lambda^{-1 / 2}$, namely

$$
\begin{align*}
& \odot_{\lambda}=\{(a, L) \mid(a, L) \in \mathcal{P} ;(a, L) x=L x+a \\
& a \in R^{4} ; L \in G L(4, R) ; L^{r} g(\lambda) L=g(\lambda)  \tag{2}\\
& \left.g(\lambda)=\operatorname{diag}(-\lambda,-\lambda,-\lambda, 1) ; \operatorname{det} L=1, L_{44} \geq 1\right\}
\end{align*}
$$

(ii) $\mathscr{P}_{0}$ is the proper orthochronous inhomogeneous Galilei group, namely
$\mathcal{P}_{0}=\left\{(a, G) \mid(a, G) \in \mathscr{P} ;(a, G) x=G x+a ; a \in R^{4} ;\right.$
$G \in G L(4, R) ; G_{4 i}=0, i=1,2,3 ; G_{44}=1 ;$
$\left.\left(G_{i k}\right) \in S O(3)\right\}$,
and
(iii) $\mathscr{P}_{+\infty}=\mathfrak{R}$.

The following question is therefore at order. Is $\left\{\rho_{\lambda}\right\}$ a proper subfamily of $\mathcal{F}$ ? In other words, are there solutions of Eq. (23) which do not belong to the family $\left\{\rho_{\lambda}\right\}$ ? Our feeling is that it might well be that the answer to this question is negative. On the other hand, if it will eventually turn out that other (perhaps not too pathological) solutions exist, it would be interesting to look whether they can be given a physical interpretation. Alternatively, one might look in this case for a further axiom to be imposed on the class $\mathcal{I}$, which should provide a necessary condition to rule out just these extra solutions, and try to interpret this axiom physically. Since we do not have at hand the solution of the problem, we shall confine ourselves to a review of the steps of the proof [which can be found in detail in Refs. 1(a) and 1(d)] that the "space-time homogeneity axiom" of Refs. 1(a) and 2 provides a sufficient condition for the family of possible relativity groups to be exactly $\left\{\otimes_{\lambda}\right\}$. The axiom can be stated as follows:

Axiom $T$ : Let $J, J^{\prime} \in \mathcal{d}$ and let $x \rightarrow x^{\prime}=f(x)$ be the coordinate transformation from $J$ to $J^{\prime}$. If $b$ is an
arbitrary 4-vector, let $J_{(b)}$ denote the frame spacetime translated by $b$ with respect to $J$ :

$$
\begin{equation*}
x^{(b)}=x-b \tag{27}
\end{equation*}
$$

Then $J_{(b)}$ is seen also by $J^{\prime}$ as being space-time translated with respect to $J$, namely a 4 -vector $b^{\prime}$ exists such that

$$
\begin{equation*}
f\left(x^{(b)}\right)=f(x)-b^{\prime} . \tag{28}
\end{equation*}
$$

We observe that for any $J \in \mathcal{I}$, the frame $J_{(a, Q)}$ defined by (16) satisfies $T$.
Using Axiom $T$ and assuming $f$ to be continuous, one can prove in a standard way ${ }^{9}$ that $f$ has to be an affine permutation of $R^{4}$ :

$$
\begin{equation*}
f: x \rightarrow M x+a . \tag{29}
\end{equation*}
$$

Thus $\mathcal{L}$ is a subgroup of the affine group $R^{4} \otimes G L(4, R)$ of $R^{4}$ and has the semidirect product structure $\mathcal{L}=$ $R^{4} \otimes \mathfrak{K}$, where $G L(4, R) \supseteq \mathfrak{K} \supseteq \mathbb{C}$ and $\mathfrak{T}$ is the group of transformations among the elements of a maximal class of frames of $\mathfrak{J}$ having the same space-time origin. Within one such class, the group of transformations among frames which are relatively at rest is $\mathfrak{C}$, so that Axiom $T$ allows us to replace Eq. (23) by the equation

$$
\begin{equation*}
\mathfrak{N C} \mathfrak{K}=\mathbb{C} \tag{30}
\end{equation*}
$$

where $\mathscr{H}$ is the subgroup of $G L(4, R)$ whose elements are the transformations which map any straight line parallel to the $x_{4}$ axis onto a straight line again parallel to the $x_{4}$ axis, namely

$$
\begin{equation*}
\mathfrak{K}=\left\{H \mid H \in G L(4, R) ; H_{i 4}=0, i=1,2,3\right\} . \tag{31}
\end{equation*}
$$

The entire family of solutions of Eq. (30) has been determined in Ref. 1(d)[see also Ref.1(c)] and is given by the following:

Theorem: Let $\Phi$ denote the family of subgroups of $G L(4, R)$ defined by $\mathfrak{M} \in \Phi$ iff $\mathfrak{M} \cap \mathfrak{K}=\mathfrak{C}$. Then $\Phi=$ $\left\{\mathcal{S}_{\lambda}\right\}_{\lambda \in[0,+\infty]}$, where $a$ ) if $0<\lambda<+\infty, \mathcal{S}_{\lambda}=\{L \mid L \in$ $\left.\left.G L(4, R),(0, L) \in \odot_{\lambda}\right\}, b\right) S_{0}=\{G \mid G \in G L(4, R) ;(0, G)$ $\left.\in \mathcal{P}_{0}\right\}$ and $S_{+\infty}=\mathbb{C}$.
Since $\mathscr{P}_{\lambda}=R^{4} \otimes S_{\lambda}, \lambda \in[0,+\infty]$, this completes the proof that the addition of axiom $T$ to conditions I-III of Sec.II is sufficient to restrict the choice of the possible relativity groups to the elements of the family $\left\{\otimes_{\lambda}\right\}$.
We conclude with some observations regarding the significance of Axiom $T$ and its relation to the properties of free material points and to the homogeneity of space and time. Axiom $T$ is essentially a statement that space-time translations have an absolute character for the frames of the class $\mathscr{g}$, and this can be seen to be equivalent to the statement that the notion of a free point is likewise absolute for these frames. Indeed, Axiom $T$ implies that the elements of $\mathcal{L}$ are affine transformations, so that for any $J, J^{\prime} \in \mathscr{\mathcal { L }}$, observer $O_{J}$ ' sees the "free points" fired by $O_{J}$ as uniformly moving along straight lines. Conversely, suppose that the latter circumstance is true, and assume that the domain $\Delta$ of the possible velocity vectors $\vec{v}$ of free
points in one frame of d contains a spherical neighborhood $N$ of the origin (of course, free points whose velocities have different absolute values are fired by different guns). Then, the world lines of free material points. going through a given space-time point $x$ with respect to a given frame $J \in \mathcal{L}$ are straight lines whose union contains the inner part of a circular cone $C_{x}(N)$ with vertex in $x$ and with axis the "rest" world line through $x$, and whose opening depends on $N$ but can be taken to be $x$ independent. Any straight line contained in one such cone is mapped by an element of $\mathcal{L}$ onto a straight line. Then it is easy to show that if $f \in \mathcal{L}$ and $\pi$ is a plane such that one (and thus all) of its points $x$ is the intersection of two straight lines lying in $\pi$ and contained in $C_{x}(N), f(\pi)$ is a plane. ${ }^{10}$ Therefore, since any straight line can be obtained as the intersection of two such planes $\pi$ and $\pi^{\prime}, f$ (together with its inverse) maps a straight line onto a straight line; hence by the fundamental theorem of projective geometry (Appendix B), ${ }^{7}$ it is an affine permutation of $R^{4}$. Axiom $T$ is thus satisfied by the frames of $\mathcal{L}$.
The absolute character of translations and of the notion of free point was already guaranteed in the class of frames at rest relative to each other. Axiom $T$ extends this property to the whole class $\mathcal{J}$. In a sense, it replaces the law of inertia.
As regards the relation of Axiom $T$ to space-time homogeneity, it is clear that the former is not a statement of the homogeneity of space and time relative to a particular observer, but rather a postulate on the absolute character that space-time translations should have for the class of equivalent observers. It appears therefore to be an essentially independent and much stronger condition than the simple requirement of homogeneity of space and time relative to a given observer, as described in condition II(a).
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## APPENDIX A

Let $f$ be an automorphism of the field $R$ of real numbers, namely $f$ is a permutation of $R$ satisfying

$$
\begin{equation*}
f(\alpha+\beta)=f(\alpha)+f(\beta) \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
f(\alpha \beta)=f(\alpha) f(\beta) \tag{A2}
\end{equation*}
$$

$\forall \alpha, \beta \in R$.
Taking $x=y=0$ in (A1) we get

$$
\begin{equation*}
f(0)=0 \tag{A3}
\end{equation*}
$$

from which, setting $\beta=-\alpha$ in the same equation,

$$
\begin{equation*}
f(-\alpha)=-f(\alpha) \tag{A4}
\end{equation*}
$$

If $Q$ is the subfield of rational numbers, from (A1) we get in a standard way using induction ${ }^{5}$ that

$$
\begin{equation*}
f(r \alpha)=r f(\alpha), \quad \forall \alpha \in R \text { and } \forall r \in Q \tag{A5}
\end{equation*}
$$

Taking $\beta=1,(\mathrm{~A} 2)$ gives $f(\alpha)=f(\alpha) f(1)$ and by (A3) and since $f$ is a permutation, $f(1)=1$ whence, setting $\alpha=1$ in (A5),

$$
\begin{equation*}
f(r)=r, \quad \forall r \in Q \tag{A6}
\end{equation*}
$$

If $\alpha>\beta$ we have, using (A4), (A1), and (A2), $f(\alpha)-$ $f(\beta)=f(\alpha-\beta)=f\left[(\alpha-\beta)^{1 / 2}(\alpha-\beta)^{1 / 2}\right]=\{f[(\alpha-$ $\left.\left.\beta)^{1 / 2}\right]\right\} 2>0$,
namely $\alpha>\beta \Rightarrow f(\alpha)>(\beta)$.
Let $\alpha \in R, \alpha \in Q$, and suppose that $f(\alpha)>\alpha$. Then there exists $r \in Q$ such that $f(\alpha)>r>\alpha$. From $r>\alpha$, (A6), and (A7), we get $r>f(\alpha)$ which is a contradiction. Similarly, $f(\alpha)<\alpha$ also leads to a contradiction. Thus, combining with (A6), we get $f(\alpha)=\alpha, \forall \alpha \in R$.

## APPENDIX B

Let $V$ be a finite-dimensional vector space over a commutative field $K .{ }^{11}$ We write $V^{*}=V-\{0\}$ and $K^{*}=K-\{0\}$, where 0 and 0 are the zeros (origins) of $V$ and of $K$, respectively. The relation on $V^{*}$,

$$
\begin{equation*}
x R y \Leftrightarrow x=\lambda y \quad \text { for some } \lambda \in K^{*} \tag{B1}
\end{equation*}
$$

is an equivalence relation and the quotient set $P(V)=$ $V^{*} / R$ is called the projective space associated to $V$. As a subset of $V$, an equivalence class is the difference set $\{\lambda a\}_{\lambda \in K^{*}}, a \in V^{*}$, of a straight line through the origin and the origin itself. As a point of $P(V)$, the equivalence class $\{\lambda a\}_{\lambda \subset K^{*}}$ will be denoted by $P_{a}$. Three distinct points $p_{a}, p_{b}$, and $p_{c}$ of $P(V)$ are said to be collinear if there exist $\lambda, \mu \in K^{*}$ such that $c=\lambda a$ $+\mu b$. If $V$ and $V^{\prime}$ are two vector spaces over the fields $K$ and $K^{\prime}$, respectively, and $I$ is an isomorphism of $K$ onto $K^{\prime}$, a map $\phi$ of $V$ into $V^{\prime}$ is said to be semilinear (relative to $I$ ) if

$$
\begin{align*}
& \phi(\alpha x+\beta y)=I(\alpha) \phi(x)+I(\beta) \phi(y)  \tag{B2}\\
& \alpha, \beta \in K \text { and } x, y \in V
\end{align*}
$$

Theorem (lhe fundamenlal theorem of projective geometry ${ }^{7,12}$ ): Let $V$ and $V^{\prime}$ be two finite-dimensional vector spaces of equal dimension $n \geq 3$ over the commutative fields $K$ and $K^{\prime}$, respectively, and let $P(V)$ and $P\left(V^{\prime}\right)$ be the corresponding projective spaces. Let $\sigma$ be a one-to-one map of $P(V)$ onto $P\left(V^{\prime}\right)$ such that, whenever $p_{a}, p_{b}, p_{c} \in P(V)$ are collinear, $\sigma\left(p_{a}\right)$, $\sigma\left(p_{b}\right), \sigma\left(p_{c}\right)$ are collinear. Then there exists a unique isomorphism $I$ of $K$ onto $K^{\prime}$ and a one-to-one semilinear map $\phi$ of $V$ onto $V^{\prime}$ (relative to $\left.I\right)$ such that $\phi$ induces $\sigma$ on $P(V)$ in the sense that $\sigma\left(p_{a}\right)=\{\phi(\lambda a)\}_{\lambda \in K^{*}}$, $a \in V^{*}$. If $\psi$ is another similinear map of $V$ onto $V^{\prime}$ having the same property, then $\psi(x)=\phi(\mu x)$, where $\mu$ is a given element of $K^{*}$, and by letting $\mu$ take all values in $K^{*}$ we obtain all of these maps.

Now let $f$ be a permutation of $R^{n}(n \geq 3)$ such that $f$ and $f^{-1}$ map a straight line onto a straight line. Let $\pi$ be a plane and let $l_{1}$ and $l_{2}$ be two distinct intersecting straight lines belonging to $\pi$. By hypothesis, $f\left(l_{1}\right)$ and $f\left(l_{2}\right)$ are two distinct intersecting straight lines which define a plane $\pi^{\prime}$. The image $f(P)$ of a point $P$ of $\pi$ which belongs to $l_{1} \cup l_{2}$ lies in $\pi^{\prime}$ by definition. Let a point $Q$ belong to $\pi$ and $Q \notin l_{1} \cup$ $l_{2}$. Draw a straight line $l_{Q}$ through $Q$ and intersecting both $l_{1}$ and $l_{2}$. Then, $f\left(l_{Q}\right)$ is a straight line intersecting $f\left(l_{1}\right)$ and $f\left(l_{2}\right)$ hence Iying in $\pi^{\prime}$. Therefore $f(Q) \in \pi^{\prime}$ and $f(\pi) \subseteq \pi^{\prime}$. Since $f^{-1}$ also maps a straight line onto a straight line by hypothesis, we get similarly that $f(\pi) \supseteq \pi^{\prime}$ so that $f(\pi)=\pi^{\prime}$ and $f$ maps a plane onto a plane. Then, if $g: R^{n} \rightarrow R^{n}$ is defined as

$$
\begin{equation*}
g(x)=f(x)-f(0), \quad x \in R^{n} \tag{B3}
\end{equation*}
$$

it induces a permutation $\sigma$ of $P\left(R^{n}\right)$ which maps triplets of collinear points onto triplets of collinear points. Therefore, since $R$ has only the identity automorphism (Appendix A), by the fundamental theorem of projective geometry, there exists a nonsingular linear transformation $M$ of $R^{n}$ onto itself inducing $\sigma$. The map

$$
\begin{equation*}
\hat{f}=M^{-1} \circ g \tag{B4}
\end{equation*}
$$

is a permutation of $R^{n}$ which maps a straight line onto a straight line and which maps a straight line through the origin onto itself. We prove that

$$
\begin{equation*}
\widehat{f}: x \rightarrow \lambda x \tag{B5}
\end{equation*}
$$

for some $\lambda \in R^{*}$. Indeed, let $r$ be a straight line which does not go through the origin and let $s_{1}$ and $s_{2}$ be two distinct straight lines through the origin both of which intersect $r\left(s_{1}\right.$ in $P_{1}$ and $s_{2}$ in $P_{2}$, say). Since $\hat{f}\left(s_{1}\right)=s_{1}$ and $\hat{f}\left(s_{2}\right)=s_{2}$, we have $\hat{f}\left(P_{1}\right) \in s_{1}$ and $\hat{f}\left(P_{2}\right) \in s_{2}$, hence the straight line $r^{\prime}=\hat{f}(r)$ intersects $s_{1}$ in $\hat{f}\left(P_{1}\right)$ and $s_{2}$ in $\widehat{f}\left(P_{2}\right)$, thus lying in the plane containing $s_{1}, s_{2}$, and $r$. We distinguish two cases.

Case 1: No matter how we choose $r, \hat{f}(r)$ is parallel to $r$. In this case, we prove (B5). Indeed, let $y$ be an arbitrary point of $R^{n *}$. Then, since $\hat{f}$ maps a straight line through the origin onto itself, we have $\hat{f}(y)=\lambda(y) y, \lambda(y) \in R^{*}$. Let $z \neq y$ be any other point of $R^{n^{*}}$ and take $r$ to be the straight line through $z$ and $y$. Since $r^{\prime}$ is parallel to $r$ we obviously have $\lambda(y)=$ $\lambda(z)$, namely $\lambda(y)$ does not depend on $y$.

Case 2: There is a least one $r$ such that $r^{\prime}$ is not parallel to $r$. Let $s$ be the straight line through the origin which is parallel to $r^{\prime}$. It intersects $r$ in a point $Q$. Since $s$ is mapped by $\hat{f}$ onto itself we must have $Q^{\prime}=\widehat{f}(Q)=r^{\prime} \cap s$. But $r^{\prime} \cap s=\varnothing$ and we have a contradiction. From (B3), (B4), and (B5) it follows that

$$
f: x \rightarrow M(\lambda x)+f(0)
$$

namely $f$ is an affine permutation of $R^{n}$.
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The generalized covariant Dirac equation for a certain five-dimensional universe is studied. If a torsion invariant is included in the free Lagrangian, it is shown that particlelike stable solutions exist having definite positive rest energy, spin, and corresponding antiparticles. The treatment is throughout classical.

## I. INTRODUCTION

We show in this article the existence of stable particlelike classical elementary excitations in a model universe. The excitations are of the spinorial type and the results very similar to those of a model previously proposed by one of the authors ${ }^{1}$ in a paper to be referred as I.
Our starting point combines two different considerations: on the one hand, if we are to find particlelike objects with a certain mass in some universe without introducing phenomenological parameters, we need to fix some scale or elementary length. There are two ways of doing this; one related to the microstructure of space-time, the other to its macrostructure. (Perhaps a third possibility would be to combine both.) We will assume the latter and consider a universe which might intuitively be called a thin three-dimensional sheet. That is, besides the ordinary three dimensions and time, a new dimension is postulated such that space is very narrow across. Its width will provide the necessary scale of length.
Our second basic consideration is the requirement of as much symmetry as can be provided for the particlelike object. The reason for this is simple. Ordinary symmetry under four-translations and Lorentz rotations is known to be a necessary but apparently not sufficient condition for a satisfactory classical theory of elementary particles. Invariance under generalized point dependent transformations is clearly stronger. It also provides in some cases a self-interaction which happens to be essential in order to have a normalizable theory. This is the kind of symmetry we will consider.
Coming to our first point, it is useful to analyze a massless boson field in the five-dimensional model universe, subject to the boundary conditions imposed by the two parallel planes $x^{5}= \pm a$. (No space is
supposed to exist outside these planes. Isotropy is assumed inside for the five-dimensional continuum, whenever boundaries are not reached.) (Similarly to what happens in any vibrating medium with boundaries, no flow of current can escape through any area of the boundary. This implies that the current component perpendicular to the boundary should vanish at each point of the boundary.)
It is clear that a mass term and a mass spectrum can be related to the existence of the bounded fifth dimension.
If the Klein-Gordon equation without a mass is written

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \phi=0 \tag{1}
\end{equation*}
$$

with the metric $g_{\mu \nu}(1,-1,-1,-1,-1)$ and, in order to take into account the boundary conditions, $\phi$ is supposed to factorize as

$$
\phi=A\left\{\begin{array}{l}
\sin (n \pi / a) x^{5}  \tag{2}\\
\cos \left[\left(n+\frac{1}{2}\right) \pi / a\right] x^{5}
\end{array}\right\} \phi(\bar{x}, t),
$$

where $n$ is an integer, $A$ a constant, and $a$ the halfwidth of the universe observers unable to realize the existence of a very narrow $a$ would tend to consider Eq. (1) an ordinary Klein-Gordon equation with a mass term
$\square \phi+m^{2} \phi=0, \quad m^{2}=n^{2} \pi^{2} / a^{2},\left(n+\frac{1}{2}\right)^{2} \pi^{2} / a^{2}$.
As is seen one also finds a mass spectrum which is, of course, trivial. For the nonlinear equations which will be found later the mass spectrum cannot be calculated analytically.
A similar approach can be followed for spinorial excitations in the five-dimensional space. However,
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## I. INTRODUCTION

We show in this article the existence of stable particlelike classical elementary excitations in a model universe. The excitations are of the spinorial type and the results very similar to those of a model previously proposed by one of the authors ${ }^{1}$ in a paper to be referred as I.
Our starting point combines two different considerations: on the one hand, if we are to find particlelike objects with a certain mass in some universe without introducing phenomenological parameters, we need to fix some scale or elementary length. There are two ways of doing this; one related to the microstructure of space-time, the other to its macrostructure. (Perhaps a third possibility would be to combine both.) We will assume the latter and consider a universe which might intuitively be called a thin three-dimensional sheet. That is, besides the ordinary three dimensions and time, a new dimension is postulated such that space is very narrow across. Its width will provide the necessary scale of length.
Our second basic consideration is the requirement of as much symmetry as can be provided for the particlelike object. The reason for this is simple. Ordinary symmetry under four-translations and Lorentz rotations is known to be a necessary but apparently not sufficient condition for a satisfactory classical theory of elementary particles. Invariance under generalized point dependent transformations is clearly stronger. It also provides in some cases a self-interaction which happens to be essential in order to have a normalizable theory. This is the kind of symmetry we will consider.
Coming to our first point, it is useful to analyze a massless boson field in the five-dimensional model universe, subject to the boundary conditions imposed by the two parallel planes $x^{5}= \pm a$. (No space is
supposed to exist outside these planes. Isotropy is assumed inside for the five-dimensional continuum, whenever boundaries are not reached.) (Similarly to what happens in any vibrating medium with boundaries, no flow of current can escape through any area of the boundary. This implies that the current component perpendicular to the boundary should vanish at each point of the boundary.)
It is clear that a mass term and a mass spectrum can be related to the existence of the bounded fifth dimension.
If the Klein-Gordon equation without a mass is written

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \phi=0 \tag{1}
\end{equation*}
$$

with the metric $g_{\mu \nu}(1,-1,-1,-1,-1)$ and, in order to take into account the boundary conditions, $\phi$ is supposed to factorize as

$$
\phi=A\left\{\begin{array}{l}
\sin (n \pi / a) x^{5}  \tag{2}\\
\cos \left[\left(n+\frac{1}{2}\right) \pi / a\right] x^{5}
\end{array}\right\} \phi(\bar{x}, t),
$$

where $n$ is an integer, $A$ a constant, and $a$ the halfwidth of the universe observers unable to realize the existence of a very narrow $a$ would tend to consider Eq. (1) an ordinary Klein-Gordon equation with a mass term
$\square \phi+m^{2} \phi=0, \quad m^{2}=n^{2} \pi^{2} / a^{2},\left(n+\frac{1}{2}\right)^{2} \pi^{2} / a^{2}$.
As is seen one also finds a mass spectrum which is, of course, trivial. For the nonlinear equations which will be found later the mass spectrum cannot be calculated analytically.
A similar approach can be followed for spinorial excitations in the five-dimensional space. However,
both in the Klein-Gordon and in the Dirac cases, these linear Lorentz covariant equations have no satisfactory solutions from a classical point of view. We mean by satisfactory a theory having stable regular solutions with finite positive energy at rest.

Let us then introduce our stronger symmetry requirements and demand covariance under generalized (point dependent) Poincaré transformations. Our purpose is to study with this point of view the fivedimensional massless Dirac equation.

## II. COVARIANT DIRAC EQUATION IN A NONSYMMETRIC FIVE-DIMENSIONAL SPACE-TIME

One can proceed writing the ordinary Lorentz covariant Lagrangian in 5-space

$$
\begin{equation*}
L_{D}=\bar{\psi} i \gamma^{\mu} \partial_{\mu} \psi-\partial_{\mu} \bar{\psi} i \gamma^{\mu} \psi \tag{4}
\end{equation*}
$$

where $\gamma^{\mu}$ stands for the usual Dirac matrices, supplemented with $\gamma^{5}$.
We use

$$
\begin{array}{ll}
\gamma^{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & -I
\end{array}\right), & \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma^{i} \\
-\sigma^{i} & 0
\end{array}\right), \\
\gamma^{5}=-i\left(\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right), & \bar{\psi}=\psi^{+} \gamma^{0} .
\end{array}
$$

Note that $L_{D}$ is twice the usual Dirac Lagrangian. In general relativity this is the Lagrangian which couples with the gravitational field. See for instance Ref. 4.
In order to make the action integral invariant under the generalized transformations, a covariant derivative must be introduced in the form ${ }^{2-6}$

$$
\begin{equation*}
\partial_{k} \psi \equiv \psi_{1_{k}} \rightarrow \mathscr{D}_{k} \psi=h_{k}^{\mu}\left(\psi_{t_{\mu}}+\frac{1}{2} A_{\mu}^{i j} S_{i j} \psi\right) \tag{5}
\end{equation*}
$$

where the 25 fields $h_{k}{ }^{\mu}$ are the contravariant components of a "fünfbein" system in five-dimensional space, the $A^{i j_{\mu}}$ are the local affine connections, and $S_{i j}=\frac{1}{4}\left[\gamma_{i} \gamma_{j}\right]$. (Except for obvious changes we use the same notation as Ref.4.)
Since our goal is to have a well determined and consistent set of equations for the Dirac field $\psi$, we must add to $L_{D}$ the free field Lagrangians corresponding to the new fields $h_{k}{ }^{\mu}$ and $A^{i j}{ }_{\mu}$ which have been introduced.
The free field Lagrangians must be scalars, and we need the covariant field strengths to construct them. These are deduced from the commutator of two covariant derivatives

$$
\begin{equation*}
\left[\mathfrak{D}_{l}, \mathfrak{D}_{k}\right]=\frac{1}{2} R_{k l}^{i j} S_{i j}-C_{k l}^{i} \mathscr{D}_{i} \tag{6}
\end{equation*}
$$

where
$R^{i j}{ }_{k l}=h_{k}^{\mu} h_{l}^{\nu}\left(A^{i j}{ }_{\mu, \nu}-A^{i j}{ }_{\nu, \mu}-A^{i}{ }_{k \mu} A^{k j}{ }_{\nu}+A_{k \nu}^{i} A_{\mu}^{k j}\right)$,

$$
\begin{equation*}
C_{k l}^{i}=\left(h_{k}^{\mu} h_{l}^{\nu}-h_{l}^{\mu} h_{k}^{\nu}\right)\left(b_{\mu, \nu}^{i}+A_{g \nu}^{i} b g_{\mu}\right), \tag{7}
\end{equation*}
$$

and $b^{i}{ }_{\mu}$ is the inverse of $h_{i}{ }^{\mu}$ satisfying

$$
b_{\mu}^{i} h_{i}^{\nu}=\delta_{\mu}^{\nu}, b_{\mu}^{i} h_{j}^{\mu}=\delta_{j}^{i}
$$

$R^{i j}{ }_{k l}$ and $C_{k l}^{i}$ are, respectively, the curvature and torsion tensors expressed in the local system. Among the many invariants which can be constructed from these tensors, the contraction $R=R^{i j}{ }_{i j}$ and the product $C=C^{i}{ }_{k l} C_{i}{ }^{k l}$ stand as the simplest, both being of second order in the $A^{i j}{ }_{\mu}$ field variables. ( $C_{k l}{ }_{k l}$ decomposes generally in irreducible components. 7,8 For the Dirac field it is completely antisymmetric.) We thus naturally arrive at the Lagrangian

$$
\begin{equation*}
\mathfrak{L}=\left(R+\frac{1}{4} \chi C+k \mathscr{L}_{\mathscr{D}}\right) \mathfrak{H} \tag{9}
\end{equation*}
$$

where $\mathscr{H}=\left[\operatorname{det}\left(h_{k}^{\mu}\right)\right]^{-1}, \mathrm{x}$ and $k$ are cosmological constants, and $\mathscr{L}_{D}$ has to be expressed in terms of the covariant derivative (5), that is,

$$
\begin{equation*}
\mathscr{L}_{D}=\bar{\psi} i \gamma^{k} \mathscr{D}_{k} \psi-\left(\mathbb{D}_{k} \bar{\psi}\right) i \gamma^{k} \psi \tag{10}
\end{equation*}
$$

$\mathscr{L}$ is now invariant under gene ralized five-dimensional Poincaré transformations. The whole set of equations of motion implies variation with respect to the field variables $\bar{\psi}, h_{k}{ }^{\mu}, A^{i j}{ }_{\mu}$. These equations completely define a solution for the $\psi$ and the other fields if adequate boundary conditions are provided.
Variation with respect to $\bar{\psi}$ gives the equation

$$
\begin{equation*}
i \gamma^{k} \mathfrak{D}_{k} \psi=0 \tag{11}
\end{equation*}
$$

Variation with respect to $A^{i j}{ }_{\mu}$ gives

$$
\begin{equation*}
h_{k}^{\mu} C_{i j}^{k}-h_{j}^{\mu} C_{i k}^{k}-h_{i}^{\mu} C_{k j}^{k}+\chi_{k}^{\mu} C_{i j}^{k}=k h_{k}^{\mu} S_{i j}^{k} \tag{12}
\end{equation*}
$$

One gets, from (12),

$$
\begin{equation*}
(1+\chi) C_{i j k}=k S_{i j k} \tag{13}
\end{equation*}
$$

where $S^{k}{ }_{i j}$ is the spin tensor of the five-dimensional Dirac field and has the usual value

$$
\begin{equation*}
S_{i j k}=-\frac{1}{2} i \bar{\psi}_{\gamma_{i}} \gamma_{j} \gamma_{k} \psi \tag{14}
\end{equation*}
$$

if $i, j, k$, are all different and is otherwise zero. Since only the spin density contributes to $C_{i j k}$, it is clear that torsion appears in the space as a consequence of the existence of matter. There are two contributions to (13) related to the terms $R$ and $C$ in the total Lagrangian. If these contributions happened to cancel each other, a peculiar situation arises, since the Dirac field must vanish and the other fields remain undetermined. How much space deviates from such situation is measured by the parameter $\lambda=-(1+\chi)$. It will be seen later that a plus sign for $\lambda$ is essential for the existence of particlelike elementary excitations with definite positive energy. Omission of the torsion term in (9), corresponding to $\lambda=-1$, would never make the self-interaction energy definite positive.
If we define $\sigma=k / \lambda,(13)$ can be rewritten

$$
\begin{equation*}
C_{i j k}=-\sigma S_{i j k} \tag{15}
\end{equation*}
$$

From (12) the $A^{i j}{ }_{\mu}$ fields may be solved in terms of the $h_{k}{ }^{\mu}$ and $\psi$. It is convenient to write them in the form

$$
A_{i j \mu}={ }^{(0)} A_{i j \mu}+{ }^{(1)} A_{i j \mu}
$$

where

$$
\left.\begin{array}{rl}
{ }^{(0)} A_{i j \mu} & =\frac{1}{2} b^{k}{ }_{\mu}\left(c_{k i j}-c_{i j k}-c_{j k i}\right) \\
c^{k}{ }_{i j} & =\left(h_{i}{ }^{\mu} h_{j}{ }^{\nu}-h_{j}{ }^{\mu} h_{i}{ }^{\nu}\right) b^{k}{ }_{\mu, \nu}
\end{array}\right\},
$$

and

$$
\begin{equation*}
{ }^{(1)} A_{i j \mu}=-\frac{1}{2} \sigma b_{\mu}^{k} S_{k i j} \tag{16}
\end{equation*}
$$

The global affine connection has the form

$$
\begin{equation*}
\Gamma^{\mu}{ }_{\lambda \nu}=-b_{\lambda}^{i}\left(h_{i}{ }^{\mu},{ }_{\nu \nu}-A_{i \nu}^{j} h_{j}^{\mu}\right) \tag{17}
\end{equation*}
$$

From (16) and (17) it is easily seen that ${ }^{0} A_{i j \mu}$ contributes only to the symmetric part of $\Gamma^{\mu}{ }_{\lambda \nu}$ while ${ }^{(1)} A_{i j \mu}$ contributes an unsymmetric part. It is possible however to eliminate the antisymmetric part of $\Gamma^{\mu}{ }_{\lambda \mu}$ by means of Weyl's trick, ${ }^{3}$ i.e., by expressing ${ }^{(1)} A_{i j \mu}^{\mu}$ in terms of the matter and the $h_{k}{ }^{\mu}$ fields. The remaining $\Gamma^{\mu}{ }_{\lambda \nu}$ are then symmetric and we fall into an ordinary Riemannian space. The generalized Dirac equation (11) picks up then a nonlinear spin-spin interaction. This means that a theory which is linear in the $\psi$ field when expressed in general affine space, turns out to be nonlinear in ordinary Riemannian space.
Microscopically there are no reasons to believe that curvature of space substantially affects the properties of elementary particles. We therefore introduce the simplifying assumption that once the antisymmetric part of the affine connection is eliminated at the expense of linearity, the Minkowsky limit is adequate.
The equation we arrive to is then

$$
\begin{equation*}
i \gamma^{\mu} \partial_{\mu} \psi+\frac{3}{4} \sigma(\bar{\psi} \psi) \psi=0 \tag{18}
\end{equation*}
$$

which corresponds to a Lagrangian

$$
\begin{equation*}
L=\frac{1}{2} L_{D}+\frac{1}{8} \sigma S^{i j k} S_{i j k} \tag{19}
\end{equation*}
$$

We are still left with the third set of equations of motion, coming from variation with respect to the $h_{k}{ }^{\mu}$ fields. They may be written as

$$
\begin{equation*}
G_{\mu}^{k}+\frac{1}{4} X U_{\mu}^{k}=-k T_{\mu}^{k} \tag{20}
\end{equation*}
$$

where $G^{k}{ }_{\mu}$ is Einstein's tensor, $T^{k}{ }_{\mu}$ the energy momentum tensor, and $U_{\mu}^{k}$ is given as

$$
\begin{equation*}
\delta \int C \mathscr{C} d^{5} x=\int U_{\mu}^{k} \delta h_{k}{ }^{\mu} \mathscr{C} d^{5} x \tag{21}
\end{equation*}
$$

As we see (20) differs by the term $U^{k}{ }_{\mu}$ from the ordinary Einstein equations. A further difference is that $G_{\mu}^{k}$ and $T_{\mu}^{k}$ are not symmetric. ${ }^{5}$
However this should not be a question of concern, since Eq. (20) is written in a non-Riemannian space. The same equation can be expressed in an ordinary Riemannian space by eliminating the ${ }^{(1)} A_{i j \mu}$ fields, after what the $U^{k}{ }_{\mu}$ tensor no longer appears. It goes over to the $T^{k}{ }_{\mu}$ tensor, which becomes symmetric, and (20) takes then the form of Einstein's equations.

## III. LOWEST ENERGY SOLUTION OF THE MODEL

We now look for particlelike solutions of Eq. (18). In the Minkowsky limit our universe is a five-dimensional space subject to the condition $-a<x^{5}<a$. We assume that nothing exists outside these boundaries. It is then natural to impose

$$
\begin{equation*}
j^{5}=\bar{\psi} \gamma^{5} \psi=0 \quad \text { for } x^{5}= \pm a \tag{22}
\end{equation*}
$$

Since $j^{5}$ is the component of the matter current perpendicular to the boundaries, this implies that no current flows out of the Universe.
In order to solve Eq. (18) with condition (22), we start neglecting the nonlinear term. In order to factorize the solution as much as possible, it has been seen that the simplest prescription which fulfills condition (22) is as follows.
Let us take the spinors

$$
\left.\begin{array}{l}
\psi_{a, n}=\psi_{\mathrm{I}, n} \cos \left[(2 n+1) \mu \omega x^{5}\right] \\
\psi_{b, n}=\psi_{\mathrm{II}, n} \sin \left[(2 n+1) \mu \omega x^{5}\right] \tag{23}
\end{array}\right\}
$$

where $n=0,1,2, \cdots, \mu$ is a parameter, and

$$
\begin{align*}
& \psi_{\mathrm{I}, n}=e^{-i \omega t}\binom{g_{n}\binom{1}{0}}{i f_{n}\binom{\cos \theta}{e^{i \varphi} \sin \theta}}  \tag{24}\\
& \psi_{\mathrm{II}, n}=e^{-i \omega t(-1)^{n}}\binom{-f_{n}\binom{\cos \theta}{e^{i \varphi} \sin \theta}}{i g_{n}\binom{1}{0}}
\end{align*}
$$

$f_{n}$ and $g_{n}$ are functions of $r=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$.
We now consider the combination

$$
\begin{equation*}
\psi_{n}=\psi_{a, n}+i \psi_{b, n} \tag{25}
\end{equation*}
$$

and substitute $\psi_{n}$ in (18) neglecting for the moment the nonlinear term. A short calculation leads to simple expressions for $f_{n}$ and $g_{n}$ in terms of Bessel functions. It is impossible, as should be expected, to obtain simultaneously good behavior at the origin and at infinity. Although the price that has to be paid is rather high as regards numerical computation, the introduction of nonlinearity provides solutions (characterized by the number of nodes) which are well behaved throughout and have a finite norm.
The rather special form (25) has been chosen so that the combination

$$
\begin{equation*}
\psi=\sum \psi_{n} \tag{26}
\end{equation*}
$$

verifies automatically the natural boundary condition $j^{5}=0$ at $x^{5}= \pm a$ if we take $\mu \omega a=\pi / 4$. In the Fourier series (26), only odd arguments appear, each term in the series being a combination of odd and even harmonic functions of $x^{5}$. The $x^{5}$ derivative acts on each of these functions so as to provide a sort of mass term for the other.
When the nonlinear terms are considered, the picture seems to get obscured since (18) is no longer separable in the same simple "term by term" way. Fortunately, however, the complication amounts to a coupling of the successive radial functions and can be overcome. The $x^{5}$ dependence also factorizes.
The sensible thing to do is to try for the actual $\psi$ the same expansion (26). It is now convenient to introduce
some changes in variables and functions in order to do away with unessential constants.
If we choose

$$
\begin{align*}
g_{n} & =\left(\omega / \frac{3}{4} \sigma\right)^{1 / 2}[2(1+\mu)]^{1 / 2} G_{n} \\
f_{n} & =\left(\omega / \frac{3}{4} \sigma\right)^{1 / 2}[2(1+\mu)]^{1 / 2} F_{n}  \tag{27}\\
\rho & =\omega(1+\mu) r, \quad \alpha=\omega x^{5}
\end{align*}
$$

and keep only the $n=0$ term, the resulting equations are

$$
\begin{gather*}
F_{0}^{\prime}+(2 / \rho) F_{0}+\nu G_{0}+G_{0}\left(F_{0}^{2}-G_{0}^{2}\right)=0 \\
G_{0}^{\prime}+F_{0}+F_{0}\left(F_{0}^{2}-G_{0}^{2}\right)=0 \tag{28}
\end{gather*}
$$

where $\nu=(\mu-1) /(\mu+1)$ and prime means $(d / d \rho)$. Surprisingly enough, these are Eq. (12) of I.

In second order we find

$$
\begin{align*}
& F_{0}^{\prime}+(2 / \rho) F_{0}+\nu G_{0}+\left(G_{0}+G_{1}\right)\left(F_{0}^{2}-G_{0}^{2}\right. \\
&\left.+2 F_{0} F_{1}-2 G_{0} G_{1}\right)=0 \\
& G_{0}^{\prime}+F_{0}+\left(F_{0}+F_{1}\right)\left(F_{0}^{2}-G_{0}^{2}\right. \\
&\left.+2 F_{0} F_{1}-2 G_{0} G_{1}\right)=0 \\
& F_{1}^{\prime}+(2 / \rho) F_{1}-(2+\nu) G_{1}+G_{0}\left(F_{0}^{2}-G_{0}^{2}\right. \\
&\left.+2 F_{0} F_{1}-2 G_{0} G_{1}\right)+G_{1}\left(F_{1}^{2}-G_{1}^{2}\right)=0 \\
& G_{1}^{\prime}-(1+2 \nu) F_{1}+F_{0}\left(F_{0}^{2}-G_{0}^{2}\right.\left.+2 F_{0} F_{1}-2 G_{0} G_{1}\right) \\
&+F_{1}\left(F_{1}^{2}-G_{1}^{2}\right)=0 \tag{29}
\end{align*}
$$

We have obtained a numerical solution (without nodes) for this system subject to the boundary condition $F_{0}, G_{0}, F_{1}, G_{1}, \rightarrow 0$ as $\rho \rightarrow \infty$. The solution is unique for each value of $\nu$. The method is similar to the one used in I. It turns out that the physically relevant solutions (that is, those satisfying the above mentioned boundary conditions) tend very rapidly to exponentially decreasing solutions of the equation with


FIG. 1 Numerical solution of Eq. (18) including the first two terms of expansion (26) and satisfying the physical boundary conditions. The function $F_{1}$ is too small to appear in the drawing.
no nonlinear term. Moreover, as should be expected, $F_{1}$ and $G_{1}$ decrease much faster than $F_{0}, G_{0}$.
In Fig. 1 we show our results for the $\nu$ value corresponding to a minimum energy. The contribution of the second wave is quite small. It gets comparatively smaller for smaller values of $\nu$ and somewhat larger for larger values.

Of course a rigorous solution would entail evaluating the contribution of the rest of the series (26). This looks hopeless for such nonlinear equation. However, the smallness of the second wave gives strong evidence that for all practical purposes the first wave, which describes the model proposed in I, gives a satisfactory account of elementary spinorial excitations in our model universe. (The existence of bounded solutions can be proved by techniques derived from fixed point theorems. However, for the practical purpose of obtaining a spectrum of solutions corresponding to zero nodes, or eventually one or several nodes, we believe our method to be quite adequate.)
The energy can be expressed in first order as

$$
E(\nu)=\frac{64}{3}\left(a^{2} / \sigma\right)(1+\nu)\left[(1-\nu) I_{1}+I_{2}\right]
$$

where

$$
\begin{align*}
& I_{1}=\int_{0}^{\infty}\left(F_{0}^{2}+G_{0}^{2}\right) \rho^{2} d \rho \\
& I_{2}=\int_{0}^{\infty}\left(F_{0}^{2}-G_{0}^{2}\right)^{2} \rho^{2} d \rho \tag{30}
\end{align*}
$$

The minimum value, which obtains for $\nu=0.032$ is

$$
\begin{equation*}
E=\frac{64}{3}\left(a^{2} / \sigma\right)(13.72+1.26) \tag{31}
\end{equation*}
$$

The second wave gives a correction to the energy smaller than $1 \%$. Figure 1 shows that most of the particle is concentrated in a sphere with radius $\rho=5$, which by (27) corresponds to $r \approx 5 / \omega(1+\mu) \approx$ $2.5 / \omega$. On the other hand, the boundary conditions for the $x^{5}$ dependence provide the relation: $2 a=$ $\pi / 2 \omega \mu$, that is, $a \approx 0.7 / \omega$. From these relations one might estimate the value of $\lambda$ if the rest energy of the particles were experimentally known.
A model completely parallel to the one considered above can be constructed if the sign of the Lagrangian $\mathscr{L}_{D}$ for the matter field is reversed in (9). Since for this model the sign of the conserved current $j^{u}=-\bar{\psi} \gamma^{\mu} \psi$ is reversed, this suggests that the solutions be considered as antiparticles of the former ones. (See Ref.9.) The equations are in this case

$$
\begin{equation*}
i \gamma^{\mu} \partial_{\mu} \psi-\frac{3}{4} \sigma(\bar{\psi} \psi) \psi=0 \tag{32}
\end{equation*}
$$

If one makes in our solution to (18) the changes

$$
\begin{aligned}
& \sin \leftrightarrow \cos \\
& \omega \leftrightarrow-\omega \\
& g_{n} \leftrightarrow(-1)^{n} g_{n} \\
& f_{n} \leftrightarrow(-1)^{n+1} f_{n}
\end{aligned}
$$

a solution to (32) is obtained having the same positive energy as the former.

## IV. FINAL COMMENTS AND CONCLUSIONS

We would like to stress that the model which has been
explored above is remarkably simple and free of "ad hoc" assumptions

It might look artificial to postulate a five-dimensional continuum, since space-time appears to be sufficiently described with four dimensions. The reasons for this initial postulate are not compelling but are relevant from the point of view of simplicity. In fact we have tried to eliminate the appearance of "ad hoc" mass terms in the equations describing elementary particles. These terms are disturbing, since it is not clear what dynamical mechanisms should be at their origin. No terms of this kind appear in the description of vibrations in solids which we took as a starting analogy. We accordingly tried to do away with mass terms and looked for more natural sources of the rest energy. The study of vibrations in thin films showed to us how a masslike behavior arises when a nar row transverse dimension exists. This we abstracted to be our $x^{5}$. Moreover, perhaps the remark can be made that a very simple model of closed expanding universe is the shell of a five-dimensional sphere. It is hard to understand that the width of the shell should be exactly zero.

Our second assumption of generalized symmetry is obviously much more general than invariance under ordinary Poincaré transformations.

It seems quite appropriate not to impose a rigid metric connection in space-time, independently of whether matter is or is not present. This provides the possibility that its structure can be twisted when the kind of matter which is present possesses spin. We have showed that if our particles were neutrinos and the width of the universe were known, the constant $\lambda$ might be determined. Since this constant measures some sort of total twisting recovery strength of the space-time continuum, our model probes in this
sense the geometrical properties of space-time. A necessary condition is that $\lambda$ should be positive.
It has been known for quite a time ${ }^{4,5}$ that spin can be defined as a dynamical property of classical fields There is a very close analogy between charge and spin when one uses a gauge covariant formalism as has been done in this paper. The introduction of the fields $A^{i j}{ }_{\mu}$ in order to define a covariant derivative exactly parallels the principle of "minimal electromagnetic interaction." Here, however, because of their different geometrical structure, not all fields possess the same "coupling constant", or, in other words, spin. Spinors have of course spin $\frac{1}{2}$, and this is the meaning of the $\frac{1}{2}$ factor which appears in Eq. (5).

Since we have a stable model which might describe the structure of an elementary particle, the dynamical definition of spin shows here all its relevance. Independently of the existence of Hermitian operators which in a nonlinear theory have no meaning, this parparticle has spin $\frac{1}{2}$ because of its geometrical nature which is of course completely classical
We conclude that in spite of its unrealistic simplicity (no weak, electromagnetic, or strong interactions have been considered) the model shows that localized stable excitations can exist in a certain rather reasonable space-time. These classical particles would have a highly nontrivial rest energy spectrum (depending on the number of nodes of the wavefunctions), and other properties such as definite spin and corresponding antiparticles, usually considered typical quantum mechanical features.
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## 1. INTRODUCTION

We study the elastic scattering of a particle obeying the Schrödinger equation with a spherically symmetric potential, at an energy $E={ }_{2}^{1} \hbar^{2} k^{2} / m, m$ being the reduced mass and $k$ the linear momentum. Our "inverse problem" is the construction of the potential from the phase shifts.

Being given a sequence $\delta\left(\delta=\left\{\delta_{l}\right\}\right)$ of phase shifts, five questions are of interest. The two first ones are the a priori questions of the problem:
(i) Does a potential $V$ exist, which generates $\delta$, at the energy $E$, through the Schrödinger equation? Such a potential is called a solution of the inverse problem at the energy $E$.
(ii) Let us be given a class W of functions containing a solution $V$ of the inverse problem at the energy $E$. Is $V$ the unique solution in $\mathbb{W}$ ?
The answer to (i) is "in general" affirmative ("in general" meaning unless $\delta$ is an exceptional sequence, fulfilling special constraints). We therefore are led to the question:
(iii) Give a method for constructing a solution of the problem.
The answer to (ii) is definitely negative if $W$ is the class-say $\rho$-of all the potentials leading to physically acceptable phase shifts. Only in very special subclasses of $\mathcal{P}$ can the answer of $B$ be positive. This leads us to the two following questions, in which we call "equivalent" two potentials yielding the same sequence of phase shifts.
(iv) Give methods for constructing all the equivalent potentials in $\mathcal{P}$ or in a large enough, well defined, subclass of $\mathcal{P}$.
(v) Give an appraisal of the deviation from each other of all the equivalent potentials in ${ }^{\mathcal{P}}$ or in a large enough, well defined, subclass of $\mathcal{P}$.
In a more general framework, additional questions would be for instance: Let $\delta$ be given as a function of $E$, what conditions must be fulfilled for which at least one of the solutions is a static potential; and how do you get it? Our present interest is however strictly limited to the inverse problem at fixed energy. It is, therefore, convenient to use the following notations:

$$
\begin{align*}
& D_{r}^{0}=r^{2}\left(\frac{\partial^{2}}{\partial r^{2}}+1\right)  \tag{1.1}\\
& D_{r}^{V}=r^{2}\left(\frac{\partial^{2}}{\partial r^{2}}+1-V(r)\right) \tag{1.2}
\end{align*}
$$

so that the $l$ th partial-wave equation reads

$$
\begin{equation*}
D_{r}^{V} \psi_{l}(r)=l(l+1) \psi_{l}(r) \tag{1.3}
\end{equation*}
$$

The partial wave is the solution of (1.3) which behaves at the origin like $\left[r\left(l+\frac{1}{2}\right)\right]^{-1}\left(\frac{1}{2} \pi\right)^{1 / 2} r^{l+1}$, so that for $V=0$, we get

$$
\begin{equation*}
\left[\psi_{l}(r)\right]_{V=0} \equiv u_{l}(r)=\left(\frac{1}{2} \pi r\right)^{1 / 2} J_{l+1 / 2}(r) \tag{1.4}
\end{equation*}
$$

The phase shifts are defined through the asymptotic behavior of $\psi_{l}(r)$ :
$\psi_{l}(r)=A_{l} \sin \left(r-l \pi / 2-\delta_{l}\right)+o(1), \quad r \rightarrow \infty$.
A sufficient condition for the existence of the $\delta_{l}$ is that the following quantity is finite;

$$
\begin{equation*}
\|V\|=\int_{0}^{a} \rho^{1-\epsilon}|V(\rho)| d \rho+\int_{a}^{\infty} \mid V(\rho) d \rho \tag{1.6}
\end{equation*}
$$

where $a$ is a fixed length. ${ }^{1}$ This condition defines a set $V$ of potential, in which $\|V\|$ is obviously a norm. However, the set $\mathscr{Q}$ for which the $\delta_{l}$ are defined by (1.5) is much larger than $\mathcal{V}: \mathcal{P}$ contains, for instance, infinitely repulsive potentials.
Let us now summarize the approaches to the problem and our present knowledge of the question.
Roughly speaking, three kinds of formalisms have been used in the literature dealing with this problem. In the first one, ${ }^{2-6}$ it is assumed a priori that
the potential to be obtained is such that the $J W K B$ approximation is valid for the phase shift. An additional assumption is more or less explicitly done, such that there is only one turning point. Hence, it is possible to define a function, say, $H(\lambda)$ from which $V(r)$ can straightforwardly be derived, at least for large enough $r$, and the phase shifts are given by

$$
\begin{equation*}
\delta(l)=\int_{l+1 / 2}^{\infty} \frac{\lambda}{\sqrt{\lambda^{2}-\left(l-\frac{1}{2}\right)^{2}}} H(\lambda) d \lambda \tag{1.7}
\end{equation*}
$$

Conversely, if $\delta$ is known as a differentiable function of $l$, the Abel transform (1.7) can be inversed and $H(\lambda)$ be obtained, then $V(r)$ from $H(\lambda)$. The method can be refined to include second order terms in JWKB approximation. ${ }^{4,6}$ However, the only answer which can be done by this way to our five fundamental questions is-"Here is a potential $V(r)$ whose phase shifts are approximately the required ones." Although such an answer can be sufficient for certain physical purposes, we must observe that the inversion technique is itself not very well defined, since it includes an interpolation [from $\delta_{l}$ to $\delta(l)$ ], whose definition has been forgotten by most authors. $2,3,5,6$ Yet, the Regge theorems, to be recalled below, show that the choice of an interpolation of $\delta(l)$ is the key of question (ii). Even for a rough application the method is questionable, since a small imaginary part in the potential leads to a dramatic situation as regards to the errors.
Due to Martin and Targonski, ${ }^{7}$ the second way of approaching the problem gives a positive answer to (i) and (ii) for sets of phase shifts fulfilling some special constraints, and potentials of the Yukawa class. The method is not fitted to study questions (iii)-(v). It is not fitted either to make generalizations, except for those that may be very weak. 8
The third approach, by far the richest one, can be considered as an extension to this problem of the Gel'fand-Levitan formalism. In such a formalism, being given two potentials $V$ and $W$, one looks for a "transformation kernel" $K_{V}^{W}\left(r, r^{\prime}\right)$ which generates the wavefunction corresponding to $W$ from the one corresponding to $V$ through the formulas

$$
\begin{align*}
& \psi_{l}^{W}(r)=\psi_{l}^{V}(r)-\int_{0}^{r} K_{V}^{W}(r, \rho) \psi_{l}^{V}(\rho) \rho^{-2} d \rho  \tag{1.8}\\
& K_{V}^{W}(r, r)=-\frac{1}{2} r \int_{0}^{r} \rho[W(\rho)-V(\rho)] d \rho \tag{1.9}
\end{align*}
$$

All the scattering problem reduces therefore to the determination of $K W\left(r, r^{\prime}\right)$. For this, it is convenient to introduce an auxiliary tool $f_{V}^{W}\left(r, r^{\prime}\right)$, which is a solution of the partial differential equation

$$
\left.\begin{array}{l}
{\left[D_{r}^{V}-D_{r^{\prime}}^{V}\right] f_{V}^{W}\left(r, r^{\prime}\right)=0} \\
f_{V}^{W}(r, 0)=f_{V}^{W}\left(0, r^{\prime}\right)=0 \tag{1.10}
\end{array}\right\}
$$

and which enable one to obtain $K_{V}^{W}\left(r, r^{\prime}\right)$ through what we think right to call the Regge-Newton equation
$K_{V}^{W}\left(r, r^{\prime}\right)=f_{V}^{W}\left(r, r^{\prime}\right)-\int_{0}^{r} K_{V}^{W}(r, \rho) f_{V}^{W}(\rho, r) \rho^{-2} d \rho(1.11)$
obtained by analogy with the Gel'fand-Levitan equation. Two kinds of studies have used $f V\left(r, r^{\prime}\right)$ as a fundamental concept. In the study developed by Regge, ${ }^{9}$ and more thoroughly by Loeffel, ${ }^{10} \mathrm{~V}$ is equal to one, and the class of potentials is $V$. Questions (iii)-(v) are neglected, but (ii) is studied thoroughly. The function $f_{1}^{W}\left(r, r^{\prime}\right)$ is characterized by
a set of numbers, the "spectral data" ( $\gamma,\left\{\nu_{k}\right\},\left\{d_{k}\right\}$ ), which enable its construction through the expansion

$$
\left.\left.\begin{array}{rl}
f & W_{1}^{W}[x, y]=-(2 \pi)^{-1} \int_{-\infty}^{+\infty} \gamma(\tau)
\end{array}\right)(x y)^{i \tau+1 / 2} d \tau\right] .
$$

The series converges uniformly for ( $x, y$ ) in any compact contained in $R_{+} \times R_{+}$. Using this expansion, it has been possible to prove the two following uniqueness theorems ${ }^{10}$ :

Theorem I: Let $V_{1}$ and $V_{2}$ be in $V$; let $\alpha_{1}$ and $\alpha_{2}$ be the corresponding Jost functions. If

$$
\alpha_{1}(l)=\alpha_{2}(l)
$$

for $\operatorname{Re} l \geq-\frac{1}{2}$, then

$$
V_{1}(r)=V_{2}(r)
$$

for almost all positive $r$.
Theorem II: Let $s_{l}=e^{2 i \delta_{l}}$ and let $\sigma(l)$ be the interpolation of $s_{l}$ obtained through the Jost functions (the socalled Regge interpolation). Let $V_{1}$ and $V_{2}$ now be in the class $\mathcal{V}$. If the corresponding Regge interpolations $\sigma_{1}$ and $\sigma_{2}$ satisfy

$$
\sigma_{1}(l)=\sigma_{2}(l)
$$

for all $l$ with Re $l>-\frac{1}{2}$, where both are holomorphic, then

$$
V_{1}(r)=V_{2}(r)
$$

for almost all positive $r$.
The problem of uniqueness reduces therefore to the step $s_{l} \rightarrow \sigma(l)$. At this point, there can be uniqueness only for particular classes of potentials, allowing the interpolation to be unique. This is the case, for instance, if Carlson's theorem applies (Yukawa classes $\cdot \cdot$ ) or if the Lagrange- Valiron theorem applies (several classes studied by the author ${ }^{11}$ ). If a subclass of $\mathcal{V}$ is chosen such that the solution is unique or if Regge interpolations are known, questions (i) and (iii) can be answered positively in certain cases. ${ }^{10,12}$ However, attempts to answer questions (iv) and (v) through this formalism are lacking and the stability of a method using an interpolation process as an intermediate step is highly questionable. ${ }^{13}$
In the study initiated by Newton, 14 the function $f_{0}^{W}\left(r, r^{\prime}\right)$ is given by the series

$$
\begin{equation*}
f_{0}^{W}\left(r, r^{\prime}\right)=\sum_{l=0}^{\infty} c_{l} u_{l}(r) u_{l},\left(r^{\prime}\right) \tag{1.13}
\end{equation*}
$$

which is obviously a solution of (1.10). Hence $K_{0}^{W}\left(r, r^{\prime}\right)$ has the expansion

$$
\begin{equation*}
K_{0}^{W}\left(r, r^{\prime}\right)=\sum_{l=0}^{\infty} c_{l} \psi_{l}^{W}(r) u_{l}\left(r^{\prime}\right) \tag{1.14}
\end{equation*}
$$

Inserting this expansion in (1.11) and going to infinity yield a infinite system of linear equations relating the $\delta_{l}$ and the $c_{l}$, so that solving question (iii) reduces to inverting some infinite matrices. A formal solution of the inverse problem is therefore obtained in a very elegant way. It remains however, for solving (iii), to give explicitly the inverse matrices for solving (i) and (ii), to prove that physically acceptable potentials are obtained from a physically acceptable set
of phase shifts. This has been done, ${ }^{15}$ starting from a sequence $\delta=\left\{\delta_{l}\right\}$ of phase shifts such that

$$
\begin{equation*}
\left|\delta_{l}\right|<C(1+l)^{-3-\epsilon} \tag{1.15}
\end{equation*}
$$

and obtaining, for almost every sequence of this class, a one-parameter family of potentials such that

$$
\left.\begin{array}{l}
c_{2 l}=a_{0}+O\left(l^{-2}\right)  \tag{1.16}\\
c_{2 l+1}=a_{1}+O\left(l^{-2}\right)
\end{array}\right\} l \rightarrow \infty
$$

Unless $a_{0}=a_{1}$, these potentials behave asymptotically like $\mathrm{Cr}^{-3 / 2} \sin (2 r+\varphi)$, whereas for $a_{0}=a_{1}$, they decrease faster than $\mathrm{Cr}^{-2+\epsilon}$. This is the case for one and only one value of the arbitrary parameter in the family corresponding to a sequence $\delta$. We can therefore assert the following: Let $\mathbb{C}_{1}^{*}$ be the class of potentials whose transformation kernel is of the form (1.14) and the $c_{l}^{\prime}$ fulfill (1.16), and $\mathbb{C}_{1}$ the subclass with $a_{0}=a_{1}$. In $\mathrm{C}_{1}^{*}$, the answer to (i) and (iii) is affirmative. This holds for (ii) in $\mathbb{C}_{1}$ only. The uniqueness, or almost uniqueness, encountered in these cases, corresponds to very special properties of the potentials. ${ }^{16}$ The method is easy to extend by allowing $l$ in (1.13) to take noninteger values ${ }^{17}$ and, possibly, complex values. ${ }^{18}$ However, the limitations of such a method, for whatever generalization, comes from the convergence conditions when going to the asymptotic limit of the linear system, which is equivalent to (1.11). A necessary condition for this is that the $\left|c_{\mu}\right|$ be bounded by $C(\operatorname{Re} \mu)^{1 / 3}$. But this simple bound considerably limit the class-say ewhich can be attained by all these methods. A study of the Jost functions shows that expansions are then valid, comparable to certain dispersion formulas, 19 and in which the $c_{\mu}$ appears as interpolation coefficients. ${ }^{11}$ In the series giving asymptotic quantities, the apparent rate of convergence is that of the series $\left|c_{l}\right|$. Modifications of the method ${ }^{20}$ enable one to increase this rate of convergence. Actually, since the $\operatorname{limit} a_{\theta}$ of $c_{l}$ as $l \rightarrow \infty$ is proportional ${ }^{21}$ to $\int_{0}^{\infty} \rho V(\rho) d p$, it is, in our opinion, more interesting to calculate exactly the contribution of this term and make manipulations on series including $\left(c_{l}-a_{0}\right) .22,23$ Extensions of the Gel'fand-Levitan formalism to include Coulombian potentials, ${ }^{24}$ relativistic cases, 25 spin orbit potential ${ }^{26}$ and tensor forces ${ }^{27}$ are also available, but in a less advanced state.
In the following, we characterize the two ways of treating $f\left(r, r^{\prime}\right)$ as the spectral data approach and the interpolation coefficients approach. Facing the impressive list of results obtained through these methods, we are nevertheless disappointed for the following reasons:
(a) There is no method as yet available to answer questions (i)-(iii) in a class of potentials defined through simple properties of the potentials.
(b) There is no attempt made to solve question (iv).
(c) The main effect of the only preliminary attempt ${ }^{28}$ to answer question ( $v$ ) has been to convince the author that representations of $f\left(r, r^{\prime}\right)$ with interpolation coefficient are very particular, and a representation through the Fourier transform of $f(r, r)$ would be much more fruitful.
These remarks have led the author to undertake a
study which is now in course of publication, and whose two other parts have already been issued. $23,29,30$
The remarks which have led us to our method are the following.
(d) $K_{0}^{V}\left(r, r^{\prime}\right)$ is a solution of the partial differential equation [we use in the following the simplified notation $\left.K\left(r, r^{\prime}\right)\right]$,

$$
\begin{align*}
& \left(D_{r}^{V}-D_{r}^{0}\right) K\left(r, r^{\prime}\right)=0  \tag{1.17}\\
& K(r, 0)=K\left(0, r^{\prime}\right)=0 \\
& K(r, r)=-\frac{1}{2} r \int_{0}^{r} \rho V(\rho) d \rho
\end{align*}
$$

Conversely, straightforward techniques ${ }^{14,31}$ show that the solution of (1.17) is the transformation kernel corresponding to $V(p)$, so that (1.8) holds. The only important operator is therefore $K\left(r, r^{\prime}\right), f\left(r, r^{\prime}\right)$ being at most an auxiliary tool.
(e) In $K\left(r, r^{\prime}\right)$ the only important part for our problem is its asymptotic behavior for large $r$.
(f) If $f\left(r, r^{\prime}\right)$ is used as an auxiliary tool, the Fourier transform of $f(r, r)$ yields probably its most convenient characterization.
(g) Almost all the results in potential scattering being valid only in V (or in subclasses of V), results valid in $V$ or in a subclass of $V$ large enough, and dense in $V$ with respect to the norm (1.6), can be considered a sufficient generality. Following these remarks, we have obtained in a previous paper, ${ }^{29}$ hereafter referred to as $I$, the following results:
Let $\mathscr{E}_{j}^{k}$ be the class of continuous functions $V(r)$ such that, for $x \geq 0$,

$$
\left.\begin{array}{l}
\left|r^{j} V(r)\right| \leq C(r / a) \epsilon^{\prime}  \tag{1.18}\\
\left|r^{k} V(r)\right| \leq C(a / r)^{\epsilon}
\end{array}\right\}
$$

and let $\overline{\mathcal{E}}$ be equal to $\mathcal{E}_{13}, \mathcal{E}$ be the_subclass of $\overline{\mathcal{E}}$ such that $r V^{\prime}(r)$ and $r^{2} V^{\prime \prime}(r)$ belong to $\mathcal{E}$. Let $V$ belong to $\mathcal{E}_{21}$; the differential equation (1.17) has a solution, thoroughly studied in I. For $V \in \mathscr{E}$ it can be put in the form
$\left.\begin{array}{l}K\left(r, r^{\prime}\right)=\cos r k\left(r^{\prime}\right)+\sin r \bar{k}\left(r^{\prime}\right)+P^{(N)}\left(r, r^{\prime}\right) \\ \frac{\partial}{\partial r} K\left(r, r^{\prime}\right)=-\sin r k\left(r^{\prime}\right)+\cos r \bar{k}\left(r^{\prime}\right)+Q^{(N)}\left(r, r^{\prime}\right)\end{array}\right\}$,
where $P^{(N)}\left(r, r^{\prime}\right)$ and $Q^{(N)}\left(r, r^{\prime}\right)$ are "negligible functions" viz functions such that
(a) $P^{(N)}\left(r, r^{\prime}\right) \rightarrow 0, \quad r \rightarrow \infty$
(b) $\left.\int_{0}^{r}\left|P^{(N)}\left(r, r^{\prime}\right)\right| r^{\prime-1}\left(1+r^{\prime}\right)^{-1} \rightarrow 0, \quad r \rightarrow \infty\right)^{\prime}$

Let us now insert (1.19) into (1.8). (Recall that, in the following, we definitely substitute the couple $(0, V)$ to the couple ( $V, W$ ) used at the beginning of this section and drop the indices whenever they are not necessary.) By going to the asymptotic limit, we obtain the remarkable formula
$\int_{0}^{\infty} \mathcal{K}(\rho) u_{l}(\rho) \rho^{-1} d \rho=\exp (-i l \pi / 2)\left[1-A_{l} \exp \left(i \delta_{l}\right)\right]$, where

$$
\begin{equation*}
\mathscr{K}(\rho)=\rho^{-1}[\widetilde{k}(\rho)+i k(\rho)] . \tag{1.21}
\end{equation*}
$$

We have furthermore proved in $I^{29}$ that the data of $\mathscr{K}(\rho)$ enable one to construct $K\left(r, r^{\prime}\right)$ and therefore $V(r) . \mathcal{K}(\rho), K\left(r, r^{\prime}\right)$, and $V(r)$ are therefore equiva-
lent quantities from the information point of view, and the scattering problems are completely described by the formula (1.21). So as to label the importance of $\mathcal{K}(\rho)$ for the scattering problems, we have called it the "scattering structure function." The inverse problem formally reduces to the determination of the "scattering structure function" from the phase shifts. A direct determination, starting from (1,21), will be studied as a generalized moment problem in a forthcoming paper, of a more mathematical character. In the present one, we still use $f\left(r, r^{\prime}\right)$ as an auxiliary tool; but its importance is essentially that of a gadget for obtaining the s.s.functions. In the present paper, we describe a method of solution of the inverse problem which answers the questions (i)-(v) in a class of potentials dense in V. This method is described in Secs. 2 and 3 below. In Sec. 2 , we first thoroughly study the properties of $K\left(r, r^{\prime}\right)$ and $f\left(r, r^{\prime}\right)$ for potentials of class $\mathcal{E}$, particularly their asymptotic behavior, which can be expressed for both functions by formulas similar to (1.19). A fundamental equation is given, which relates the s.s. function and $f\left(r, r^{\prime}\right)$. We then look for a characterization of $f\left(r, r^{\prime}\right) . f\left(r, r^{\prime}\right)$ can be characterized as a solution of (1.10); but it can also be characterized by an integral representation in which the key function is a Fourier transform of $f\left(r, r^{\prime}\right)$. We therefore study the properties of this Fourier transform for potential of $\mathcal{E}$ and, in view of obtaining the $c_{l}$, the properties of the function obtained by truncating the Fourier spectrum of $f(r, r)$. Section 2 contains finally the working program of a solution of the inverse problem. This working program is achieved in Sec. 3, where a complete solution of the problem is given and its answers to questions (i)- (iv) are clearly stated. As for question (v), it will be studied apart in a forthcoming paper. 32
In a forthcoming paper, the properties of the solutions here obtained will be fully investigated. In particular, the trace method will be applied to the solutions, so as to obtain results corresponding to those obtained in the other inverse problem of quantum mechanics. ${ }^{33}$ Alternate methods of constructing solutions will also be given. In one of them, like in the Newton's method and its generalizations, the main figures will be the interpolation coefficients. Although this method can be considered as the largest possible extension of studies of this kind, it presents the same defects, viz the potentials are defined by special properties of the $c_{l}$ and not by simple mathematical properties.

## 2. PROPERTIES OF $K\left(r, r^{\prime}\right)$ AND $f\left(r, r^{\prime}\right)$

## A. Properties of $K\left(r, r^{\prime}\right)$

The properties of $K\left(r, r^{\prime}\right)$ have been thoroughly studied in our previous paper (I) for potentials of class $\mathcal{E}$. Many of them, actually, hold for potentials of larger classes. We only give here a few results, necessary for understanding the following. ${ }^{34}$ Let us first introduce the notations

$$
\begin{equation*}
K_{1}\left(r, r^{\prime}\right)=K\left(r, r^{\prime}\right)-K_{0}\left(r, r^{\prime}\right) \tag{2.1}
\end{equation*}
$$

$$
\begin{align*}
& \text { where } \\
& \begin{aligned}
K_{0}\left(r, r^{\prime}\right)= & -\frac{1}{2}\left(r r^{\prime}\right)^{1 / 2} \int_{0}^{(r r) 1 / 2} \\
& \times J_{0}\left[\left(r-r^{\prime}\right)\left(1-\frac{\rho^{2}}{r r^{\prime}}\right)^{1 / 2}\right] \rho V(\rho) d \rho
\end{aligned}
\end{align*}
$$

and

$$
\begin{equation*}
K_{2}\left(r, r^{\prime}\right)=K\left(r, r^{\prime}\right)-K_{0}^{0}\left(r, r^{\prime}\right), \tag{2.3}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{0}^{0}\left(r, r^{\prime}\right)=(2 \pi)^{-1} V_{0} \int_{0}^{1} G\left(r, r^{\prime}, u\right) u^{-2} d u,  \tag{2.4}\\
& V_{0}=\int_{0}^{\infty} \rho V(\rho) d \rho \tag{2.5}
\end{align*}
$$

$\left.G\left(r, r^{\prime}, u\right)=\cos \left[\left(r-r^{\prime}\right)^{2}+4 r r^{\prime} u^{2}\right)^{1 / 2}\right]-\cos \left(r-r^{\prime}\right)$.
$K_{0}^{0}\left(r, r^{\prime}\right)$ can also be given the remarkable form

$$
\begin{align*}
K_{0}^{0}\left(r, r^{\prime}\right)=-(\pi)^{-1} V_{0}\left[u_{0}(r)\right. & u_{0}\left(r^{\prime}\right)  \tag{2.6}\\
& \left.+2 \sum_{l=1}^{\infty} u_{l}(r) u_{l}\left(r^{\prime}\right)\right] \tag{2.7}
\end{align*}
$$

The interest of the separation (2.1) comes both from the fact that the symmetric function $K_{0}\left(r, r^{\prime}\right)$ is that part of $K\left(r, r^{\prime}\right)$ which is linear in $V$, and from the fact that remarkable bounds and integral expressions are valid for $K_{1}\left(r, r^{\prime}\right)$, for instance,

$$
\begin{align*}
& K_{1}\left(r, r^{\prime}\right)=\left(4 r^{2}\right)^{-1}[K(r, r)]^{2} \sin \left(r-r^{\prime}\right) \\
&+\int_{r}^{r^{\prime}} \sin \left(r^{\prime}-\rho\right) Q(r, \rho) \rho^{-2} d \rho, \tag{2.8}
\end{align*}
$$

$K_{1}\left(r, r^{\prime}\right)=-\left(4 r^{\prime 2}\right)^{-1}\left[K\left(r^{\prime}, r^{\prime}\right)\right]^{2} \sin \left(r^{\prime}-r\right)$

$$
\begin{equation*}
+\int_{r^{\prime}}^{r} \sin (r-\rho) S\left(\rho, r^{\prime}\right) \rho^{-2} d \rho, \tag{2.9}
\end{equation*}
$$

where $Q\left(r, r^{\prime}\right)$ and $S\left(r, r^{\prime}\right)$ are continuous on $R^{+} \times R^{+}$, and absolutely bounded by

$$
\begin{equation*}
C\left(r r^{\prime}\right)^{1 / 2}\left(r r^{\prime}\right)^{\left(1^{+} \epsilon\right) / 2}\left[1+\left(r r^{\prime}\right)^{(1+\epsilon) / 2}\right]^{-1} . \tag{2.10}
\end{equation*}
$$

Bounds and integral expressions have also been obtained for

$$
\begin{equation*}
K_{0}^{1}\left(r, r^{\prime}\right)=K_{0}\left(r, r^{\prime}\right)-K_{0}^{0}\left(r, r^{\prime}\right) . \tag{2.11}
\end{equation*}
$$

Although all these results are to be used in Appendix A, we do not state them here more completely, but only give some features of the asymptotic behavior of $K\left(r, r^{\prime}\right)$, using, for the various quantities, indices which refer to that part of $K\left(r, r^{\prime}\right)$ they refer to. Components of the s.s.function are proved to be given by the following formulas, where $\mathscr{K}(r)$ is equal to $[k(r) \tau+$ $i k(r) \mid r^{-1}$ :

$$
\begin{align*}
\mathcal{K}_{0}(r)= & -(2 \pi r)^{-1 / 2} \\
& \times \int_{0}^{\infty} \exp \left[-i\left(r+\frac{1}{2} \rho^{2} / r\right)+i \pi / 4\right] \rho V(\rho) d \rho,  \tag{2.12}\\
\mathfrak{K}_{1}(r)= & r^{-1}\left\{\left(4 r^{2}\right)^{-1}[K(r, r)]^{2} \exp (-i r)\right. \\
& \left.+\int_{r}^{\infty} \exp (-i \rho) S(\rho, r) \rho^{-2} d \rho\right\},  \tag{2.13}\\
\mathcal{K}_{1}(r)= & (2 \pi r)^{-1 / 2} \int_{0}^{1} u^{-3 / 2} d u \int_{0}^{\infty} \\
& \times \exp \left[-\frac{1}{2} i\left(\rho^{2} u / r+u r+r / u\right)+i \pi / 4\right] \\
& \times V(\rho) K(\rho, \rho u) d \rho,  \tag{2.14}\\
\mathcal{K}_{0}^{0}(r)= & -\pi^{-1} V_{0} \int_{0}^{\pi} \exp [-i r \cos \theta] \cos (\theta / 2) d \theta . \tag{2.15}
\end{align*}
$$

$\mathcal{K}_{2}(r)$ is ${ }^{29}$ a bounded continuous function on $R^{+}$going to zero like $r^{-1}$ as $r$ goes to $\infty$, whereas $K_{0}^{0}(r)$ asymptotically behaves like
$\mathscr{K}_{0}^{0}(r)=-(2 \pi r)^{-1 / 2} V_{0} \exp (-i r+i \pi / 4)+0\left(r^{-1}\right) .(2.16)$
Besides, we have obtained in (I) several bounds for
the remainders coming in when $K\left(r, r^{\prime}\right)$ approaches its asymptotic behavior. If we write again (1.19) as $\left(1-i \frac{\partial}{\partial r}\right) K\left(r, r^{\prime}\right)=-i r^{\prime} \Re\left(r^{\prime}\right) \exp (i r)+\mathfrak{R}\left(r, r^{\prime}\right)$, the components of $R\left(r, r^{\prime}\right)$ are bounded by

$$
\left|\mathfrak{R}_{0}^{0}\left(r, r^{\prime}\right)\right| \leq C r^{\prime}\left|r-r^{\prime}\right|-1 / 2,
$$

$\left|Q_{0}^{\prime}\left(r, r^{\prime}\right)\right|$

$$
\begin{align*}
& \leq\left\{\begin{array}{l}
C \\
C r^{\prime} / r+C r^{\prime} 2 / r+C r^{\prime}\left(r^{\prime} / r\right)^{\epsilon}
\end{array}\right.  \tag{2.19}\\
& \left|Q_{1}\left(r, r^{\prime}\right)\right| \leq C r^{\prime}\left[1+\left(r r^{\prime}\right)^{1 / 2}\right\}^{-1} .
\end{align*}
$$

$$
\text { for } r^{\prime} \leq \frac{1}{2} r \text {, }
$$

Other bounds are given in the Appendix A. It is convenient to call the first term of an expansion like (2.17) the structural term, the other one, the remainder and the whole, a structural expansion.
In our previous paper (I), we did not give the asymptotic behaviour of $K\left(r, r^{\prime}\right)$ for fixed $r$, large $r^{\prime}$. This however, is very easy to obtain, since $K_{0}\left(r, r^{\prime}\right)$ is symmetric, whereas $K_{1}\left(r, r^{\prime}\right)$ is given as well by (2.9) (which was used in I) and by (2.8), which can be used in the same way for the present purpose. The results are given in the following formulas, where we use the primes for denoting the quantities related to this type of asymptotic behavior:

$$
\begin{align*}
\mathbb{K}_{0}^{\prime}(r)= & \mathbb{K}_{0}(r),  \tag{2.21}\\
K_{1}^{\prime}(r)=- & \left(4 r^{3}\right)^{-1}[K(r, r)]^{2} \exp (-i r) \\
& \quad-i r^{-1} \int_{r}^{\infty} \exp (-i \rho) Q(r, \rho) \rho^{-2} d \rho \tag{2.22}
\end{align*}
$$

Besides, the bounds of the various components of $\left|\mathcal{R}^{\prime}\left(\boldsymbol{r}, r^{\prime}\right)\right|$ are similar to those of $\left|\mathcal{R}\left(r^{\prime}, r\right)\right|$.

## B. Properties of $f\left(r, r^{\prime}\right)$

We study $f\left(r, r^{\prime}\right)$ for a potential of class $\mathcal{E}$. Actually most of the formulas given below are valid for a potential of $\mathscr{E}_{21}$, in particular, formulas (2.23), (2.24), and (2.25). $f\left(r, r^{\prime}\right)$ can be related to $K\left(r, r^{\prime}\right)$ through the formula ${ }^{35}$
$f\left(r, r^{\prime}\right)=K\left(r, r^{\prime}\right)+\int_{0}^{r} K(\tau, r) K\left(\tau, r^{\prime}\right) \tau^{-2} d \tau$.
It is easy to obtain another formula for $f\left(r, r^{\prime}\right)$ by solving (1.10) through Riemann's method, following the work we have done in I for $K\left(r, r^{\prime}\right)$. The result ${ }^{36}$ is

$$
\begin{gather*}
f\left(r, r^{\prime}\right)=f\left[\left(r r^{\prime}\right)^{1 / 2},\left(r r^{\prime}\right)^{1 / 2}\right]-\left(r r^{\prime}\right)^{1 / 2} \int_{0}^{\left(r r^{\prime}\right) 1 / 2} \\
\quad \times \rho^{-1} f(\rho, \rho) \frac{\partial}{\partial \rho} J_{0}\left[\left(r-r^{\prime}\right)\left(1-\frac{\rho^{2}}{r r^{\prime}}\right)^{1 / 2}\right] d \rho, \tag{2.24}
\end{gather*}
$$

which can also be written ${ }^{37}$ as

$$
\begin{align*}
f\left(r, r^{\prime}\right)= & -\frac{1}{2}\left(r r^{\prime}\right)^{1 / 2} \int_{0}^{(r r \prime) 1 / 2} \\
& \times J_{0}\left[\left(r-r^{\prime}\right)\left(1-\rho^{2} / r r^{\prime}\right) 1^{1 / 2}\right] \rho \omega(\rho) d \rho \tag{2.25}
\end{align*}
$$

where

$$
\begin{equation*}
\omega(r)=-2 r^{1} \frac{d}{d r}\left[r^{-1} f(r, r)\right] . \tag{2.26}
\end{equation*}
$$

Comparison of (2.2) and (2.24) (as well as a direct
verification) shows that $K_{0}\left(r, r^{\prime}\right)$ is a solution of (1.10) and that $f\left(r, r^{\prime}\right)$ is related to $\omega(r)$ like $K_{0}\left(r, r^{\prime}\right)$ to $V(r)$. Formulas (2.24) and (2.25) yield the continuation of $f(r, r)$ in $R^{+} \times R^{+}$consistent with the partial differential equation (1.10). The continuation of $K(r, r)$ in this way is $K_{0}\left(r, r^{\prime}\right)$. We can also say that (2.24) gives a characterization of $f\left(r, r^{\prime}\right)$ by the function $f(r, r)$, this meaning that the data of $f(r, r)$ is sufficient for constructing the solution $f\left(r, r^{\prime}\right)$ of (1.10), which for $r=r^{\prime}$ is equal to $f(r, r)$. Such a characterization is convenient for a complete study of the problem, and we shall give, here and there, some remarks which enable the interested reader to easily do it. However, it is (slightly) more convenient to characterize also $f\left(r, r^{\prime}\right)$ by a Fourier transform of $f(r, r)$.

## C. Characterization of $f\left(r, r^{\prime}\right)$ by a Fourier Transform

Let us first study $K_{0}\left(r, r^{\prime}\right)$. From the results of I, we can write

$$
\begin{equation*}
K_{0}\left(r, r^{\prime}\right)=\int_{0}^{\infty} G\left(r, r^{\prime}, u\right) \Phi^{\prime}(u) d u \tag{2.27}
\end{equation*}
$$

where $G\left(r, r^{\prime}, u\right)$ is given by (2.6) and $\Phi^{\prime}(u)$ is given by

$$
\begin{equation*}
\Phi^{\prime}(u)=(2 \pi)^{-1} V_{0} u^{-2} \gamma(1-u)+\Phi_{1}^{\prime}(u) \tag{2.28}
\end{equation*}
$$

where $\gamma$ is the step function, and $\Phi_{1}^{\prime}(u)$ is locally integrable on $R^{+}$, going to zero like $C u^{-3-\epsilon}$ as $u$ goes to $\infty$ (this for a potential of class $\mathscr{E}$ ). The first term in (2.28) is responsible for the fact that $r^{-1} K_{0}(r, r)(=$ $r^{-1} K(r, r)$ ] goes to the constant $-\frac{1}{2} V_{0}$ as $r$ goes to $\infty$. From (2.27) we have also derived the formula for the s.s.function:
$\mathcal{K}_{0}(r)=i r^{-1} \exp (-i r) \int_{0}^{\infty}\left[\exp \left(2 i r u^{2}\right)-1\right] \Phi^{\prime}(u) d u$.
From (2.28), we easily derive the formula

$$
\begin{equation*}
K_{0}\left(r, r^{\prime}\right)=4 r r^{\prime} \int_{0}^{\infty} w^{-1} \sin w u \Phi(u) d u \tag{2.3u}
\end{equation*}
$$

where

$$
\begin{array}{r}
w=\left[\left(r-r^{\prime}\right)^{2}+4 r r^{\prime} u^{2}\right]^{1 / 2} \\
\Phi(u)=-\int_{u}^{\infty} \Phi^{\prime}(t) d t=-(2 \pi)^{-1} V_{0}\left(u^{-1}-1\right) \\
\times \gamma(t-u)+\Phi_{1}(u) \tag{2.32}
\end{array}
$$

For $r=r^{\prime},(2.30)$ reduces to

$$
\begin{equation*}
r^{-1} K_{0}(r, r)=2 \int_{0}^{\infty} \sin (2 r u) \Phi(u) d u \tag{2.33}
\end{equation*}
$$

We would like to extend these results to $f\left(r, r^{\prime}\right)$. Let us consider the function

$$
\begin{equation*}
\bar{f}(r, r)=f(r, r)-K(r, r) \tag{2.34}
\end{equation*}
$$

From (2.23) it is easy to prove (Appendix A) that $r^{-1} f(r, r)$ is a bounded continuous function, going to zero faster than $\mathrm{Cr}^{-1} \log r$ as $r$ goes to $\infty$, and therefore belongs to $L_{2}(0, \infty)$. We therefore can define in $L_{2}(0, \infty)$ a function $\Phi_{2}(u)$ such that this integral converges in the mean 3.i.m.):

$$
\begin{equation*}
r^{-1} \bar{f}(r, r)=2 \text { 1.i.m. } \int_{0}^{\infty} \sin (2 r u) \Phi_{2}(u) d u \tag{2.35}
\end{equation*}
$$

The continuation $\bar{f}\left(r, r^{\prime}\right)$ of $\bar{f}(r, r)$ which fits (1.10) clearly is $f\left(r, r^{\prime}\right)-K_{0}\left(r, r^{\prime}\right)$. Let us consider the
formula (2.24) for it, and use the Parseval theorem and (2.35). We obtain, through well-known formulas 38 that

$$
\bar{f}\left(r, r^{\prime}\right)=4 r r^{\prime} \text { l.i.m. } \int_{0}^{\infty} w^{-1}(\sin w) u \Phi_{2}(u) d u .
$$

Comparison with (2.30) shows that, if $r^{-1} f(r, r)$ is given by its Fourier transform

$$
\begin{equation*}
r^{-1} f(r, r)=2 \int_{0}^{\infty} \sin (2 r u) F(u) d u \tag{2.37}
\end{equation*}
$$

the following formula defines a continuation which is consistent with (1.10):

$$
\begin{equation*}
\left.f\left(r, r^{\prime}\right)=4 r r^{\prime} \int_{0}^{\infty} w^{-1} \sin w\right) u F(u) d u \tag{2.38}
\end{equation*}
$$

Besides, it is easy to prove on (2.38) that, provided convergence conditions are fulfilled, (2.38) is a solution of (1.10) reducing to (2.37) as $r^{\prime}$ goes to $r$. In those conditions, which certainly hold for potentials of classes larger than $\mathcal{E},(2.23)$ and (2.38) are therefore equivalent continuations of $f(r, r)$. This equivalence between the two characterizations of $f\left(r, r^{\prime}\right)$ either through $f(r, r)$ or through the Fourier transform, cannot be overemphasized. They are also equivalent (for equivalent classes of potentials) with the "Loeffel" characterization by spectral data. In contrast, the coefficients $c_{l}$ can be used only, as we see below, when $f(r, r)$ has a truncated Fourier spectrum. Actually, this remark explains why, in a paper which want to be as comprehensive as possible, we like better the characterization by the Fourier transform: The coefficients $c_{l}$ will appear there in a most natural way. The price to be paid is the supplementary assumptions of differentiability of the potentialsassumptions which can be suppressed for most results, as we have seen in I, Sec. 7.

## D. Asymptotic Behavior of $f\left(r, r^{\prime}\right)$

We already know the asymptotic behavior of the first term in the right-hand side of (2.23). For a study of the second term, it is convenient to insert

$$
\begin{equation*}
K(\tau, r)=K_{0}^{0}(\tau, r)+K_{0}^{1}(\tau, r)+K_{1}(\tau, r) \tag{2.39}
\end{equation*}
$$

into

$$
\begin{equation*}
\int_{0}^{r}\left[K(\tau, r) K\left(\tau, r^{\prime}\right)\right] \tau^{-2} d \tau \tag{2.40}
\end{equation*}
$$

Then we write down the asymptotic behavior of every term as given by formulas of the form (2.17). It is proved in Appendix A that all the remainders are "negligible" functions, so that we obtain in this way,
$\left(1-i \frac{\partial}{\partial r}\right) f\left(r, r^{\prime}\right)=-i r^{\prime} \mathcal{F}\left(r^{\prime}\right) \exp (i r)+\mathcal{T}\left(r, r^{\prime}\right)$,
where $\mathcal{T}\left(r, r^{\prime}\right)$ is a " negligible function"; $\mathfrak{F}\left(r^{\prime}\right)$ and $\mathcal{T}^{\prime}\left(r, r^{\prime}\right)$ are related to $\mathcal{K}\left(r^{\prime}\right)$ and $K\left(r, r^{\prime}\right)$ by

$$
\begin{align*}
& \mathscr{F}\left(r^{\prime}\right)=\mathfrak{K}\left(r^{\prime}\right)+\int_{0}^{\infty} \mathbb{K}^{\prime}(\tau) \mathcal{K}\left(\tau, r^{\prime}\right) d \tau  \tag{2.42}\\
& \mathscr{K}\left(r, r^{\prime}\right)=\left(r r^{\prime}\right)^{-1} K\left(r, r^{\prime}\right)  \tag{2.43}\\
& \mathscr{T}\left(r, r^{\prime}\right)= \mathcal{R}\left(r, r^{\prime}\right)+\int_{0}^{r} \mathcal{R}^{\prime}(\tau, r) K\left(\tau, r^{\prime}\right) \tau^{-2} d \tau \\
&+i \exp (i r) \int_{r}^{\infty} \mathcal{K}^{\prime}(\tau) K\left(\tau, r^{\prime}\right) \tau^{-1} d \tau \\
&-i r^{-2} K(r, r) K\left(r, r^{\prime}\right) \tag{2.44}
\end{align*}
$$

Furthermore, we prove in Appendix A that, for any positive $\epsilon$,

$$
\begin{equation*}
|\mathscr{F}(\rho)-\mathcal{K}(\rho)|<C\left(1+\rho^{\epsilon}\right)(1+\rho)^{-1} \tag{2.45}
\end{equation*}
$$

It is convenient to label two terms in $\mathcal{F}\left(r^{\prime}\right)$ like we did for $\mathscr{K}\left(r^{\prime}\right)$ :

$$
\begin{equation*}
\mathfrak{F}\left(r^{\prime}\right)=\mathscr{F}_{0}^{0}\left(r^{\prime}\right)+\mathcal{F}_{2}\left(r^{\prime}\right), \tag{2.46}
\end{equation*}
$$

where $\mathscr{F}_{0}^{0}\left(r^{\prime}\right)$ is nothing but $\mathscr{K} g\left(r^{\prime}\right)$.

## E. Asymptotic Fundamental Equation

We are now in position for deriving the asymptotic form of the Regge-Newton equation:

$$
\begin{equation*}
\mathcal{K}\left(r, r^{\prime}\right)=\mathscr{F}\left(r, r^{\prime}\right)-\int_{0}^{r} \mathscr{K}(r, \rho) \mathscr{F}\left(\rho, r^{\prime}\right) d \rho \tag{2.47}
\end{equation*}
$$

where we have used, for convenience, the notations (2.3) and

$$
\begin{equation*}
\mathcal{F}\left(r, r^{\prime}\right)=\left(r r^{\prime}\right)^{-1} f\left(r, r^{\prime}\right) \tag{2.48}
\end{equation*}
$$

Replacing $K\left(r, r^{\prime}\right)$ and $f\left(r, r^{\prime}\right)$ by their expansions (2.17) and (2.14), and letting $r$ go to infinity in (2.47), we easily check that the contribution of the negligible functions vanishes and we obtain

$$
\begin{equation*}
\mathscr{K}\left(r^{\prime}\right)=\mathscr{F}\left(r^{\prime}\right)-\int_{0}^{\infty} \mathscr{K}(\rho) \mathscr{F}\left(\rho, r^{\prime}\right) d \rho \tag{2.49}
\end{equation*}
$$

which supersedes the Regge-Newton equation (2.47) in all the situations where only the behavior for large $r$ comes in. This equation is therefore most convenient for scattering studies. One must notice that (2.49) contains exactly as much information as (2.47), since it follows from the analysis done in I (Sec.7) that $\mathcal{K}\left(r, r^{\prime}\right)$ can be derived from $\mathcal{K}\left(r^{\prime}\right)$. Besides, the same device can be used for deriving $\mathfrak{F}\left(r, r^{\prime}\right)$ from $\mathfrak{F}(r)$. Actually, if we write

$$
\begin{equation*}
f_{2}\left(r, r^{\prime}\right)=f\left(r, r^{\prime}\right)-K_{0}^{0}\left(r, r^{\prime}\right) \tag{2.50}
\end{equation*}
$$

it is clear that the s.s.function corresponding to $f_{2}\left(r, r^{\prime}\right)$ is $\mathscr{F}_{2}\left(r^{\prime}\right)$.
Now, since $f_{2}\left(r, r^{\prime}\right)$ is a solution of the partial differential equation (1.10), just like $K 0\left(r, r^{\prime}\right)$ which we have studied in $I$, we can readily write, following $[1,(1.26)]$,
$f_{2}\left(r, r^{\prime}\right)=(2 \pi)^{-1 / 2}\left(r r^{\prime}\right)^{1 / 2} \int_{0}^{\infty}\left[f_{2}(\rho) \sin (\varphi(\rho))-\bar{f}_{2}(\rho)\right.$

$$
\begin{equation*}
\times \cos (\varphi(\rho))] \rho^{-3 / 2} d \rho \tag{2.51}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi(\rho)=\frac{1}{2} \rho\left(r r^{\prime} / \rho^{2}+r / r^{\prime}+r^{\prime} / r\right)+\pi / 4 \tag{2.52}
\end{equation*}
$$

The formulas (2.42) and (2.49), together with the formulas relating $\mathcal{K}\left(r, r^{\prime}\right)$ to $\mathcal{K}\left(r^{\prime}\right)$ and $\mathscr{F}\left(r, r^{\prime}\right)$ to $\mathscr{F}\left(r^{\prime}\right)$ prove that the information contained in $\mathscr{F}(r)$ and that in $\mathcal{K}(r)$ are equivalent, and are also equivalent with that contained in $\mathfrak{F}\left(r, r^{\prime}\right)$ or $\mathfrak{K}\left(r, r^{\prime}\right)$. This holds provided that the integral equations there involved has a unique solution.

## F. Further Characterization of $f\left(r, r^{\prime}\right)$

Formula (2.49) can be used to construct $s$. s.functions from the knowledge of $\mathscr{F}\left(r, r^{\prime}\right)$. $\mathscr{F}\left(r, r^{\prime}\right)$ can be constructed either from $F(u)$ through $(2,38)$ or from
$f(r, r)$ through (2.24). Actually, the knowledge of $\Phi(u)$ and $\bar{f}(r, r)$ or $\Phi(u)$ and $\Phi_{2}(u)$ are sufficient for a characterization of $f\left(r, r^{\prime}\right)$. If we allow $r^{-1} \bar{f}(r, r)$ or $\Phi_{2}(u)$ to be any function of $L_{2}(0, \infty)$, we obtain a class of functions $\mathfrak{F}\left(r, r^{\prime}\right)$, say, $\mathfrak{F}$, which contains the class associated with the class of potentials $\mathcal{E}$. However, $\overline{\mathfrak{F}}$ is much too large for our purpose, and not convenient for our foregoing derivations. We therefore try to get more precise limitations on $\omega(r)$ and $\Phi_{2}(u)$ for a potential of class $\mathcal{E}$. From (2.23) and (2.26), we obtain

$$
\begin{align*}
\omega(r)=V(r) & +2 r^{-3} \int_{0}^{r}[K(\rho, r)]^{2} \rho^{-2} d \rho-2 r^{-4}[K(r, r)]^{2} \\
& -4 r^{2} \int_{0}^{r} K(\rho, r)\left(\frac{\partial}{\partial r} K(\rho, r)\right) \rho^{-2} d \rho \tag{2.53}
\end{align*}
$$

For a potential in $\mathcal{E}$, we know that $|K(\rho, r)|$ is bounded by $C(\rho r)^{1+\epsilon / 2}$, whereas $\{(\partial / \partial r) K(\rho, r)$ is bounded by $C \rho$. Hence, if we introduce $\omega_{1}(r)$ equal to $\omega(r)-V(r)$,

$$
\begin{equation*}
\left|\omega_{1}(r)\right| \leq C r^{\epsilon}\left(1+r^{\epsilon}\right) \tag{2.54}
\end{equation*}
$$

The asymptotic behavior of $\omega(r)$ is derived in Appendix A, together with a careful appraisal of the remainder. The result is
$\left|\omega_{1}(r)+4 r^{-2}[\alpha \cos (2 r)+\beta \sin (2 r)]\right|<C r^{-3+\epsilon}$,
where

$$
\begin{align*}
& \alpha=\int_{0}^{\infty} \widetilde{k}^{\prime}(\rho) k^{\prime}(\rho) \rho^{-2} d \rho  \tag{2.56}\\
& \beta=\frac{1}{2} \int_{0}^{\infty}\left\{\left[\overline{k^{\prime}}(\rho)\right]^{2}-\left[k^{\prime}(\rho)\right]^{2}\right\} \rho^{-2} d \rho
\end{align*}
$$

From (2.54) and (2.55), we see that $r \omega(r)$ is a function of $\underline{L}_{2}(0, \infty)$. Let us define its cosine Fourier trans form $u \Phi_{2}(u)$ :
$u \bar{\Phi}_{2}(u)=-(\pi)^{-1}$ l.i.m. $\int_{0}^{\infty} \cos (2 r u) r \omega_{1}(r) d r$,
which is equivalent to
$\frac{d}{d r}\left[r^{-1} \bar{f}(r, r)\right]=4$ l.i.m. $\int_{0}^{\infty} \cos (2 r u) \bar{\Phi}_{2}(u) u d u$.
Let us now introduce
$A(r)=4 \gamma^{1}\left[\alpha \cos 2 \gamma \gamma(r-a)+\beta \sin 2 r_{\gamma}(r-b)\right]$,
where $\gamma$ is the Heaviside step function, $a$ and $b$ are conveniently chosen positive numbers. Clearly,

$$
\begin{equation*}
\left|r \omega_{1}(r)+A(r)\right|<C r^{2+\epsilon} \tag{2.61}
\end{equation*}
$$

Let $\bar{A}(u)$ the cosine Fourier transform of $A(r)$ be

$$
\begin{equation*}
\bar{A}(u)=\int_{0}^{\infty} \cos (2 r u) A(r) d r \tag{2.62}
\end{equation*}
$$

After one integration by parts, we obtain for $\bar{A}(u)$ the following bound:
$|\bar{A}(u)|<C(1+|1-u|)^{-1}(1+\log |1-u|)$.
From (2.58), it follows that $u \bar{\Phi}_{2}(u)$ is a function of $L_{2}(0 \infty)$. From (2.55) and (2.63), it follows that this function is continuous on $R^{+}$, except for a logarithmic singularity for $u=1$. Let now $B(r)$ be the function

$$
\begin{equation*}
B(r)=\int_{r}^{\infty} A(\rho) d \rho \tag{2.64}
\end{equation*}
$$

$B(r)$ is a bounded function, which, for $r$ going to infinity, goes to zero like

$$
\begin{align*}
B(r)=2 r^{-1} & (\beta \cos 2 r-\alpha \sin 2 \gamma) \\
& +r^{-2}(\alpha \cos 2 r-\beta \sin 2 r)+0\left(r^{-3}\right) \tag{2.65}
\end{align*}
$$

Let us now analyze ( 2.58 ). The value of the righthand side is the limit, with respect to the norm in $L^{2}(0, \infty)$, of

$$
\begin{equation*}
\Phi_{M}=-\pi^{-1} \int_{0}^{M} \cos (2 r u) r \omega_{1}(r) d r \tag{2.66}
\end{equation*}
$$

Let us integrate (2.66) by parts. Since $r^{-1} \bar{f}(r, r)$ goes to zero as $r$ goes to zero and to $\propto$, we can write

$$
\begin{equation*}
r^{-1} \bar{f}(r, r)=-B(r)+\int_{r}^{\infty}\left[\rho \omega_{1}(\rho)+A(\rho)\right] d \rho \tag{2.67}
\end{equation*}
$$

and, therefore,
$\bar{\Phi}_{M}=-(\pi M)^{-1} f(M, M)+2 \pi^{-1} u \int_{0}^{M} \sin (2 r u) r^{-1} \bar{f}(r, r) d r$.

It is easy to see that $\bar{\Phi}_{M}$ is a sequence convergent in $L^{2}(0, \infty)$ as $M$ goes to $\infty$. Its limit is equal to

$$
\bar{\Phi}_{2}(u)=2 \pi^{-1} \text { l.i.m. } \int_{0}^{\infty} \sin (2 r u) r^{-1} \bar{f}(r, r) d r .(2.69)
$$

From (2.69) and (2.35), it follows that $\Phi_{2}(u)$ and $\Phi_{2}(u)$ are equal almost everywhere. The function $\Phi_{2}(u)$ which characterizes $f\left(r, r^{\prime}\right)$ through (2.35) has therefore, if the potential belongs to $\mathcal{E}$, the following properties:
(a) $\Phi_{2}(u)$ belongs to $L_{2}(0, \infty)$;
(b) $\Phi_{2}(u)$ is almost everywhere continuous;
(c) $u \bar{\Phi}_{2}(u)$ belongs to $L_{2}(0, \infty)$, and is continuous for any $u$ but $u=1$.

Since $\Phi_{1}(u)$ shows also those properties, so does

$$
\psi(u)=\Phi_{1}(u)+\Phi_{2}(u)=F(u)+(2 \pi)^{-1} V_{0}\left(u^{-1}-1\right)_{\gamma}(1-u)
$$

The set $\mathfrak{F}$ of functions $f\left(r, r^{\prime}\right)$ characterized by giving a number $V_{0}$ and a function $\psi(u)$ contains the set of functions $f\left(r, r^{\prime}\right)$ corresponding to potentials of $\mathcal{E}$. $\mathscr{F}$ is narrower than $\overline{\mathscr{F}}$, and exhibits an interesting property: It is easy to study "truncated Fourier spectrum" approximations in $\mathcal{F}$, viz. the functions obtained from a given element of $\mathfrak{F}$ by restricting $F(u)$ to a finite interval.

## G. Projected Functions

Among the approximations described above, a particularly important one is obtained by restricting $F(u)$ to $[0.1]$. We call it the projection of $f\left(r, r^{\prime}\right)$. It yields two projected functions: the internal projection, whose spectrum is confined to $[0,1]$, and the external projection, whose spectrum is confined to $(1, \infty)$. Their sum is $f\left(r, r^{\prime}\right)$. Now, $f\left(r, r^{\prime}\right)$, according to (2.25), can be written as the sum of two terms, corresponding to two parts of $\omega(r)$ [given in (2.53)]. The first term $K_{0}\left(r, r^{\prime}\right)$ corresponds to $V(r)$. The second one, which we label $f_{1}\left(r, r^{\prime}\right)$, corresponds to the other terms in (2.53):

$$
\begin{equation*}
f\left(r, r^{\prime}\right)=K_{0}\left(r, r^{\prime}\right)+f_{1}\left(r, r^{\prime}\right) \tag{2.71}
\end{equation*}
$$

After a glance at the results of Paper I, recalled in Appendix A, we see that the interval projection $K_{0}^{I}\left(r, r^{\prime}\right)$ of $K_{0}\left(r, r^{\prime}\right)$ is readily obtained by substracting $\Phi_{4}(u)$ from $\Phi^{\prime}(u)$ in (2.27), and adding to the function obtained in this way a quantity of the form $\gamma \sin r \sin \gamma^{\prime}$; so as to balance the integration by parts [for more details, see formula (2.92) below]. Therefore, $K_{0}^{I}\left(r, r^{\prime}\right)$ has a structural expansion and so does the external projection $K_{0}^{E}\left(r, r^{\prime}\right)$. Furthermore, the structure function $\mathcal{K}_{0}^{E}(\rho)$ is a continuous function on $R_{+}$, going to zero like $\rho^{-1}$ as $\rho$ goes to infinity.
Using now a well-known formula, 39 we obtain from (2.25) the following formula for $f_{2}\left(r, r^{\prime}\right)$ :

$$
\begin{align*}
& f_{1}\left(r, r^{\prime}\right)=-2 \pi^{-1} r r^{\prime} \\
& \quad \times \int_{0}^{\infty} \rho \omega_{1}(\rho) d \rho  \tag{2.72}\\
& w^{-1} \sin w \cos (2 \rho u) d u
\end{align*}
$$

so that the internal projection $f_{1}^{I}\left(r, r^{\prime}\right)$ is given by
$f_{1}^{I}\left(r, r^{\prime}\right)=-2 \pi^{-1} r r^{\prime} \int_{0}^{\infty} \rho \omega_{1}(\rho) d \rho \int_{0}^{1} w^{-1} \sin w \cos (2 \rho u) d u$.
It follows from the definitions of $\omega_{1}(r)$ and (2.72) that $f_{1}(r, r)$ is equal to $\bar{f}(r, r)$. We prove in Appendix A that it is possible to define $a$ and $b$ in (2.60) in such a way that $B(0)$ be equal to zero. Let us do this choice, and set

$$
\begin{equation*}
\tilde{f}(r, r)=f_{10}(r, r)+f_{11}(r, r) \tag{2.74}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{10}(r, r)=-r B(r) \tag{2.75}
\end{equation*}
$$

Hence, $(d / d r) r^{-1} f_{10}(r, r)$ is equal to $A(r)$, and therefore vanishes as $r$ goes to zero. Let us now successively study the contributions of $f_{10}(r, r)$ and $f_{1}(r, r)$ to (2.73). For the first one, integrating by parts yields $4 \pi^{-1} r r^{\prime} \int_{0}^{\infty} \rho^{-1} f_{10}(\rho, \rho) d \rho \int_{0}^{1} w^{-1} \sin w \sin (2 \rho u) u d u$.

It is easy to see that a permutation of the integrations is possible. The function $\int_{0}^{\infty} B(\rho) \sin (2 \rho u) d \rho$, which appears by the way, can be split into two parts:

$$
\begin{equation*}
\int_{0}^{A} B(\rho) \sin (2 \rho u) d \rho \tag{2.77}
\end{equation*}
$$

which enables us a second integration by parts, obtaining
$2 \pi^{-1}\left(\sin \gamma \sin \gamma^{\prime} \int_{0}^{\infty} B(\rho) \sin (2 \rho) d p\right.$

$$
\begin{equation*}
\left.+\int_{0}^{1}\left[\cos w-\cos \left(r-r^{\prime}\right)\right] d u \int_{0}^{A} B(\rho) \rho \cos (2 \rho u) d \rho\right) \tag{2.78}
\end{equation*}
$$

For the second one, we calculate directly $\int_{A}^{\infty} B(\rho)$ $\sin 2 \rho u d \rho$ and its first derivative with respect to $\rho$. It follows readily from (2.65) that

$$
\begin{align*}
& \begin{aligned}
\int_{A}^{\infty} B(\rho) & \sin 2 \rho u d \rho \\
= & 2 \int_{A}^{\infty} \rho^{-1}(\beta \cos 2 \rho-\alpha \sin 2 \rho) \sin (2 \rho u) d \rho \\
& +\int_{A}^{\infty} \rho^{-2}(\alpha \cos 2 \rho-\beta \sin 2 \rho) \sin (2 \rho u) d u \\
& +\int_{A}^{\infty} \vec{B}(\rho) \sin (2 \rho u) d \rho
\end{aligned} \\
& \text { where }
\end{align*}
$$

$$
\begin{equation*}
|\widetilde{B}(\rho)|<C \rho^{-3} \tag{2.80}
\end{equation*}
$$

The two first terms in (2.79) can easily be proved to be bounded functions on $[0,1]$, together with their first derivative, except for $u=1$, where the first term has a logarithmic singularity, and its derivative exhibit the singularity $-\alpha(1-u)^{-1}$. As for the third term, it is obviously bounded together with its first derivative. The contribution of $\int_{A}^{\infty} B(\rho) \sin (2 \rho u) d \rho$ to (2.76) can therefore be written, after one integration by parts,

$$
\begin{equation*}
\pi^{-1} \int_{0}^{1}\left[\cos w-\cos \left(r+r^{\prime}\right)\right] \psi_{1}(u) d u \tag{2.81}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{1}(u)=\frac{d}{d u}\left(\int_{A}^{\infty} B(\rho) \sin (2 \rho u) d \rho\right) . \tag{2.82}
\end{equation*}
$$

The asymptotic behavior of (2.78) can be studied just like we did in Paper I and have partially recalled in A. The method essentially consists in replacing $\left[\cos w-\cos \left(r-r^{\prime}\right)\right]$ by $\left\{\cos \left[r+r^{\prime}\left(2 u^{2}-1\right)\right]-\right.$ $\left.\cos \left(r-r^{\prime}\right)\right\}$, and proving that the remainders are negligible [the conditions fulfilled by the function of $u$ in (2.78) are those fulfilled by $\Phi_{3}(u)$ ]. It follows that the contribution to the complex scattering structure function due to (2.78) is bounded in modulus by $C\left(1+r^{\prime}\right)^{-1}$.
The formula (2.81) can be studied in a very similar way, replacing again $\cos w$ by $\cos \left[r+r^{\prime}\left(2 u^{2}-1\right)\right]$, so as to obtain the asymptotic behavior of (2.81):

$$
\begin{align*}
& -2 \pi^{-1} \cos r \int_{0}^{1} \sin \left[r^{\prime}\left(u^{2}-1\right)\right] \sin \left[r^{\prime} u^{2}\right] \psi_{1}(u) d u \\
& \quad+2 \pi^{-1} \sin r \int_{0}^{1} \sin \left[r^{\prime}\left(u^{2}-1\right)\right] \cos \left[r^{\prime} u^{2}\right] \psi_{1}(u) d u \tag{2.83}
\end{align*}
$$

As for the remainders, we know from I, Sec. 5, that they are bounded by

$$
\begin{array}{r}
C \int_{0}^{1} \sup \left[\left|\sin w\left(1-\frac{\dot{w}}{2 w}\right)\right|+C\left|r-r^{\prime}-w+2 r^{\prime} u^{2}\right| ; C\right] \\
\times|\psi(u)| d u \quad \tag{2.84}
\end{array}
$$

and, therefore, if we refer to [ $\mathrm{I},(5.22)$ ], by
$\int_{0}^{1} \sup \left[C, C r^{\prime 2}\left(r+r^{\prime}\right)^{-1}\left|1-u^{2}\right|\right]\left|\psi_{1}(u)\right| d u$.
It is easy to see that the remainders are therefore bounded by $C r^{\prime 2} / r$ and $C\left(r^{\prime 2} / r\right)^{\epsilon}$, and negligible. As for the s.s.function resulting from (2.83), it follows from the fact that $\left|\psi_{1}(u)\right|$ is the sum of an integrable function and of $-\alpha(1-u)^{-1}$ that the complex s.s. function has its modulus bounded by $C\left(1+\gamma^{\prime \epsilon}\right)(1+$ $\left.r^{\prime}\right)^{-1}$. This can easily be proved for instance, on the real part, which according to (2.83), is bounded by

$$
\begin{gather*}
C r^{\prime-1} \int_{0}^{1}\left|\sin r^{\prime}\left(u^{2}-1\right)\right||u-1|^{-1} d u<C \text { and } \\
\quad<C r^{\prime-1}\left(\int_{0}^{1-\alpha}(1-u)^{-1} d u+\int_{1-\alpha}^{1} r^{\prime} d u\right) \tag{2.86}
\end{gather*}
$$

by choosing $\alpha$ equal to $\left(r^{\prime}\right)^{-1+c}$ (for large $r^{\prime}$ ).
Therefore, the total contribution of $f_{10}(r, r)$ to the s.s. function of the internal projected function of $f_{1}\left(r, r^{\prime}\right)$ is bounded by $C\left(1+r^{\prime}\right)\left(1+r^{\prime}\right)^{-1}$. Let us now study the contribution of $f_{11}(r, r)$. It follows from the definition of $B(r)$ and from (2.67) and (2.61) that $r^{-1} f_{11}(r, r)$ is a function of $L_{2}(0, \infty)$, going to zero as $r$ goes to zero and as $r$ goes to infinity. Furthermore, the function

$$
\begin{equation*}
\omega_{2}(r)=r^{-1} \frac{d}{d r} r^{-1} f_{11}(r, r) \tag{2.87}
\end{equation*}
$$

is a bounded function of $r$, going to zero like $C r^{-3+\epsilon}$ as $r$ goes to infinity. With these conditions, it is proved in Appendix B that the function associated with the internal projected function of $f_{11}\left(r, r^{\prime}\right)$ exists, and is bounded by $C\left(1+r^{\prime \epsilon}\right)\left(1+r^{\prime}\right)^{-1}$.
Hence we have proved that the continuation of $\bar{f}(r, r)$ can be projected and that its internal projection has a structural expansion. Furthermore, the s.s.function $\mathscr{F}_{1}^{I}(\rho)$ which is associated with this projection is bounded by

$$
\begin{equation*}
\left|F_{1}^{I}(\rho)\right|<C\left(1+\rho^{\epsilon}\right)(1+\rho)^{-1} . \tag{2.88}
\end{equation*}
$$

If now we refer ourselves to (2.45), to (2.46), to the results obtained for $K_{0}^{I}\left(r, r^{\prime}\right)$, and to (2.71), we see that $\mathscr{F}^{I}(\rho)$ can be written as the sum of two terms; the first one, which is nothing but $\mathcal{F} 8(\rho)$ being associated with $K_{0}\left(r, r^{\prime}\right)$ only, whereas the second one, associated both with $K_{0}\left(r, r^{\prime}\right)$ and $f_{1}\left(r, r^{\prime}\right)$, is absolutely bounded like (2.88). Since the first one contains $F_{0}^{0}(\rho)$, it follows that the whole external projection of $f\left(r, r^{\prime}\right)$ is bounded like (2.88):

$$
\begin{equation*}
\left|\mathscr{F}^{E}(\rho)\right|<C\left(1+\rho^{\xi}\right)(1+\rho)^{-1} . \tag{2.89}
\end{equation*}
$$

This condition, which is necessarily fulfilled by a function $f\left(r, r^{\prime}\right)$ corresponding to a potential of class $\mathscr{E}$ but is not sufficient for guarantee that $V$ is in $\mathcal{E}$, is very important for the analysis done below. We call $\mathfrak{F}^{*}$ the set of functions $f\left(r, r^{\prime}\right)$ whose external projection has a s.s.function fulfilling (2.89) and whose internal projection has a s.s.function sum of a term $\Re_{0}^{0}(\rho)$ and a term fulfilling (2.89). Any s.s. function of $\mathscr{F}^{*}$ is therefore given by giving $V_{0}$ and a function fulfilling a bound of the form (2.89). Clearly the class $\mathcal{F}_{0}$ corresponding to the potentials of class $\mathscr{E}$ is a subset on $\mathfrak{F} \cap \mathfrak{F}^{*}$, which is itself contained in $\mathfrak{F}$.

As a last remark on projected functions, let us notice that it is not completely equivalent to define the internal projection of $f\left(r, r^{\prime}\right)$ [given by (2.38)] through the formula

$$
\begin{equation*}
f^{I}\left(r, r^{\prime}\right)=4 r r^{\prime} \int_{0}^{1} w^{-1} \sin w u F(u) d u \tag{2.90}
\end{equation*}
$$

which has been used in the definition above, or through the formula, which has generally no meaning

$$
\begin{equation*}
I=\int_{0}^{1}\left[\cos w-\cos \left(r-r^{\prime}\right)\right] F^{\prime}(u) d u \tag{2.91}
\end{equation*}
$$

Actually,
$I=f^{I}\left(r, r^{\prime}\right)-2 \sin r \sin r^{\prime} F(1)$ if $F(1)$ is finite. (2.92)
The difference is obviously itself a structural expansion and its s.s.function fulfills the bound (2.89).

## H. Bounds of $f^{E}\left(r, r^{\prime}\right)$

Let us now study the absolute bounds of the external projection $f^{E}\left(r, r^{\prime}\right)$ for a potential of class $\mathcal{E}$. From (2.71) it follows that we successively have to study $K_{0}^{E}\left(r, r^{\prime}\right)$ and $f w\left(r, r^{\prime}\right) . K_{0}^{E}\left(r, r^{\prime}\right)$ is equal to

$$
\begin{equation*}
K_{0}^{E}\left(r, r^{\prime}\right)=4 C_{0} r r^{\prime} \int_{1}^{\infty} \omega^{-1} \sin w u \Phi(u) d u \tag{2.93}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(u)=-\int_{u}^{\infty} \Phi_{4}(t) d t, \tag{2.94}
\end{equation*}
$$

the function $\Phi_{4}(t)$, given in Appendix A, is absolutely bounded by $C u^{-3-\epsilon}$. Since $\left|w^{-1} \sin w\right|$ is bounded by $(1+w)^{-1}$, and therefore by $\left(1+r+r^{\prime}\right)^{-1}$, we get for $\left|K_{0}^{E}\left(r, r^{\prime}\right)\right|$ the bound $C\left(1+r+r^{\prime}\right)^{-1} r r^{\prime}$.
Integration by parts of (2.93) yields a constant absolute bound.

Now, from (2.72) and (2.73) we obtain

$$
\begin{align*}
f_{1}^{E}\left(r, r^{\prime}\right)=-2 \pi^{-1} r & r^{\prime}
\end{aligned} \begin{aligned}
& \int_{1}^{\infty} w^{-1} \sin w d u \\
&  \tag{2.95}\\
&
\end{align*} \int_{0}^{\infty} \rho \omega_{1}(\rho) \cos (2 \rho u) d u, ~ \$
$$

where $\rho \omega_{1}(\rho)$ is a bounded function, whose asymptotic behavior is given by (2.61). Let us successively study the contributions to (2.95) of $A(r)$ and of the remainder. For the first one we are led to terms of the form

$$
\begin{equation*}
r r^{\prime} \int_{1}^{\infty} w^{-1} \sin w d u \int_{0}^{\infty} \cos 2 \rho \cos 2 \rho u \rho^{-1} d \rho \tag{2.96}
\end{equation*}
$$

and, therefore, after one integration by parts, to terms of the form
$\int_{1}^{\infty}\left[\cos w-\cos \left(r+r^{\prime}\right)\right] \frac{d}{d u}\left(u^{-1} \int_{a(\psi-1)}^{\infty} \rho^{-1} \cos 2 \rho d \rho\right)$,
and the same term with $u+1$ instead of ( $u-1$ ). This leads one to a constant bound, except for the contribution of
$\int_{1}^{\infty}\left[\cos w-\cos \left(r+r^{\prime}\right)\right][(u-1) u]^{-1} \cos [2 a(u-1)] d u$,
which yields a bound $C\left(1+\log \left[1+r r^{\prime} /\left(r+r^{\prime}\right)\right]\right.$. On the other hand, since the $\rho$ integral in (2.96) is easily shown to be absolutely bounded by $C \log (u-1)$ for any $u$, and by $C(u-1)^{-1}$ for large $u$, we get from (2.96) the bound $C\left(r r^{\prime}\right)^{1-\epsilon / 2}\left(1+r+r^{\prime}\right)^{1-\epsilon}$
We have now to study the contribution of the remainder. We have shown in Appendix A that ( $d / d \rho$ ) $\left(\rho \omega_{1}(\rho)\right)$ is a function of $L^{2}(0, \infty)$. Let us denote by $\rho \omega_{2}(\rho)$ the remainder $\left[\rho \omega_{1}(\rho)+A(\rho)\right]$. Clearly $\rho^{2} \omega_{2}(\rho), \quad \rho \omega_{2}(\rho)$, and $(d / d \rho) \rho \omega_{2}(\rho)$ are functions of $L^{2}(0, \infty)$.
Using the Parseval theorem, it is easy to show that

$$
\begin{align*}
r r^{\prime} \int_{1}^{\infty} & w^{-1} \sin w d u \int_{0}^{\infty} \rho \omega_{2}(\rho) \cos (2 \rho u) d \rho \\
= & r r^{\prime} \int_{1}^{\infty} \sin w d u \int_{0}^{T} \rho \omega_{2}(\rho) \cos (2 \rho u) d \rho+O\left(T^{-3 / 2+\epsilon}\right) \\
= & -\frac{1}{2} r r^{\prime} \int_{1}^{\infty} w^{-1} u^{-1} \sin w d u \int_{0}^{\infty} \frac{d}{d \rho} \\
& \times\left(\rho \omega_{2}(\rho)\right) \sin (2 \rho u) d \rho+O\left(T^{-1 / 2+\epsilon}\right) \tag{2.99}
\end{align*}
$$

The $\rho$ integral in the last expression is a function of $u$ belonging to $L_{2}(0, \infty)$. The Schwarz inequality yields then readily the bound $\operatorname{Crr^{\prime }}\left(1+r+r^{\prime}\right)^{-1}$. With the same care, it is possible to integrate (2.99) by parts and obtain

$$
\begin{align*}
& -\frac{1}{2} \sin r \sin r^{\prime} \int_{0}^{\infty} \rho \omega_{2}(\rho) \cos (2 \rho) d \rho \\
& \quad-\frac{1}{4} \int_{1}^{\infty}\left[\cos w-\cos \left(r-r^{\prime}\right)\right] d u \\
& \quad \times \int_{0}^{\infty} \rho \omega_{2}(\rho) \frac{d}{d u}\left(u^{-1} \cos 2 \rho u\right) d \rho \tag{2.100}
\end{align*}
$$

from which the Schwarz inequality give a constant bound.

Gathering the bounds we have obtained, we can write

$$
\left|\mathcal{F}^{E}\left(r, r^{\prime}\right)\right|<\left\{\begin{array}{l}
C\left(1+r+r^{\prime}\right)^{-1+\epsilon}\left(r r^{\prime}\right)^{-\epsilon / 2} \\
C\left(r r^{\prime}\right)^{-1}\left\{1+\log \left[1+r r^{\prime} /\left(r+r^{\prime}\right]\right\}\right.
\end{array} .(\right.
$$

Taking care successively of the various cases defined by the positions of $r, r^{\prime}$, and $r r^{\prime}$ with respect to 1 , we easily derive from (2.101) the more interesting bound

$$
\begin{equation*}
\left|\mathcal{F}^{E}\left(r, r^{\prime}\right)\right| \leq C r^{-\epsilon / 2}(1+r)^{-1+\epsilon}\left(r^{\prime}\right)^{-\epsilon / 2}\left(1+r^{\prime}\right)^{-1+\epsilon} . \tag{2.102}
\end{equation*}
$$

We denote by $\mathfrak{F}^{* *}$ the class of functions $f\left(r, r^{\prime}\right)$ whose external projection fulfills (2.102). Two conditions are separately sufficient to guarantee that a function $f\left(r, r^{\prime}\right)$ belongs to $\mathscr{F}^{* *}$ : either it corresponds to a potential of class $\mathcal{E}$; or $F(u)$ is locally integrable and goes to zero faster than $\mathrm{C} u^{-3-\epsilon}$ as $u$ goes to infinity. This last condition is, actually, more restrictive than the first one, since we have seen that less restrictive asymptotic behavior of $F(u)$ come from $A(r)$.

## I. The Five Requirements of a Solution

After the above "preparation," it is useful to define now precisely what we expect to obtain for being allowed to say the inverse problem is completely solved for the class $\mathcal{E}$ of potentials. Obviously we have such a complete solution if:
(1) Being given any sequence $\delta=\left\{\delta_{l}\right\}$ of phase shifts belonging to a certain sequences space $\Delta$, we know a method $\mathfrak{T}$ for constructing a solution $f\left(r, r^{\prime}\right)$ of (1.10) such that (1.21) and (2.49) hold.
(2) The class $\mathscr{F}_{1}$ of functions $f\left(r, r^{\prime}\right)$ obtained from the sequences $\delta_{n}$ of $\Delta$ contains the class $\mathcal{F}_{0}$ of functions $f\left(r, r^{\prime}\right)$ corresponding to the potentials of $\mathcal{E}$.
(3) The space $\Delta$ contains the set $\Delta_{0}$ of sequence of phase shifts corresponding to potentials of $\mathcal{E}$.
(4) Being given the sequence $\delta_{0}$ of phase shifts corresponding to a potential $V_{0}$ of $\mathcal{E}, V_{0}$ does belong to the set of solutions obtained from $\delta_{0}$ through $\nVdash$.
(5) A consequence of (2) and (4) is that the set $V_{0}$ of potentials obtained from all the sequences of $\Delta$ through $\mathfrak{N}$ contains $\mathcal{E}$. So as to obtain such a solution, first we construct the method $\mathfrak{N}$ for $\mathscr{F}_{1}$ and $\Delta$, then we check successively the five requirements. This program is now done in Sec. 3.

## 3. A COMPLETE SOLUTION OF THE INVERSE PROBLEM

So as to define the method $\mathfrak{N}$, we want to construct solutions $f\left(r, r^{\prime}\right)$ of (1.10) such that (1.21) and (2.49) hold. Now, a function $\mathcal{F}\left(r, r^{\prime}\right)$ of $\mathcal{F}$ is characterized either by $F(u)$ or by $\mathscr{F}\left(r, r^{\prime}\right)$ and any of these characterizations, when used in (2.24) or (2.38), is sufficient to guarantee that $f\left(r, r^{\prime}\right)$ is a solution of (1.10), so that the whole Regge-Newton-Loeffel formalism applies. For obtaining a convenient method, we need to take (in the direct problem) or to obtain (in the inverse problem) $\mathfrak{F}\left(r, r^{\prime}\right)$ in a subclass $\mathfrak{F}_{2}$ of $\mathfrak{F}$ such that the following are true.

Assumption a: $\mathscr{F}_{2}$ contains the subclass $\mathscr{F}_{0}$ corresponding to the potentials of class $\mathcal{E}$.

Assumption $b$ : Any function of $\mathcal{F}_{2}$ has a structural expansion of the form (2.41), and its ${ }^{2} s . s$.function can be written in the form (2.46), with the bounds described at this point for its various components.

Assumption c: For any function of $\mathscr{F}_{2}$, we can define structurable internal and external projections The external s.s.function fulfills the bound (2.89). The internal s.s.function fulfills a bound obtained by combining the bound of $\mathcal{K}_{0}(\rho)$ for a potential of $\mathscr{E}$ and (2.45) (or 2.88 ), and is therefore absolutely bounded by $C\left(1+\rho^{1 / 2}\right)(1+\rho)^{-1}$, or $C(1+\rho)^{-1 / 2}$. The external projection fulfills the bound (2.102).

Assumption d: The representation (2.38) holds for any function of $\mathcal{F}$, and $F(u)$ is the sum of $\Phi(u)$ defined by (2.32) and $\Phi_{2}(u)$ defined by (2.35). For any function of $\mathscr{F}_{2}, \Phi_{1}(u)$ is continuous of $R^{+}$and absolutely bounded by $\mathrm{C} u^{-2-\epsilon} ; \Phi_{2}(u)$ and $u \Phi_{2}(u)$ belong to $L_{2}(0, \infty) ; u \Phi_{2}(u)$ is continuous on $R^{+}$, except at $u=1$, for which it has a logarithmic singularity.

Assumplion e. $\Phi_{1}(u)$ and $\Phi_{2}(u)$ are differentiable on ]0, $1\left[. \Phi_{1}^{\prime}(u)\right.$ is continuous in $\left.] 0,1\right]$ and absolutely bounded by $C u^{\epsilon-1}$. $\Phi_{2}^{\prime}(u)$ is continuous on $] 0,1$ [. It is absolutely bounded by $C u^{-\epsilon-1}$ as $u$ goes to zero, diverges like $C_{0}(1-u)^{-1}$ as $u$ goes to 1 . Besides, $\Phi_{1}^{\prime}(u)$ is continuous on $[1, \infty]$ and absolutely bounded by $C u^{-3-\epsilon} . \quad \Phi_{2}^{\prime}(u)$ diverges like $C_{0}(u-1)^{-1}$ as $u$ goes to 1 and $(u-1) \Phi_{2}^{\prime}(u)$ is a function of $L_{2}(1, \infty)$.

Clearly Conditions (d) and (e) are weaker on $\Phi_{2}$ than on $\Phi_{1}$, so that the important conditions for $F(u)$ are those on $\Phi_{2}$. It is only for making easier the reference to Sec. 2 that we split, here artificially, $\Phi_{1}(u)$ and $\Phi_{2}(u)$.
It follows from the results of Sec. 2, hereabove recalled, that Conditions (b), (c), and (d), are fulfilled by functions $f\left(r, r^{\prime}\right)$ associated with potentials of class $\mathcal{E}$. As for Condition (e), the part concerning $\Phi_{1}^{\prime}(u)$ follows readily from the bound $[I,(3.20)]$ derived in our first paper for a potential of class $\mathcal{E}$. The second part can be studied on (2.58), which we rewrite, using (2.60):

$$
\begin{align*}
\Phi_{2}(u)=-(\pi u)^{-1} & \int_{0}^{\infty} \cos (2 r u) r \omega_{2}(r) d r \\
& +(\pi u)^{-1} \int_{0}^{\infty} \cos (2 r u) A(r) d r \tag{3.1}
\end{align*}
$$

In (3.1) the first integral is, according to (2.55), absolutely convergent. The second integral is semiconvergent, so that we do not need the l.i.m. Denoting now the first part in the right-hand side of (3.1) by $\Phi^{(1)}(u)$, and using the facts that $r \omega_{2}(r)$ goes to zero as $r$ goes to zero, that it is absolutely bounded by $\mathrm{Cr}^{-2+\epsilon}$, and that its integral from 0 to $\infty$ vanishes, we easily obtain

$$
\begin{align*}
\frac{d}{d u} \Phi_{2}^{(2)}(u) & =\text { 1.i.m. } 2(\pi u)^{-1} \int_{0}^{\infty} \sin (2 r u) r^{2}{u_{2}}_{2}(r) d r \\
& +\left(\pi u^{2}\right)^{-1} \int_{0}^{\infty}[\cos (2 r u)-1] r \omega_{2}(r) d r \tag{3,2}
\end{align*}
$$

which yields a contribution ${ }^{1}$ absolutely bounded by $C u^{-1} L_{1 / c}^{1}(u)$. On the other hand, it is easy to obtain

$$
\begin{align*}
\frac{d}{d u} \Phi_{2}^{(2)}(u)=-2 \pi^{-1} \frac{d}{d u} & \left(\int_{0}^{A} \sin (2 r u) B(r) d r\right. \\
& \left.+\int_{A}^{\infty} \sin (2 r u) B(r) d r\right) \tag{3.3}
\end{align*}
$$

Clearly the first term in the right-hand side of (3.3) yields a bounded contribution. The second one has been studied under formula (2.82) and yields the divergence $-2 \pi^{-1} \alpha(1-u)^{-1}$. It follows from (3.2) that $u(d / d u) \Phi{ }_{2}^{(1)}(u)$ is a function of $L_{2}(1, \infty)$. On the other hand, from (3.3), we obtain

$$
\begin{equation*}
\frac{d}{d u}\left(\Phi_{2}^{(2)}(u)\right)=4(\pi u)^{-1} \int_{0}^{\infty} \cos (2 r u) A(r) d r \tag{3.4}
\end{equation*}
$$

Standard manipulations of the right-hand side of (3.4) show that it is absolutely bounded by $\mathrm{Cu}(u-1)^{-1}$. It is therefore possible to define a class $\mathscr{F}_{2}$ fulfilling simultaneously the properties (a), (b), (c), (d), and (e). Besides, it is easy to find conditions which are sufficient to guarantee that a function $\mathcal{F}\left(r, r^{\prime}\right)$ defined through (2.38) belongs to $\mathscr{F}_{2}$. Actually, this goal is obviously attained if $F(u)$ fulfills the properties given for $\Phi(u)$, viz for $\Phi_{1}(u)-(2 \pi)^{-1} V_{0} u^{-1} \gamma(1-u)$. It is also attained for any function constructed through (2.25) from a function $\omega(\rho)$ in $\mathcal{E}$. But the classes $\mathscr{F}_{2}$ and $\mathscr{F}_{2}^{*}$ thus defined do not contain $\mathscr{F}_{0}$.
We now develop the method $\mathfrak{M}$ in both the direct and the reserve sense. Throughout the direct study, we explicitly assume that $\mathscr{F}\left(r, r^{\prime}\right)$ belongs to $\mathcal{F}_{2}$. Let $\mathcal{F}^{I}\left(r, r^{\prime}\right)$ and $\mathcal{F}^{E}\left(r, r^{\prime}\right)$ be the internal and the external projections of $\mathcal{F}\left(r, r^{\prime}\right)$ and, $\mathscr{F}^{I}(\rho)$ and $\mathscr{F}^{E}(\rho)$ their structure functions. Let us define $K^{I}(r)$ and $\mathcal{K}^{E}(r)$ by the formulas

$$
\begin{align*}
& \mathcal{K}^{I}(r)=\overline{\mathscr{F}}^{I}(r)-\int_{0}^{\infty} \mathbb{K}(\rho) \overline{\mathfrak{F}}^{I}(\rho, r) d \rho  \tag{3.5}\\
& \mathcal{K}^{E}(r)=\overline{\mathscr{F}}^{E}(r)-\int_{0}^{\infty} \mathbb{K}(\rho) \overline{\mathscr{F}}^{E}(\rho, \gamma) d \rho, \tag{3.6}
\end{align*}
$$

where

$$
\begin{align*}
& \overline{\mathfrak{F}}^{I}(\rho, r)=\mathscr{F}^{I}(\rho, r)+\delta \sin \rho \sin r(\rho r)^{-1}  \tag{3.7}\\
& \overline{\mathscr{F}}^{E}(\rho, r)=\mathscr{F}^{E}(\rho, r)-\delta \sin \rho \sin r(\rho r)^{-1} \tag{3.8}
\end{align*}
$$

The parameter $\delta$ is to be defined conveniently later. $\frac{\mathfrak{F}}{} \bar{F}^{I}(r)$ and $\overline{\mathscr{F}} E(r)$ are the s.s. functions of $\overline{\mathscr{F}}\left(r, r^{\prime}\right)$ and $\overline{\mathscr{F}} E\left(r, r^{\prime}\right)$. Their relations with $\overline{\mathscr{F}} I(r)$ and $\mathscr{F}^{E}(r)$ is obviously very simple.
Clearly, (2.49) is satisfied if and only if

$$
\begin{equation*}
\mathscr{K}^{E}(r)+\mathscr{K}^{I}(r)=\mathscr{K}(r) \tag{3.9}
\end{equation*}
$$

The idea of the method given here is to choose arbitrarily in $\mathscr{F}_{2}$ the function $\mathscr{F}_{E}\left(r, r^{\prime}\right)$. This can be done, for example, by choosing $F(u)$ for $u$ larger than 1 and truncating (2.37), with convenient conditions on $F(u)$ a sufficient one being that $|F(u)|$ be smaller than $\mathrm{Cu}^{-3-\epsilon}$. It can also be done by constructing $\mathscr{J}^{E}\left(r, r^{\prime}\right)$ from an arbitrary function $\omega(r)$ belonging to $\mathcal{E}$. The result is then used to obtain $\mathcal{K}^{E}(r)$, and eventually to reduce (3.2) to an infinite system of linear equation which can be solved.

## A. Formal Obtaining of $\mathcal{K}_{E}(r)$

Let us now study the resolvent equation of $\overline{\mathfrak{F}} E\left(r, r^{\prime}\right)$,
$\mathfrak{J}^{E}\left(r, r^{\prime}\right)=\overrightarrow{\mathfrak{F}}^{E}\left(r, r^{\prime}\right)-\int_{0}^{\infty} \mathfrak{J}^{E}(r, \rho) \mathscr{F}^{E}(\rho, r) d \rho . \quad$ (3.10)

Introducing the function

$$
\begin{equation*}
\alpha(r)=r^{-\epsilon / 2}(1+r)^{-1+\epsilon}, \tag{3.11}
\end{equation*}
$$

where the positive number $\epsilon$ is arbitrarily small and, in particular, smaller than $\frac{1}{4}$, we see that $\left|\overline{\mathfrak{F}} E\left(r, r^{\prime}\right)\right|$, according to (2.102), is smaller than $C \alpha(r) \alpha\left(r^{\prime}\right)$.
Clearly the mapping

$$
\begin{equation*}
\rho \rightarrow \sigma=\int_{0}^{\rho} \alpha^{2}(x) d x \tag{3.12}
\end{equation*}
$$

is a continuous bijection of $R^{+}$into [ $0, \delta$ ], where

$$
\begin{equation*}
\delta=\int_{0}^{\infty} x^{-\epsilon}(1+x)^{-2+2 \epsilon} d x=[\Gamma(1+\epsilon)]^{2}[\Gamma(2-2 \epsilon)]^{-1} . \tag{3.13}
\end{equation*}
$$

Let us now introduce the functions

$$
\begin{align*}
& \overline{\mathfrak{F}}^{E}\left(s, s^{\prime}\right)=\left[\alpha(r) \alpha\left(r^{\prime}\right)\right]^{-1} \overline{\mathcal{F}}^{E}\left(r, r^{\prime}\right),  \tag{3.14}\\
& \mathfrak{J}^{E}\left(s, s^{\prime}\right)=\left[\alpha(r) \alpha\left(r^{\prime}\right)\right]^{-1} \mathfrak{g}^{E}\left(r, r^{\prime}\right), \tag{3.15}
\end{align*}
$$

where $s$ and $s^{\prime}$ are the images of $r$ and $r^{\prime}$ in the mapping (3.12).
Using (3.12), (3.14), and (3.15) in (3.10), we obtain
$\mathcal{J}^{E}\left(s, s^{\prime}\right)=\overline{\mathscr{F}}^{E}\left(s, s^{\prime}\right)-\int_{0}^{\delta} \mathfrak{J}^{E}(s, \sigma) \overline{\mathscr{F}}^{E}\left(\sigma, s^{\prime}\right) d \sigma$.
( 3.16 ) is a Fredholm equation with a continuous kernel on $[0, \delta]$. The Fredholm alternative holds. Unless $\mathcal{F}^{E}\left(s, s^{\prime}\right)$ belongs to the special set $\left\{\mathcal{F}_{2}\right\}$ of functions for which the homogeneous equation reduced from (3.16) has a nontrivial solution, (3.16) can be solved. Consider one of the possible characterizations of the functions $\mathscr{F} E\left(r, r^{\prime}\right)$ [for instance, since $F(u)$ necessarily belongs to $L_{2}(1, \infty)$, the distance derived from the quadratic norm $]$. Let $\left\{g_{2}\right\}$ be the set of functions $\mathscr{F}\left(r, r^{\prime}\right) \stackrel{1}{\text { such }}$ that $\overline{\mathscr{F}}^{E}\left(s, s^{\prime}\right)$ belongs to $\left\{\mathscr{F}_{2}\right\}$. It easily can be seen (for instance, on the quoted example), that there is at least a distance for which $\mathfrak{F}_{2}-\left\{\mathscr{F}_{2}\right\}$ is dense in $\mathscr{F}_{2}$. In other words, we hardly restrict our choice by taking the "arbitrary" function $\mathscr{F}^{E}\left(r, r^{\prime}\right)$ in $\mathscr{F}_{2}-\left\{\mathscr{F}_{2}\right\}$. This choice will always be assumed in the following. ${ }^{40}$ The solution of (3.16) can then be constructed by the Fredholm (N/D) formula, which yields a bounded function $\mathscr{J}^{E}\left(s . s^{\prime}\right)$. Let us then define $\mathcal{J}^{E}\left(r, r^{\prime}\right)$ by

$$
\begin{equation*}
\mathfrak{J}^{E}\left(r, r^{\prime}\right)=\alpha(r) \alpha\left(r^{\prime}\right) \mathfrak{J}^{E}\left(s, s^{\prime}\right) . \tag{3.17}
\end{equation*}
$$

We see that $\mathfrak{g}^{E}\left(r, r^{\prime}\right)$ is the solution of (3.10). This solution is unique with the assumptions above. Since (3.10) is the resolvent equation of $\overline{\mathscr{F}} E\left(r, r^{\prime}\right), \mathcal{J}^{E}\left(r, r^{\prime}\right)$ can be used for transforming (3.6), using (3.9), into

$$
\begin{align*}
\mathfrak{K}^{E}(r)= & \overline{\mathfrak{F}}^{E}(r)-\int_{0}^{\infty} \mathscr{K}^{I}(\rho) \overline{\mathscr{F}}^{E}(\rho, r) d \rho \\
& -\int_{0}^{\infty} \overline{\mathscr{F}}^{E}(\rho) \mathfrak{J}^{E}(\rho, r) d \rho+\int_{0}^{\infty} d \rho \\
& \times \int_{0}^{\infty} \mathscr{K}^{I}(\sigma) \overline{\mathscr{F}}^{E}(\sigma, \rho) \mathfrak{J}^{E}(\rho, r) d \sigma . \tag{3.18}
\end{align*}
$$

Now, since $\overline{\mathscr{F}}^{E}\left(r, r^{\prime}\right)$ is symmetric, so is $\mathfrak{J}^{E}\left(r, r^{\prime}\right)$, and we can rewrite (3.19), using (3.10), as

$$
\begin{align*}
& \mathscr{K}^{E}(r)=\overline{\mathscr{F}} E(r)-\int_{0}^{\infty} \overline{\mathscr{F} E}(\rho) \mathcal{J}^{E}(\rho, r) d \rho \\
&-\int_{0}^{\infty} \mathscr{K}^{I}(\rho) \mathfrak{J}^{E}(\rho, r) d \rho . \tag{3.19}
\end{align*}
$$

Hence, $\mathscr{K}^{E}(r)$ is given as a known functional of $\mathscr{K}^{I}(r)$, once $\mathfrak{F}^{E}\left(r, r^{\prime}\right)$ has been chosen in $\mathscr{F}_{2}-\left\{\mathscr{F}_{2}\right\}$ so that $\overline{\mathcal{F}} E(r)$ and $\mathfrak{g}^{E}\left(r, r^{\prime}\right)$ are known. Besides, since it readily follows from Assumption (c) that $\left|K^{E}(\rho)\right|$ is bounded by $C \alpha(\rho)$, so is $\left|\mathcal{K}^{E}(\rho)\right|$, provided that

$$
\begin{equation*}
\int_{0}^{\infty}\left|\mathcal{K}^{I}(\rho)\right| \alpha(\rho) d \rho<\infty \tag{3.20}
\end{equation*}
$$

This is true, in particular, for a potential of $\mathscr{E}$, since $|\mathscr{K}(\rho)|$ is then bounded by $C(1+\rho)^{-1 / 2}$. We therefore take (3.20) as a working assumption in the following, to be checked in the reverse derivation of the interaction from the phase shifts.

## B. The Coefficients $c_{l}$

Let us now study $\overline{\mathscr{F}}^{I}\left(r, r^{\prime}\right)$. Using the assumptions which define $\mathscr{F}_{2}$, we can write

$$
\begin{equation*}
\mathscr{F}^{\prime}\left(r, r^{\prime}\right)=4 \int_{0}^{1} w^{-1} \sin w F(u) u d u \tag{3.21}
\end{equation*}
$$

Let us introduce the notations

$$
\begin{align*}
& f^{I}\left(r, r^{\prime}\right)=r \gamma^{\prime} \mathscr{F}^{I}\left(r, r^{\prime}\right),  \tag{3.22}\\
& \gamma=-(2 \pi)^{-1} V_{0} . \tag{3.23}
\end{align*}
$$

Substituting in (3.21) a well-known formula, ${ }^{41}$ we obtain

$$
\begin{equation*}
f^{I}\left(r, r^{\prime}\right)=\sum_{0}^{\infty} c_{l}^{(0)} u_{l}(r) u_{l}\left(r^{\prime}\right) \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{l}^{(0)}=4(2 l+1) \int_{0}^{1} F(u) P_{l}\left(1-2 u^{2}\right) u d u \tag{3.25}
\end{equation*}
$$

Using now (2.70) and well-known formulas, we obtain
$c_{l}^{(0)}-\gamma=4(2 l+1) \int_{0}^{1} \psi(u) P_{l}\left(1-2 u^{2}\right) u d u$.
Recall the formula

$$
\begin{align*}
4(2 l+1) & u P_{l}\left(1-2 u^{2}\right) \\
& =-\frac{d}{d u}\left[P_{l+1}\left(1-2 u^{2}\right)-P_{l-1}\left(1-2 u^{2}\right)\right] . \tag{3.27}
\end{align*}
$$

From (3.26) and (3.27) we get

$$
\begin{align*}
c_{l}^{(0)}- & -\gamma=4(2 l+1) \int_{0}^{\alpha} \psi(u) P_{l}\left(1-2 u^{2}\right) u d u \\
& +4(2 l+1) \int_{\beta}^{1} \psi(u) P_{l}\left(1-2 u^{2}\right) u d u \\
& -\left[\psi(u)\left(P_{l}\left(1-2 u^{2}\right)-P_{l}\left(1-2 a^{2}\right)\right)\right]_{\alpha}^{\beta} \tag{3.28}
\end{align*}
$$

It follows from Assumptions (d) and (e) that $|\psi(u)|$ is bounded by $C\left(u^{-\epsilon}+\log |1-u|\right)$ and $\left|\psi^{\prime}(u)\right|$ by $C\left(u^{-1-c}+|1-u|^{-1}\right)$. On the other hand, the following inequalities hold:

$$
\begin{align*}
& \left|P_{l+1}\left(1-2 u^{2}\right)-P_{l-1}\left(1-2 u^{2}\right)\right| \\
& <\left\{\begin{array}{l}
c\left(l+\frac{1}{2}\right) u^{2}, \\
c\left(l+\frac{1}{2}\right)(1-u), \\
c\left(l+\frac{1}{2}\right)^{-1 / 2} u^{-1 / 2}(1-u)^{-1 / 4} .
\end{array}\right. \tag{3.29}
\end{align*}
$$

The two first inequalities come from (3.24) and from the well-known inequality $\left|P_{l}(x)\right| \leq 1$. The last one comes from the asymptotic behavior of the $P_{l}$. Using
these inequalities in (3.28) with convenient $\alpha$ and $\beta$, we easily obtain

$$
\begin{equation*}
\left|c_{l}^{(0)}-\gamma\right|<C\left(l+\frac{1}{2}\right)^{(-1+3 \epsilon) / 5} \tag{3.30}
\end{equation*}
$$

Let us now integrate (3.21) by parts. We obtain

$$
\begin{align*}
f^{I}\left(r, r^{\prime}\right)= & 2 \sin r \sin r^{\prime} F\left(\frac{1}{2}\right) \\
& +\int_{0}^{1 / 2}\left[\cos w-\cos \left(r-r^{\prime}\right)\right] F^{\prime}(u) d u \\
& +\int_{1 / 2}^{1}\left[\cos w-\cos \left(r+r^{\prime}\right)\right] F^{\prime}(u) d u \tag{3.31}
\end{align*}
$$

It follows from the study done in Sec. 2 that we can obtain a structural expansion for $\mathscr{F}^{I}\left(r, r^{\prime}\right)$ through replacing $w$ by $\left[r+r^{\prime}\left(2 u^{2}-1\right)\right]$. The bounds of $F^{\prime}(u)$ in the neighborhoods of zero and one are those encountered (respectively, in Paper I, Sec. 2) in the appraisals previously done for the remainders. They enable us to show that the remainder is a negligible function. We therefore can write

$$
\begin{align*}
& \mathscr{F}^{I}\left(r^{\prime}\right)=2 F\left(\frac{1}{2}\right)\left(r^{\prime}\right)^{-1} \sin r^{\prime}+i\left(r^{\prime}\right)^{-1} \\
& \quad \times \int_{0}^{1 / 2}\left\{\exp \left[i r^{\prime}\left(2 u^{2}-1\right)\right]-\exp \left(-i r^{\prime}\right)\right\} F^{\prime}(u) d u \\
& \quad+i r^{\prime-1} \int_{1 / 2}^{1}\left\{\exp \left[i r^{\prime}\left(2 u^{2}-1\right)\right]-\exp \left(i r^{\prime}\right)\right\} F^{\prime}(u) d u \tag{3.32}
\end{align*}
$$

or, integrating by parts,

$$
\begin{equation*}
\mathscr{F}^{I}\left(r^{\prime}\right)=4 \int_{0}^{1} \exp \left[i r^{\prime}\left(2 u^{2}-1\right)\right] F(u) u d u \tag{3.33}
\end{equation*}
$$

Now, from a well-known formula,

$$
\exp \left[i r^{\prime}\left(2 u^{2}-1\right)\right]=\sum_{l=0}^{\infty}(2 l+1) i^{-l}\left(r^{\prime}\right)^{-1} u_{l}\left(r^{\prime}\right) P_{l}\left(1-2 u^{2}\right)
$$

Inserting (3.34) into (3.33) and comparing (3.25), we obtain

$$
\begin{equation*}
\mathcal{F}^{I}\left(r^{\prime}\right)=r^{\prime-1} \sum_{0}^{\infty} \exp (-i l \pi / 2) c_{l}^{(0)} u_{l}\left(r^{\prime}\right) \tag{3.35}
\end{equation*}
$$

Clearly, we would have obtained this formula readily from (3.24) by using the definition of $\mathscr{F}^{I}\left(r^{\prime}\right)$ and the asymptotic form of $u_{l}\left(r^{\prime}\right)$. But the "negligibility" of the remainder would have been difficult to prove. Let us now introduce the coefficients

$$
c_{l}=\left\{\begin{array}{l}
c_{l}^{(0)} \text { for } l \neq 0  \tag{3.36}\\
c_{0}^{(0)}+\delta \text { for } l=0
\end{array}\right.
$$

From (3.6), (3.24), and (3.35), we obtain the formulas

$$
\begin{align*}
& \overline{\mathfrak{F}}^{I}\left(r, r^{\prime}\right)=\left(r r^{\prime}\right)^{-1} \sum_{l=0}^{\infty} c_{l} u_{l}(r) u_{l}\left(r^{\prime}\right)  \tag{3.37}\\
& \overline{\mathfrak{F}}^{I}\left(r^{\prime}\right)=\left(r^{\prime}\right)^{-1} \sum_{l=0}^{\infty} \exp \left(\frac{1}{2} i l \pi\right) c_{l} u_{l}\left(r^{\prime}\right) \tag{3.38}
\end{align*}
$$

Inserting now (3.35) and (3.24) into (3.5), we obtain for $K^{I}(r)$ the following expansion:

$$
\begin{align*}
\Re^{I}(r)=\sum_{l=0}^{\infty} c_{l} r^{1} u_{l}(r) & {[\exp (-i l \pi / 2)] } \\
& \quad-\int_{0}^{\infty} \mathscr{K}(\rho) u_{l}(\rho) \rho^{-1} d \rho . \tag{3.39}
\end{align*}
$$

Then via (1.21), (3.39) yields

$$
\begin{equation*}
\mathcal{K}^{I}(r)=\sum_{l=0}^{\infty} c_{l} A_{l} \exp \left[i\left(\delta_{l}-l \pi / 2\right)\right] r^{-1} u_{l}(r) \tag{3.40}
\end{equation*}
$$

It is quite remarkable that the formula (3.40) is completely independent of the choice of $\mathcal{F} E\left(r, r^{\prime}\right)$. It follows from the bound $C(1+\rho)^{-1 / 2}$ of $|\mathcal{K}(\rho)|$ that

$$
\begin{equation*}
\left|\int_{0}^{\infty} \mathcal{K}(\rho) u_{l}(\rho) \rho^{-1} d \rho\right|<C(1+l)^{-1 / 2} \tag{3.41}
\end{equation*}
$$

Comparing (3.41) and (1.21), we see that $A_{l}$ goes to 1 , and $\delta_{l}$ goes to zero, as $l$ goes to infinity. On the other hand, it follows from (3.27) that the coefficients $c_{l}$ are equibounded. Hence $\mathcal{K}^{I}(r)$, as given by (3.40), is an entire function of $r$. According to a previous paper, 42 the expansion of $\mathscr{K}^{I}(r)$ in a series of Bessel functions is unique, and the $c_{l} A_{l}$ are completely determined by giving $\mathcal{K}^{I}(r)$.

## C. Algebraic Equations

Let us now introduce the functions or numbers:

$$
\begin{align*}
& \bar{K} E(r)=\overline{\mathfrak{F}} E(r)-\int_{0}^{\infty} \overline{\mathfrak{F}} E(\rho) \mathfrak{J}^{E}(\rho, r) d \rho  \tag{3.42}\\
& B_{l} \exp \left[i\left(\sigma_{l}-l \pi / 2\right)\right]=\int_{0}^{\infty} \overline{\mathscr{K}^{E}}(\rho) u_{l}(\rho) \rho^{-1} d \rho  \tag{3.43}\\
& g_{l l^{\prime}}=\int_{0}^{\infty} \int_{0}^{\infty} \mathcal{J}^{E}(x, y) u_{l}(x) u_{l},(y) x^{-1} y^{-1} d x d y \tag{3.44}
\end{align*}
$$

Clearly, once $\mathscr{F}^{E}\left(r, r^{\prime}\right)$ has been chosen, all these are known quantities.
Now, inserting (3.40) into (1.21), taking into account (3.9), yields the relation

$$
\begin{align*}
& \begin{array}{l}
\begin{array}{l}
A_{l} \exp \left[i\left(\delta_{l}-l \pi / 2\right)\right] \\
\qquad \\
\qquad \\
\quad \exp (-i l \pi / 2)-\int_{0}^{\infty} \mathfrak{K}^{E}(\rho) u_{l}(\rho) \rho^{-1} d \rho
\end{array} \\
\quad-\sum_{l} c_{l}, L_{l l}, A_{l}, \exp \left[i\left(\delta_{l},-l^{\prime} \pi / 2\right)\right]
\end{array} \\
& \text { where }
\end{align*}
$$

$$
\begin{equation*}
L_{l l^{\prime}}=\int_{0}^{\infty} u_{l}(\rho) u_{l,}(\rho) \rho^{-2} d \rho \tag{3.46}
\end{equation*}
$$

From (3.19), (3.42), and (3.40), we get

$$
\begin{align*}
\mathcal{K}^{E}(r)=\overline{\mathcal{K}}^{E}(r)- & \sum_{l^{\prime}=0}^{\infty} c_{l,} A_{l^{\prime}}, \exp \left(i \delta_{l \prime}-l^{\prime} \pi / 2\right) \\
& \times \int_{0}^{\infty} \rho^{-1} u_{l}(\rho) \mathscr{J}^{E}(\rho, r) d \rho \tag{3.47}
\end{align*}
$$

Inserting (3.47) into (3.45) gives the infinite system of linear equations,

$$
\begin{align*}
A_{l} \exp & {\left[i\left(\delta_{l}-l \pi / 2\right)\right]+B_{l} \exp \left[i\left(\sigma_{l}-l \pi / 2\right)\right] } \\
= & \exp (-i l \pi / 2)-\sum_{l \prime} c_{l}, L_{l l}, A_{l}, \exp \left[i\left(\delta_{l},-l^{\prime} \pi / 2\right)\right] \\
& +\sum_{l \prime} c_{l,} g_{l l}, A_{l,} \exp \left[i\left(\delta_{l},-l^{\prime} \pi / 2\right)\right] \tag{3.48}
\end{align*}
$$

When $\mathfrak{F}^{E}\left(r, r^{\prime}\right)$ and $\delta$ are given, $\mathfrak{g}^{E}\left(r, r^{\prime}\right), \overline{\mathcal{F}}^{E}(r)$, $\mathcal{K}^{E} E(r), B_{l}, \sigma_{l}, g_{l l}$, can be considered as known quantities. The problem is to obtain consistently the $c_{l}$ and the $A_{l}$ from (3.42). When this is done, it will be possible to construct $\overline{\mathfrak{F}}^{I}\left(r, r^{\prime}\right)$ through (3.37), $\overline{\mathfrak{F}}^{I}\left(r^{\prime}\right)$ through (3.38), and $\mathcal{K}^{I}(r)$ through (3.40). Inserting $\mathcal{K}^{I}(\rho)$ in (3.19) yields $\mathscr{K}^{E}(r)$. Hence, the whole structure of the scattering problem is known. If the potential is wanted, it is easy to construct it from $\mathfrak{F}\left(r, r^{\prime}\right)$ through the Regge-Newton equation (1.11) and formula (1.17). The infinite system (3.42) is therefore the fundamental system of the problem.

## D. Reduction of the Fundamental System

Let us write (3.48) in the equivalent form,

$$
\begin{align*}
& A_{l}\left[1+c_{l}\left(L_{l l}-g_{l l}\right)\right]=\exp \left(-i \delta_{l}\right)-B_{l} \\
& \quad \times \exp \left[i\left(\sigma_{l}-\delta_{l}\right)\right]-\sum_{l^{\prime} \neq l} c_{l}, A_{l} \\
& \quad \times \exp \left[i\left(\delta_{l^{\prime}}-\delta_{l}\right)+i\left(l-l^{\prime}\right) \pi / 2\right]\left(L_{l l^{\prime}}-g_{l l^{\prime}}\right) \tag{3.49}
\end{align*}
$$

The real and the imaginary part of (3.49) give two systems of equations:
$A_{l}\left[1+c_{l}\left(L_{l l}-g_{l l}\right)\right]=\cos _{l}-B_{l} \cos \left(\sigma_{l}-\delta_{l}\right)$
$-\sum_{l^{\prime} \neq l} M_{l l^{\prime}} c_{l^{\prime}} A_{l^{\prime}} \sin \left(\delta_{l,}-\delta_{l}\right)+\sum_{l^{\prime} \neq l} g_{l l^{\prime}} c_{l^{\prime}} A_{l^{\prime}}$

$$
\begin{equation*}
\times \cos \left[\delta_{l},-\delta_{l}+\left(l-l^{\prime}\right) \pi / 2\right] \tag{3.50}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{l l},=i \exp \left[i\left(l-l^{\prime}\right) \pi / 2\right] L_{l l} \tag{3.51}
\end{equation*}
$$

or

$$
M_{l l^{\prime}}=\left\{\begin{array}{l}
0 \text { for } l-l^{\prime} \text { even }  \tag{3.52}\\
{\left[\left(l^{\prime}+\frac{1}{2}\right)^{2}-\left(l+\frac{1}{2}\right)^{2}\right]^{-1} \text { for } l-l^{\prime} \text { odd }}
\end{array}\right.
$$

and

$$
\begin{align*}
& \sin \delta_{l}+B_{l} \sin \left(\sigma_{l}-\delta_{l}\right)=\sum_{l^{\prime}} M_{l l}, c_{l}, A_{l}, \cos \left(\delta_{l},-\delta_{l}\right) \\
& \quad+\sum_{l,} g_{l l^{\prime}} c_{l^{\prime}}, A_{l^{\prime}}, \sin \left[\delta_{l},-\delta_{l}+\left(l-l^{\prime}\right) \pi / 2\right] \tag{3.53}
\end{align*}
$$

Let us now set, for convenience,

$$
\begin{equation*}
a_{l}=c_{l} A_{l} \cos \delta_{l} \tag{3.54}
\end{equation*}
$$

$\eta_{l}=\left(\cos \delta_{l}\right)^{-1} B_{l} \sin \left(\sigma_{l}-\delta_{l}\right)=B_{l}\left(\sin \sigma_{l}-\cos \sigma_{l} \tan \delta_{l}\right)$,
$\bar{h}_{l l}=\left\{\begin{array}{l}(-1)^{(l-l \prime) / 2} g_{l l^{\prime}} \quad \text { for } l-l^{\prime} \text { even and } \neq 0 \\ 0 \text { for }\left(l-l^{\prime}\right) \text { odd or zero }\end{array}\right.$
$h_{l l}=\left\{\begin{array}{l}(-1)^{\left(l-l^{\prime}-1\right) / 2} g_{l l^{\prime}} \quad \text { for }\left(l-l^{\prime}\right) \text { odd } \\ 0 \text { for }\left(l-l^{\prime}\right) \text { even }\end{array}\right.$
We get from (3.53),

$$
\begin{aligned}
& \tan \delta_{l}+\eta_{l}=\sum_{l^{\prime}} M_{l l^{\prime}} a_{l^{\prime}}\left(1+\tan \delta_{l} \tan \delta_{l^{\prime}}\right) \\
& \quad+\sum_{l \prime} a_{l^{\prime}}\left[h_{l l^{\prime}}\left(1+\tan \delta_{l} \tan \delta_{l^{\prime}}\right)+\bar{h}_{l l^{\prime}}\left(\tan \delta_{l^{\prime}}-\tan \delta_{l}\right)\right]
\end{aligned}
$$

or, in matrix notations, e being the unit vector, a the vector with components $a_{l}$,

$$
\begin{equation*}
(\eta+\tan \Delta) \mathbf{e}=M(1+S) \mathbf{a} \tag{3.59}
\end{equation*}
$$

where
$S=M^{-1} \tan \Delta M \tan \Delta+M^{-1} \tan \Delta h \tan \Delta+M^{-1} h$

$$
\begin{equation*}
+M^{-1} \bar{h} \tan \Delta-M^{-1} \tan \Delta \bar{h} \tag{3.60}
\end{equation*}
$$

The matrix $M^{-1}$ has been constructed by the author in a previous paper. Hence, if $\delta$ is given, $S$ can be constructed, and solving (3.53) reduces to inverting $(1+S)$. The solution of (3.53) from the known $\delta_{l}$ yields to $a_{l}$. From the $a_{l}$, a simple division yields the quantity $c_{l} A_{l}$. Inserting these values in (3.50) yields the $A_{l}$ and therefore the $c_{l}$, from which we construct all the unknown quantities of the scattering problem. So as to give a more precise meaning to
this formalism, let us more thoroughly study $\mathfrak{J} E\left(r, r^{\prime}\right)$ and the $g_{l}$.

## E. Properties of $\mathfrak{J}^{E}\left(r, r^{\prime}\right)$ and $g_{l l^{\prime}}$

From (A67), (A85), (A100), we know that, for a potential of class $\mathcal{E}, \rho \omega(\rho)$ can be absolutely bounded by $C \rho^{\epsilon}$, and its derivative by $C \rho^{\epsilon-1}$. From (2.25), it follows that $f\left(r, r^{\prime}\right)$ and its first and second order derivatives are continuous functions for any finite $r$ and $r^{\prime}$, that $f\left(r, r^{\prime}\right)$ is a solution of (1.10), and that the following bounds hold:

$$
\begin{gather*}
\left|f\left(r, r^{\prime}\right)\right|<C\left(r r^{\prime}\right)^{1+\epsilon / 2},  \tag{3.61}\\
\left|\frac{\partial}{\partial r^{\prime}} f\left(r, r^{\prime}\right)\right|<C\left(1+r r^{\prime}+r^{\prime 2}\right) r^{1+\epsilon / 2} r^{\prime \epsilon / 2},  \tag{3.62}\\
\left|\frac{\partial^{2}}{\partial r^{\prime 2}} f\left(r, r^{\prime}\right)\right|<C\left(1+r r^{\prime}+r^{\prime 2}\right) r^{1+\epsilon / 2} r^{\prime-1+\epsilon / 2} . \tag{3.63}
\end{gather*}
$$

On the other hand, the series

$$
\begin{equation*}
\sum_{0}^{\infty} \bar{c}_{l} u_{l}(r) u_{l}\left(r^{\prime}\right) \tag{3.64}
\end{equation*}
$$

where $\left\{\bar{c}_{l}\right\}$ is any sequence of bounded numbers, can eașily be proved ${ }^{43}$ to be absolutely bounded by $\mathrm{Crr}^{\prime}$ if $\dot{\bar{c}}_{0} \neq 0$, by $C\left(r r^{\prime}\right)^{2}$ if $\bar{c}_{0}=0$, and its partial deriva-tives by the ratios of these bounds by $r, r^{2}, r^{\prime}, r^{\prime 2}$, $r r^{\prime}$ according to the case. Hence, for a potential of class $\mathcal{E}$, the parameter $\delta$ can be chosen in such a way that $f{ }^{E}\left(r, r^{\prime}\right)$ satisfies (3.61), (3.62), and (3.63). It can also be said that for a potential of class $\mathcal{E}$, if $f^{E}\left(r, r^{\prime}\right)$ satisfies (3.61), then $c_{0}=0$. In the following, we complete the Assumptions (a) - (e) defining $\mathscr{F}_{2}$ by the following one, which defines the subclass $\mathscr{F}_{3}$ of $\mathscr{F}_{2}$.

Assumption $f$ : In $\mathscr{F}_{3}, f^{E}\left(r, r^{\prime}\right)$ satisfies the bounds (3.61)-(3.63). That the special set $\left\{\mathcal{F}_{3}\right\}$ for which the homogeneous form of (3.14) has a nontrivial solution is rare in $\mathscr{F}_{3}$ can be proved like for $\left\{\mathscr{F}_{2}\right\}$ in $\mathscr{F}_{2}$.
Now, from (2.90) and (3.8), we can write
$f^{E}\left(r, r^{\prime}\right)=\int_{1}^{\infty}\left[\cos w-\cos \left(r+r^{\prime}\right)\right] F^{\prime}(u) d u-\delta \sin r \sin r^{\prime}$.
(3.65)

If $\left|F^{\prime}(u)\right|$ was bounded, like $\left|\Phi_{1}^{\prime}(u)\right|$, by $C u^{-3-\epsilon}$, we would have been able, after choosing conveniently $\delta$, to obtain the bound
$C r^{\epsilon+1}\left(1+r^{\epsilon+1}\right)^{-1} r^{\prime \epsilon+1}\left(1+r^{\prime \epsilon+1}\right)^{-1}$ for $\left|\bar{f} E\left(r, r^{\prime}\right)\right|$,
similar bounds for the deri vatives, and this would have made much easier the discussion below. With Assumptions (d) and (e), it is proved in Appendix C that $\left|\bar{f}^{E}\left(r, r^{\prime}\right)\right|$ is bounded by $C\left[1+\left|\log \left(r^{-1}+r^{\prime-1}\right)\right|\right]$. Taking this into account, with (3.61), yields the improved bound (valid in $\mathcal{F}_{3}$ ),

$$
\begin{equation*}
\left|\bar{f}^{E}\left(r, r^{\prime}\right)\right|<C \beta(r) \beta\left(r^{\prime}\right) \tag{3.66}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta(r)=r^{1+\epsilon / 2}\left(1+r^{1+\epsilon / 2}\right)^{-1}(1+|\log r|) \tag{3.67}
\end{equation*}
$$

$\beta(r)$ is a better bound than $\alpha(r)$. Using it like we did for $\alpha(r)$, we readily prove that

$$
\begin{equation*}
\left|\mathfrak{J}^{E}\left(r, r^{\prime}\right)\right|<C\left(r r^{\prime}\right)^{-1} \beta(r) \beta\left(r^{\prime}\right) \tag{3.68}
\end{equation*}
$$

Assumptions (d) and (e) are unfortunately only sufficient to prove that the differentiation on the right-hand side of (3.10) with respect to $r^{\prime}$ is possible once (Appendix C). When this is done, we let $r^{\prime}$ go to $\propto$ and
replace $f\left(\rho, r^{\prime}\right)$ and $\left(\partial / \partial r^{\prime}\right) f\left(\rho, r^{\prime}\right) f$ by their structural expansion. It is easy to see that the remainders are negligible. The function $\mathfrak{g}^{E}\left(r, r^{\prime}\right)$ has, therefore, a structural expansion and its s.s.function is given by

$$
\begin{equation*}
\mathfrak{J}^{E}(\boldsymbol{r})=\overline{\mathfrak{F}} E(r)-\int_{0}^{\infty} \mathcal{J}^{E}(r, \rho) \overline{\mathfrak{F}} E(\rho) d \rho \tag{3.69}
\end{equation*}
$$

(3.69) can also be considered as an integral equation for $\overline{\mathcal{F}} E(r)$. It follows from our assumptions that its solution is unique and is given by

$$
\begin{equation*}
\mathfrak{J}^{E}(r)=\overline{\mathfrak{F}}^{E}(r)-\int_{0}^{\infty} \overline{\mathfrak{F}} E(r, \rho) \mathfrak{J}^{E}(\rho) d \rho \tag{3.70}
\end{equation*}
$$

We can also compare (3.69) with (3.49). Since $\mathcal{J}^{E}\left(r, r^{\prime}\right)$ is symmetric and since the solution is unique, we derive the formula

$$
\begin{equation*}
\overline{\mathcal{K}}^{E}(r)=\mathfrak{J}^{E}(r) \tag{3.71}
\end{equation*}
$$

Let us now study the equation
$\mathscr{J}_{A}^{E}\left(r, r^{\prime}\right)=\overline{\mathscr{F}}^{E}\left(r, r^{\prime}\right)-\int_{0}^{A} \mathscr{J}_{A}^{E}(r, \rho) \overline{\mathscr{F}}^{E}\left(\rho, r^{\prime}\right) d \rho$.
With some algebra, we can derive the equivalent equation

$$
\begin{equation*}
\mathfrak{J}_{A}^{E}\left(r, r^{\prime}\right)=\mathfrak{J}^{E}\left(r, r^{\prime}\right)+\int_{A}^{\infty} \mathfrak{J}_{A}^{E}(r, \rho) \mathfrak{J}^{E}\left(\rho, r^{\prime}\right) d \rho \tag{3.73}
\end{equation*}
$$

It is easy to see from (3.68) that we can choose $A$ in such a way that ( 3.73 ) can be solved by iteration. This choice will be assumed in the following. The sum of the Neumann iterated series give then a function $\mathfrak{g}_{A}^{E}\left(r, r^{\prime}\right)$ which is bounded like (3.68). Inserting this bound in (3.72) and using successively (3.61), (3.62), and (3.63), we easily prove that $\mathfrak{J}_{A}^{E}\left(r, r^{\prime}\right)$ is, for any finite $A$, twice differentiable, and that its derivatives satisfies bounds like (3.61), (3.62), and (3.63). Needless to say, these bounds depend on $A$ and it may be that the derivatives have no limit as $A$ goes to $\infty$. Actually, we have been able to prove that they converge almost everywhere if $\left|F^{\prime}(u)\right|$ is bounded by $C u^{-3-\epsilon}$; but we have not been able to extend the proof with only the Assumptions (d) and (e). Fortunately, this is not necessary for our purpose. Let us define from (3.72) the s.s.function $\mathfrak{g}_{A}^{E}(r)$ corresponding to $\mathcal{J}_{A}^{E}\left(r, r^{\prime}\right)$. It is easy to see that $\mathscr{G}_{A}^{E}(r)$ converges to $\mathcal{J}^{E}(r)$ as $A$ goes to $\infty$. Let $\bar{g}_{A}(r)$ and $g_{A}(r)$ be the real and the imaginary part of $r \mathcal{G}_{A}^{E}(r), \bar{g}(r)$ and $g(r)$ the real and the imaginary part of $r \mathfrak{J}^{E}(r)$, and $\bar{f}(r)$ and $f(r)$ the real and the imaginary part of $r \bar{F} E(r)$. It is easy to see that Eqs. (3.69) and (3.70) hold when ( $0, \infty$ ) is replaced by $(0, A)$ and the quantities $g_{A}^{E}(r, \rho)$ and $\mathfrak{g}^{E}(r)$ are replaced by $\mathfrak{J}_{A}^{E}(r, \rho)$ and $\mathcal{g}_{A}^{E}(r)$. In the same way, we define the $A$ restriction of $B_{l}$ and $\sigma_{l}$ by
$B_{l}^{A} \exp \left[i\left(\sigma_{l}^{A}-l \pi / 2\right)\right]=\int_{0}^{A} \mathcal{G}_{A}^{E}(\rho) u_{l}(\rho) \rho^{-1} d \rho$.
Let us now study the function

$$
\begin{equation*}
h_{A}\left(r, r^{\prime}\right)=\left(D_{r}^{(0)}-D_{r}^{(0)}\right) g_{A}^{E}\left(r, r^{\prime}\right) \tag{3.75}
\end{equation*}
$$

where $D_{r}^{(0)}$ has been defined by (1.1), and $g_{A}^{E}\left(r, r^{\prime}\right)$ is defined from $\mathcal{J}_{A}^{E}\left(r, r^{\prime}\right)$ like $f\left(r, r^{\prime}\right)$ from $\mathcal{F}\left(r, r^{\prime}\right)$.
From (3.72) we easily obtain
$h_{A}\left(r, r^{\prime}\right)=h_{A}^{(\rho)}\left(r, r^{\prime}\right)-\int_{0}^{A} h_{A}(r, \rho) \bar{f}^{E}\left(\rho, r^{\prime}\right) \rho^{-2} d \rho$,
where

$$
\begin{align*}
h_{A}^{(0)}\left(r, r^{\prime}\right)=g_{A}^{E}(r, A) & \left(\frac{\partial}{\partial \rho} \bar{f}^{E}\left(\rho, r^{\prime}\right)\right)_{\rho=A} \\
& -\bar{f}^{E}\left(A, r^{\prime}\right)\left(\frac{\partial}{\partial \rho} g_{A}^{E}(r, \rho)\right)_{\rho=A} \tag{3.77}
\end{align*}
$$

It is easy to see that $h_{A}^{(0)}\left(r, r^{\prime}\right)$ is equal to

$$
\begin{align*}
h_{A}^{(0)}\left(r, r^{\prime}\right)= & g_{A}(r) \bar{f}\left(r^{\prime}\right)-\bar{g}(r) f\left(r^{\prime}\right) \\
& +H_{N}\left(r^{\prime}\right) g_{N}(A, r)+H_{N}(r) f_{N}\left(A, r^{\prime}\right) \tag{3.78}
\end{align*}
$$

where $g_{N}$ and $f_{N}$ are "negligible functions" and
$\left|H_{N}(v)\right|^{N}$ is bounded by $\mathrm{Cr} \alpha(r)$. Comparing now (3.76) and (3.72) and taking into account (3.68) and the $A$ form of (3.70), we get
$h_{A}\left(r, r^{\prime}\right)=g_{A}(r) \bar{g}_{A}\left(r^{\prime}\right)-\bar{g}_{A}(r) g_{A}\left(r^{\prime}\right)+\mathscr{H}\left(r, r^{\prime}, A\right)$,
(3.79)
where $\mathfrak{F e}\left(r, r^{\prime}, A\right)$ goes to zero as $A$ goes to $\infty$, for any fixed $r$ and $r^{\prime}$ in such a way that $\int_{0}^{\infty} \int_{0}^{\infty}\left|\mathscr{H}\left(r, r^{\prime}, A\right)\right|$ $[r(1+r)]^{-1}\left[r^{\prime}\left(1+r^{\prime}\right)\right]^{-1}$ goes to zero. An analysis of the asymptotic behavior of (3.73) as $r^{\prime}$ goes to $\infty$ shows that $\left|g(r)-g_{A}(r)\right|$ and $\left|\bar{g}(r)-\bar{g}_{A}(r)\right|$ are bounded bv $r \alpha(r) \int_{A}^{\infty} \alpha(\rho)(1+\rho)^{-1+\epsilon} d \rho$. The functions $g(r)$ and $\bar{g}(r)$ can therefore be substituted to $g_{A}(r)$ and $\bar{g}_{A}(r)$ without changing the properties of the remainder $\mathcal{H}$. Incidently, this proves that $h_{A}\left(r, r^{\prime}\right)$ has a limit even in the conditions in which this cannot be ascertained for the second derivatives of $g^{E}\left(r, r^{\prime}\right)$. Let us now write, using (3.44),

$$
\begin{equation*}
g_{l l}=\lim _{A \rightarrow \infty} g_{l l}^{A} \tag{3.80}
\end{equation*}
$$

where
$g_{l l^{\prime}}^{A}=\int_{0}^{A} \int_{0}^{A} \Im_{A}^{E}(x, y) u_{l}(x) u_{l^{\prime}}(y) x^{-1} y^{-1} d x d y$
Clearly,

$$
\begin{align*}
{[l(l+} & \left.1)-l^{\prime}\left(l^{\prime}+1\right)\right] g_{l l^{\prime}} \\
= & \int_{0}^{A} \int_{0}^{A} g_{A}^{E}\left(r, r^{\prime}\right)\left[u_{l^{\prime}}\left(r^{\prime}\right) D_{r}^{0} u_{l}(r)\right. \\
& \left.-u_{l}(r) D_{r}^{0} u_{l}\left(r^{\prime}\right)\right] r^{-2} d r r^{\prime-2} d r^{\prime} \\
= & B_{l^{\prime}}^{A} \sin \left[\sigma_{l^{\prime}}^{A}+\frac{1}{2} \pi\left(l-l^{\prime}\right)\right] \\
& -B_{l}^{A} \sin \left[\sigma_{l}^{A}+\frac{1}{2} \pi\left(l^{\prime}-l\right)\right] \\
& +\int_{0}^{A} \int_{0}^{A} u_{l}(r) u_{l^{\prime}}\left(r^{\prime}\right) h_{A}\left(r, r^{\prime}\right) r^{-2} r^{\prime}-2 d r d r^{\prime} \\
& +o(1) \tag{3.82}
\end{align*}
$$

where the remainder $o(1)$ comes from the fact that we have replaced the Bessel function by their asymptotic behavior. Using then (3.79) and going to the limit $A \rightarrow \propto$ yields finally the remarkable formula

$$
\begin{align*}
g_{l l^{\prime}}= & {\left[l(l+1)-l^{\prime}\left(l^{\prime}+1\right)\right]^{-1}\left\{B_{l}, \sin \left[\sigma_{l^{\prime}}+\frac{1}{2} \pi\left(l-l^{\prime}\right)\right]\right.} \\
& -B_{l} \sin \left[\sigma_{l}+\frac{1}{2} \pi\left(l^{\prime}-l\right)\right] \\
& +B_{l} B_{l^{\prime}}, \sin \left[\sigma_{l}-\sigma_{l^{\prime}}-\frac{1}{2} \pi\left(l-l^{\prime}\right]\right\} \tag{3.83}
\end{align*}
$$

## F. Bounds for $B_{l}$

In the following, we assume that $\left|(d / d u) \Phi_{2}^{(1)}(u)\right|$ is a function of $L_{1+\epsilon^{-1}}(0, \infty)$, or, in other word, that

Assumption $G:(d / d u) \Phi_{2}(u)$ is the sum of $C(u-1)^{-1}$ and of a function of $L_{1+\epsilon^{-1}}(0, \infty)$.

Using now (3.43) and (3.70), we obtain

$$
\begin{align*}
B_{l} \exp & {\left[i\left(\sigma_{l}-l \pi / 2\right)\right]=\int_{0}^{\infty} \overline{\mathscr{F}} E(r) u_{l}(r) r^{-1} d r } \\
& -\int_{0}^{\infty} \mathscr{J}^{E}(\rho) \rho^{-1} d \rho \int_{0}^{\infty} \overline{\mathscr{F} E}(\rho, r) u_{l}(r) r^{-1} d r \tag{3.84}
\end{align*}
$$

We know that the asymptotic behavior of $\overline{\mathfrak{F}} E(\rho, r)$ and $\mathscr{F}^{E}(\rho, r)$ can be obtained from (3.65) in the form

$$
\left.\left.\begin{array}{rl}
f E\left(r, r^{\prime}\right) \sim \int_{0}^{\infty}\{\cos [r & \left.\left.+r^{\prime}\left(2 u^{2}-1\right)\right]-\cos \left(r+r^{\prime}\right)\right\} \\
& \times F^{\prime}(u) d u-\delta \sin r \sin r^{\prime} \\
\mathcal{F}^{E}\left(r^{\prime}\right)=i r^{\prime-1} \exp \left(i r^{\prime}\right) & \int_{1}^{\infty}[
\end{array} \exp \left(2 i r^{\prime}\right)\left(u^{2}-1\right)-1\right]\right\}
$$

Substituting (3.86) into the first term in the righthand side of (3.84), we are led to integrals of the form

$$
\begin{equation*}
I=\int_{r}^{\infty} \exp \left(i \alpha r^{\prime}\right) u_{l}\left(r^{\prime}\right) r^{\prime-2} d r^{\prime} \tag{3.87}
\end{equation*}
$$

Using well-known formulas, 44 it is easy to show that $|I|$ is smaller than $\mathrm{Cl}^{-2}$ as $l$ goes to $\infty$. In the same way, we easily prove, by substituting (3.85) in the second term of the right-hand side of (3.84), that (3.85) yields there a contribution smaller than $\mathrm{Cl}^{-2}$ as $l$ goes to infinity. Unfortunately, Assumptions (a) $\leftrightarrow$ (g) are not sufficient to yield such a beautiful result when the whole function $f^{E}\left(r, r^{\prime}\right)$ is used. The remainders lead there to terms of the form
$\int_{1}^{\infty} F^{\prime}(u) d u \int_{0}^{\infty} \mathcal{J}^{E}(\rho) \rho^{-1} d \rho \int_{0}^{\infty} R(r, \rho, u) u_{l}(r) r^{-2} d r$,
where, according to results of I (Sec.5),

$$
\begin{align*}
|R(r, \rho, u)| & <C \rho^{2}\left(u^{2}-1\right)\left[r+\rho^{2}\left(u^{2}-1\right)\right]^{-1} \\
& +C \rho^{2} u^{2}\left(u^{2}-1\right)\left\{r+\rho^{2} u^{2}\left(u^{2}-1\right)\right\} \tag{3.89}
\end{align*}
$$

When (3.89) is used in (3.88), replacing all the terms by an absolute upper bound, and noticing that the contribution of $u_{l}(r)$ for $r$ smaller than $\frac{1}{2} l$ goes to zero faster than any power of $l$, we can prove that (3.88) goes to zero faster than $l(-5 / 4)+\epsilon$, and therefore faster than $l^{-1-\epsilon_{0}}$, where $\epsilon_{0}$ is a positive number.

We therefore get the bound

$$
\begin{equation*}
\left|B_{l}\right|<C l^{-1-\epsilon_{0}} \tag{3.90}
\end{equation*}
$$

## G. Solutions of the Fundamental System

From a previous study, ${ }^{45}$ we know the matrix $M^{-1}$,

$$
\begin{equation*}
M^{-1}=-\mu M \mu \tag{3.91}
\end{equation*}
$$

where $\mu$ is the diagonal matrix, with elements
$\left.\begin{array}{l}\left.\mu_{2 n}=4 \pi^{-1}\left[\Gamma\left(n+\frac{1}{2}\right)\right]^{2}[\Gamma(n+1)]^{-2}\left(2 n+\frac{1}{2}\right)\right) \\ \mu_{2 n+1}=4 \pi^{-1}\left[\Gamma\left(n+\frac{3}{2}\right)\right]^{2}[\Gamma(n+1)]^{-2}\left(2 n+\frac{3}{2}\right)\end{array}\right\}$.
The inverse of $M$ is not unique. However, since we are interested in a solution $\left\{a_{i}\right\}$ uniformly bounded, we can write

$$
\begin{equation*}
\alpha \mathbf{v}+M^{-1}(\eta+\tan \Delta) \mathbf{e}=(1+S) \mathbf{a} \tag{3.93}
\end{equation*}
$$

where $v$ is a vector such that

$$
\begin{equation*}
M v=0 \tag{3,94}
\end{equation*}
$$

and $\alpha$ is an arbitrary parameter. It is possible to show (we do not in this paper) that the the unique solution of (3.94) with bounded components is the vector with even order components equal to $\mu_{2 n}$, odd order components equal to zero. Let us now study $(1+S)$. From (3.57) and (3.83) we easily obtain

$$
\begin{equation*}
h=M D+D M+D M D+E M E \tag{3.95}
\end{equation*}
$$

where $D$ and $E$ are the diagonal matrices with elements

$$
\begin{equation*}
D_{l l}=B_{l} \cos \sigma_{l} \tag{3.96}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{l l}=B_{l} \sin \sigma_{l} \tag{3.97}
\end{equation*}
$$

$$
\begin{equation*}
\bar{h}=\bar{M} E+E \bar{M}+E \bar{M} D-D \bar{M} E, \tag{3.98}
\end{equation*}
$$

and $\bar{M}$ is the matrix
$\bar{M}_{l l^{\prime}}=\left\{\begin{array}{l}{\left[l(l+1)-l^{\prime}(l+1)\right]^{-1} \quad \text { for } l-l^{\prime} \text { even } \neq 0} \\ 0 \quad \text { for } l-l^{\prime} \text { odd or } l=l^{\prime} .\end{array}\right.$
Let us now recall the following inequality ${ }^{46}$ valid for any $\beta>-1$,

$$
\begin{equation*}
\sum_{l^{\prime} \neq l}\left|l^{2}-l^{\prime 2}\right|^{-1} l^{-8}<C\left(l^{-\beta-1}+l^{-2}\right) \tag{3.100}
\end{equation*}
$$

Let us assume that the phase shifts $\delta_{l}$ go to zero like $C l^{-1-\epsilon_{1}}$ as $l$ goes to $\infty$. It is easy to see from (3.60), (3.90), (3.95), (3.98), and (3.100) that, $L^{ \pm \bar{\epsilon}}$ being the diagonal matrix with elements $\left(l+\frac{1}{2}\right)^{ \pm} \bar{\epsilon}$,

$$
\begin{equation*}
Q=-L^{-\bar{\epsilon}} \mu^{1 / 2} S \mu^{1 / 2} L^{\bar{\epsilon}} \tag{3.101}
\end{equation*}
$$

maps any vector with components $<\mathrm{Cl}^{-\bar{\epsilon}-\epsilon}$ into a vector with components going to zero (faster than $C l^{-1-\bar{\epsilon}}$ ) as $l$ goes to $\infty$. Besides, it is easy to see that $Q$ is completely continuous. The spectrum of $Q$ is discrete and it is possible to use the Fredholm method for inverting $(1-Q)$, provided that one is not an eigenvalue of $Q . Q$ depends continuously on the phase shifts $\delta$ and on the function $f^{E}\left(r, r^{\prime}\right)$ chosen above. When that function is equal to zero or bounded in such a way that the $B_{l}$ are all very small, and when, in the same problem, all the phase shifts are small, it is possible to construct $(1-Q)^{-1}$ by iteration. This can be proved readily. It follows that one can be an eigenvalue of $Q$ only for "rare" sets of phase shifts and other parameters. The Fredholm method can therefore be used "in general." It yields

$$
\begin{equation*}
(1-Q)^{-1}=1+N / D \tag{3.102}
\end{equation*}
$$


(3.103)
$N_{l}^{l^{\prime}}=\sum_{0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{l_{1}, \ldots l_{n}}\left[\begin{array}{llll}Q_{l}^{l^{\prime}} & Q_{l}^{l_{1}} & \cdots & Q_{l^{n}}^{l_{n}} \\ Q_{l_{1}}^{l_{1}} & Q_{l_{1}}^{l_{1}} & \cdots & Q_{l_{1}}^{l_{n}} \\ \vdots & & & \\ \dot{Q_{l_{n}}^{l^{\prime}}} & & \cdots & Q_{l_{n}}^{l_{n}}\end{array}\right]$
(3.104)

Let us now expand $N_{l}^{\prime \prime}$ with respect to the first column in each determinant. We obtain in this way,

$$
\begin{align*}
& N_{l}^{l^{\prime}}=\sum_{0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{l_{1}, \ldots, l_{n}}\left[Q_{l}^{l^{\prime}} Q_{l}\left(l, l_{1}, \ldots, l_{n}\right)\right. \\
& \left.+Q l_{l_{1}}^{l^{\prime}} Q_{l_{1}}\left(l, l, \ldots, l_{n}\right)+\ldots\right], \tag{3.105}
\end{align*}
$$

where $Q_{l_{p}}$ is the cofactor of $Q_{l_{p}}^{l^{\prime}}$ in the determinant in (3.104). The application of $N$ to a vector $w$ with components bounded by $\mathrm{Cl}^{-\bar{\epsilon}-\epsilon}$ yields
$\sum N_{l}^{l^{\prime}} w_{l}=\sum_{0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{l_{1}, \cdots, l_{n}}\left[\bar{w}_{l} \mathbb{Q}_{l}+\bar{w}_{l_{1}} \mathfrak{a}_{l_{1}}+\cdots\right]$,
where

$$
\begin{equation*}
\bar{w}_{l}=\Sigma Q_{i}^{l} w_{l}, \tag{3.107}
\end{equation*}
$$

On the other hand it is easy to see that the following bound holds for any positive $\bar{\epsilon}$ :

$$
\begin{equation*}
\left|Q_{l_{p}^{n}}^{l_{n}}\right|<C\left(1+l_{p}\right)^{-1-\bar{\epsilon}} \tag{3.108}
\end{equation*}
$$

Using Hadamard's theorem, we obtain from (3.108),

$$
\begin{align*}
& \left|a_{l_{p}}\left(l, l_{1}, \ldots, l_{n}\right)\right|<C^{n} n^{n / 2}(1+l)^{-1-\bar{\epsilon}}\left(1+l_{1}\right)^{-1-\bar{\epsilon}} \ldots  \tag{3,109}\\
& \quad \times\left(1+l_{n-1}\right)^{-1-\epsilon}\left(1+l_{b+1}\right)^{-1-\bar{\epsilon}} \cdots\left(1+l_{n}\right)^{-1-\bar{\epsilon}}
\end{align*}
$$

Clearly, (3.109) implies that the series in (3.105) converge and yield a number $N_{l}^{\prime \prime}$ absolutely bounded by $C(1+l)^{-1-\epsilon}$. The formula (3.102) yields therefore the inverse of $(1-Q)$. It is easy to see that a modification of $\bar{\epsilon}$ does not modify $D$. The multiplication of $Q$ by $\mu^{1 / 2}$ on the left and $\mu^{-1 / 2}$ on the right does not either. In other words, the use of $Q$ was only a trick for showing the convergence of (3.103) and (3.104) by Hadamard's theorem and we could have done this by using only $S$ if we had introduced more refined bounds. This proves that $(1+S)^{-1}$ can be put in the form

$$
\begin{equation*}
(1+S)^{-1}=1+\bar{N} / D \tag{3.110}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{l}^{l^{\prime}}=\mu_{l}^{1 / 2}(1+l)^{\bar{\epsilon}} N_{l}^{l^{\prime} \mu_{l}^{-1 / 2}}\left(1+l^{\prime}\right)^{-\bar{\epsilon}} . \tag{3.111}
\end{equation*}
$$

Clearly $\bar{N}_{l}{ }^{\prime}$ is bounded uniformly. Besides, using (3.106) and (3.11), we can write
$\sum \bar{N}_{l}{ }^{\prime} \omega_{l}=\sum_{0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{l_{1}, \ldots \ldots l_{n}}\left[\bar{\omega}_{l} \mathbb{O}_{l}+\bar{\omega}_{l_{1}} \mathbb{B}_{l_{1}}+\ldots\right]$, where

$$
\begin{align*}
\bar{\omega}_{l_{p}} & =\sum_{l^{\prime}} S_{l_{p}^{\prime}}^{l^{\prime}} \omega_{l}^{\prime}  \tag{3.113}\\
\mathcal{B}_{l_{p}} & =\mu_{l}^{1 / 2}(1+l)^{\vec{\epsilon}} \mu_{l_{p}}^{-1 / 2}\left(1+l_{p}\right)^{-\bar{\epsilon}} \quad a_{l_{p}} \tag{3.114}
\end{align*}
$$

This proves that $(1+S)^{-1}$ can be applied to any vector to which $S$ can be applied and yields, through (3.113),
a bounded number. This is the case with the left-hand side of (3.93), according to the assumptions done on the phase shifts and the bounds of the $B_{l}$. We therefore obtain

$$
\begin{equation*}
\mathbf{a}=(1+S)^{-1}\left[\alpha \mathbf{v}+M^{-1}(\eta+\tan \Delta) \mathbf{e}\right] . \tag{3.115}
\end{equation*}
$$

It is clear from the discussion above that $a_{i}$ is bounded as $l$ goes to $\infty$. The coefficients $c_{l} A_{l}$ are therefore bounded and it follows from (3.50) that the $A_{l}$ go to one as $l$ goes to $\infty$. The $c_{l}$ are therefore bounded as $l$ goes to $\infty$. We can even go further by expanding the $\mathbb{B}_{l}$ (or the $Q_{l}$, with respect to the first line), so as to put in evidence $S_{l}^{l i}$ (or $Q_{l}^{l i}$ ). By this way it is not difficult to show that

$$
a_{l} \sim \begin{cases}C_{0}+0\left(l^{-\epsilon}\right) & \text { for } l \text { even } \rightarrow \infty  \tag{3.116}\\ C_{1}+0\left(l^{-\epsilon}\right) & \text { for } l \text { odd } \rightarrow \infty\end{cases}
$$

where $\epsilon=\operatorname{Inf}\left(\epsilon_{0}, \epsilon_{1}\right)$. Inserting this result in (3.40), so as to take apart the contribution of the constants, which can be obtained ${ }^{47}$ exactly, in (3.40), and roughly bounding the contribution of the remainder, it is easy to see that condition (3.20) holds, so that the model is self-consistent.
Unfortunately, (3.116) (or the cleverness of the author) is not sufficient to guarantee that all the potentials constructed in this way have a physical meaning. This, however, would be possible if the $\delta_{l}$ and the $B_{l}$ were bounded by $\mathrm{Cl}^{-3-\epsilon}$, since we could use a method we have already introduced. ${ }^{47}$

## H. Conclusion

We have to check that our solution satisfies the five requirements of Sec. 2I.
(1) Let $\Delta$ be the space of sequences $s=\left\{s_{l}\right\}$ such that $\left|\tan s_{l}\right|<C(1+l)^{-\epsilon_{1}-1}$, the method $\mathfrak{N}$ described above enables one to construct all the solution $f\left(r, r^{\prime}\right)$ of ( 1.10 ) belonging to the class $\mathscr{F}_{1}$ defined below and such that (1.21) and (2.49) hold.
(2) The class $\mathscr{F}_{1}$ contains all the functions $f\left(r, r^{\prime}\right)$ whose external projection, as defined in Sec.2,fulfills Assumptions a $\leftrightarrow \mathrm{f}$ described in Sec. 3, and whose internal projection is characterized by coefficients $c_{l}$ behaving asymptotically like (3.116). This class contains $\mathcal{F}_{0}$ according to (3.30) and to the choice of Assumptions $a \leftrightarrow f$. To obtain the solution, the external projection is chosen arbitrarily, and then the $c_{l}$ are determined from the $\delta_{l}$ and from parameters related to the external projection.
(3) We have to check that, for a potential of class $\mathcal{E}$, the set $\left|\tan \delta_{2}\right|$ belongs to $\Delta$. Now, according to a result Martin, ${ }^{28}$

$$
\begin{align*}
&\left.\left|\sin \delta_{l}\right|<\{1-[\pi / 2 l+1)]^{1 / 2} \int_{0}^{\infty} \rho|V(\rho)| d \rho\right\}^{-1} \\
& \times \int_{0}^{\infty}\left[u_{l}(\rho)\right]^{2} \mid V(\rho) d \rho . \tag{3.117}
\end{align*}
$$

For a potential of class $\mathcal{E}$, this bound goes to zero like $l^{-2-1}$ as $l$ goes to $\infty$. Therefore the set $\left|\tan \delta_{l}\right|$ belongs to $\Delta$ if (and only if) no phase shifts is equal to $\frac{1}{2} \pi$, viz. provided there is no resonance.
(4) If we mean by method $\mathfrak{N}$ the set of all solutions of the fundamental system, the fourth requirement is
certainly fulfilled. If we mean the set obtained by Fredholm method, it may be, after all, that the potential $V_{0}$ corresponds to the spectrum. The solution must then be obtained by methods available to solve inhomogeneous equations in the case of an eigenvalue (for special free terms).
(5) The fifth requirement is therefore fulfilled for almost every element of $\mathrm{O}_{0}$.
We can now give a definite answer to questions (1)-(v). The answer to (i) and (iii) is positive and the answer to (ii) is negative. The method $\mathfrak{M}$ is a positive answer to (iv). The way by which the method $\mathfrak{N}$ is undertaken enables an easy answer to question (v), since an appraisal of the deviations between functions whose Fourier spectrum is different outside a finite interval is a classical problem. Practical answers are given in a previous paper. ${ }^{23}$ More general theoretical answers will be given in a forthcoming paper. 32
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## APPENDIX A

We derive the asymptotic behavior of $f\left(r, r^{\prime}\right)-$
$K\left(r, r^{\prime}\right), f(r, r)-K(r, r)$, and their derivatives. All
our results are given for potentials of $\mathcal{E}$, i.e., $\mathcal{E}_{13}^{3}$.

## Improvement of Certain Bounds

So as to obtain certain results, we need to improve the bounds previously ${ }^{29}$ obtained for the remainders when $K\left(r, r^{\prime}\right)$ and $(\partial / \partial r) K\left(r, r^{\prime}\right)$ are replaced by their asymptotic behavior. We are interested in the case

$$
\begin{equation*}
r^{\prime} \leq \frac{1}{2}, \quad r \geq 1 \tag{A1}
\end{equation*}
$$

It follows from (2.17), (2.27), and (2.29) that
$\operatorname{Re} R_{0}\left(r, r^{\prime}\right)=\int_{0}^{\infty}\left\{\cos w-\cos \left[r+r^{\prime}\left(2 u^{2}-1\right)\right]\right\}$

$$
\begin{equation*}
\times \Phi^{\prime}(u) d u \tag{A2}
\end{equation*}
$$

where for $u \leq 1$

$$
\begin{array}{r}
\Phi_{1}^{\prime}(u)=\Phi_{3}(u)=-(4 \pi)^{-1} u^{-2} \int_{0}^{\infty}\left[u^{-1} \sin (2 u s)-2 s\right] \\
\times \frac{d}{d s} s^{-1} \frac{d}{d s}\left(s^{3} V(s)\right) d s \tag{A3}
\end{array}
$$

and, for $u>1$,

$$
\begin{align*}
\Phi^{\prime}(u)=\Phi_{4}(u)=-(4 \pi)^{-1} u^{-2} & \int_{0}^{\infty} u^{-1} \sin (2 u s) \\
& \times \frac{d}{d s} s^{-1} \frac{d}{d s}\left(s^{3} V(s)\right) d s \tag{A4}
\end{align*}
$$

Let us now study the contribution to (A2) coming from the values of $u$ smaller than one. Let us introduce $\alpha(0<\alpha<1)$ and integrate by parts from $\alpha$ to one. We obtain

$$
\begin{aligned}
& \int_{0}^{\alpha}\left\{\cos w-\cos \left[r+r^{\prime}\left(2 u^{2}-1\right)\right]\right\} \Phi^{\prime}(u) d u \\
& \quad+(4 r)^{-1} \sin \left(r+r^{\prime}\right) \Phi(1)-\left[r^{-1} w(\alpha)-1\right]\left(4 r^{\prime} \alpha\right)^{-1} \\
& \quad \times \sin (w(\alpha)) \Phi(\alpha)-\left(4 r^{\prime} \alpha\right)^{-1}[\sin w(\alpha)
\end{aligned}
$$

$$
\begin{align*}
& \left.-\sin \left(r-r^{\prime}+2 r^{\prime} \alpha^{2}\right)\right] \Phi(\alpha) \\
& +\int_{\alpha}^{1}\left[\sin \left(r-r^{\prime}+2 r^{\prime} u 2\right)-\sin w\right]  \tag{A5}\\
& \times \frac{d}{d u}\left[\left(4 r^{\prime} u\right)^{-1} \Phi(u)\right] d u \\
& +\int_{\alpha}^{1} \sin w\left(1-r^{-1} w\right) \frac{d}{d u}\left[\left(4 r^{\prime} u\right)^{-1} \Phi(u)\right] d u \\
& -\int_{\alpha}^{1} w^{-1} \sin w \Phi(u) d u
\end{align*}
$$

From (2.31), it is easy to see that, for $u<1$,

$$
\begin{equation*}
\left|1-r^{-1} w\right|<C r^{\prime} / r \tag{A6}
\end{equation*}
$$

and according to [I, (5.6)]

$$
\begin{equation*}
\left|r-r^{\prime}+2 r^{\prime} u^{2}-w\right|<C r^{-1} r^{\prime 2} u^{2} . \tag{A7}
\end{equation*}
$$

From (A3) it is easy to show that $\left|\Phi_{3}(u)\right|$ is bounded by $C u^{\epsilon-1}$, and $\left|(d / d u) u^{-1} \Phi_{3}(u)\right|$ by $C u^{\epsilon-3}$, for a potential in $\mathcal{E}$. Using these bounds in (A5), with

$$
\begin{equation*}
\alpha=\operatorname{Inf}\left(1, r^{\prime-1 / 2}\right) \tag{A8}
\end{equation*}
$$

we see that the contribution of $\Phi_{3}(u)$ is absolutely bounded by $\mathrm{Cr}^{-1}\left(1+r^{\prime}\right)$, whereas the one of $(2 \pi)^{-1}$ $V_{0} u^{-2}$ is absolutely bounded by $\mathrm{Cr}^{-1}\left(1+r^{3 / 2}\right)$.
Let us now study the values of $u$ larger than one and introduce for this $A>1$. Integrating by parts (A2) from one to $A$, we get

$$
\begin{align*}
& -(4 r)^{-1} \sin \left(r+r^{\prime}\right) \Phi(1)+\left[r^{-1} w(A)-1\right]\left(4 r^{\prime} A\right)^{-1} \\
& \quad \times \sin [w(A)] \Phi(A)+\left(4 r^{\prime} A\right)^{-1}[\sin w(A) \\
& \left.\quad-\sin \left(r-r^{\prime}+2 r^{\prime} A^{2}\right)\right] \Phi(A)+\int_{1}^{A}\left[\sin \left(r-r^{\prime}+2 r^{\prime} u^{2}\right)\right. \\
& \quad-\sin w] \frac{d}{d u}\left[\left(4 r^{\prime} u\right)^{-1} \Phi(u)\right] d u \\
& \quad+\int_{1}^{A} \sin w\left(w r^{-1}-1\right) \frac{d}{d u}\left[\left(4 r^{\prime} u\right)^{-1} \Phi(u)\right] d u \\
& \quad-\int_{1}^{A} w^{-1} \sin w \Phi(u) d u \\
& \quad+\int_{A}^{\infty}\left[\cos w-\cos \left(r-r^{\prime}+2 r^{\prime} u^{2}\right)\right] \Phi(u) d u \tag{A9}
\end{align*}
$$

From (A4), it is easy to show that $\left|\Phi_{4}(u)\right|$ is bounded by $C u^{-3-\epsilon}$, and $\left|(d / d u) u^{-1} \Phi_{4}(u)\right|$ by $C u^{-5}$, whereas
$\left.\mid 1-r^{-1} w\right\}$ is bounded by $C u^{2} r^{\prime} / r$, and, according to [I, (5.24)],
$\left|\sin w-\sin \left(r-r^{\prime}+2 r^{\prime} u^{2}\right)\right|$

$$
\begin{equation*}
\leq C u^{2}\left[\left(r^{\prime 2} / r\right)+r^{\prime} 2 u^{2}\left(r+2 r^{\prime} u^{2}\right)^{-1}\right] \tag{A10}
\end{equation*}
$$

Using these bound in (A9), with

$$
\begin{equation*}
A=r^{1 / \epsilon} \tag{A11}
\end{equation*}
$$

we are led for the contribution of $\Phi(u)$ to the bound

$$
C r^{-1}\left[1+r^{\prime}(1+\log r)\right]
$$

Collecting these results and using notations referring to the parts of $K_{0}\left(r, r^{\prime}\right)$ which are concerned, we obtain, in the conditions (A1),

$$
\begin{align*}
& \left|\operatorname{Re} \mathbb{R}_{0}^{0}\left(r, r^{\prime}\right)\right| \leq C r^{-1}\left(1+r^{\prime 3 / 2}\right)  \tag{A12}\\
& \left|\operatorname{Re} \mathcal{R}_{0}^{1}\left(r, r^{\prime}\right)\right| \leq C r^{-1}\left[1+r^{\prime}(1+\log r)\right] \tag{A13}
\end{align*}
$$

We can study in the same way

$$
\begin{align*}
\operatorname{Im} Q_{0}\left(r, r^{\prime}\right)=\int_{0}^{\infty}\{\sin [r & \left.+r^{\prime}\left(2 u^{2}-1\right)\right] \\
& -\sin w \dot{w} /(2 w)\} \Phi^{\prime}(u) d u \tag{A14}
\end{align*}
$$

Since $|1-\dot{w} /(2 w)|$ is smaller than $C r^{\prime} u^{2} / r$ either for $u$ smaller than one or for $u$ larger than one, the replacement of $\dot{w} /(2 w)$ by one affords only a bound $C r^{\prime} / r$, and the remaining term can be studied exacted like (A2). The bounds (A12) and (A13) therefore hold for $\operatorname{Im} R_{0}\left(r, r^{\prime}\right)$. Replacing $r$ by $r^{\prime}$ and $r^{\prime}$ by $r$ lead in the same way to the bounds of $\Omega_{0}\left(r, r^{\prime}\right)$. Besides, it is easy to derive from (2.8) and (2.9) the values of $Q_{1}\left(r, r^{\prime}\right)$ and $Q_{1}^{\prime}\left(r, r^{\prime}\right)$ :
$Q_{1}\left(r, r^{\prime}\right)=i \int_{r}^{\infty} \exp [i(r-\rho)] S\left(\rho, r^{\prime}\right) \rho^{-2} d \rho(r \rightarrow \infty)$,
$Q_{1}^{\prime}\left(r, r^{\prime}\right)=i \int_{r^{\prime}}^{\infty} \exp \left[i\left(r^{\prime}-\rho\right)\right] Q(r, \rho) \rho^{-2} d \rho\left(r^{\prime} \rightarrow \infty\right)$,
from which the bounds of $|Q|$ and $|S|$ yield $^{49}(2.20)$. Let us now study the asymptotic behavior of (2.23). The asymptotic form is given by (2.42). For getting the bounds, we first need bounds for $\left|K g\left(r, r^{\prime}\right)\right|$, $\left|K 1\left(r, r^{\prime}\right)\right|$, and $\left|K_{1}\left(r, r^{\prime}\right)\right|$. From [I, (3.1)] and [I, (3.4)], we know that

$$
\left|K_{0}^{0}\left(r, r^{\prime}\right)\right|<\left\{\begin{array}{l}
C\left(r r^{\prime}\right)^{1 / 2}\left(r r^{\prime}\right)^{1 / 2+\epsilon / 2}\left[1+\left(r r^{\prime}\right)^{1 / 2+\epsilon / 2}\right]^{-1} \\
C\left(r r^{\prime}\right)^{1 / 2}\left[1+\left|r-r^{\prime}\right|\right]^{-1 / 2}
\end{array}\right.
$$

Besides, a careful analysis of (2.30), with $\Phi(u)=u^{-1}$, shows that

$$
\left|K_{0}^{0}\left(r, r^{\prime}\right)\right|<\left\{\begin{array}{l}
C r \log (1+r)  \tag{A18}\\
C r^{\prime} \log \left(1+r^{\prime}\right)
\end{array}\right.
$$

Now, inserting $\Phi_{3}(u)$ and $\Phi_{4}(u)$ into (2.30), we easily show that [compare I, (3.39)]

$$
\left|K_{0}^{1}\left(r, r^{\prime}\right)\right|<\left\{\begin{array}{l}
C  \tag{A19}\\
C r r^{\prime}\left[1+\left|r-r^{\prime}\right|\right]^{-1}
\end{array}\right.
$$

From [I. (4.72)], [I, (4.85)-(4.87)], we get

(A20)
It is interesting to combine these bounds so as to obtain more convenient ones for example, combining the three first bounds of $\left|K_{1}\left(r, r^{\prime}\right)\right|$, we can obtain

$$
\begin{equation*}
\left|K_{1}\left(r, r^{\prime}\right)\right|<C \frac{r}{1+r} r^{\prime \eta} \tag{A21}
\end{equation*}
$$

and, from the ones of $K_{0}^{O}\left(r, r^{\prime}\right)$,

$$
\left|K_{0}^{0}\left(r, r^{\prime}\right)\right|<\left\{\begin{array}{l}
\left\{C r \tau^{\eta}[1+\log (1+r)]\right\}  \tag{A22}\\
C r^{1 / 2+\epsilon} r^{\prime 1 / 2-\epsilon}[1+|\log (1+r)|]^{1 / 2}
\end{array},\right.
$$

where $\eta$ is an arbitrary number of $[0,1)$.

On the other hand, we know from I that

$$
\begin{align*}
& \left|\mathcal{K}_{8}(\rho)\right|<C(1+\rho)^{-1 / 2}  \tag{A23}\\
& \left|\mathcal{K}_{2}(\rho)\right|<C(1+\rho)^{-1} \tag{A24}
\end{align*}
$$

From [I, (5.39)] and from the combination of (A18) and (A23), we know the following bounds for
$\left|Q_{0}\left(r, r^{\prime}\right)\right|$ :

$$
\left|R g\left(r, r^{\prime}\right)\right| \leq\left\{\begin{array}{l}
C r^{\prime}\left|r-r^{\prime}\right|-1 / 2  \tag{A25}\\
C\left(r r^{\prime}\right)^{1 / 2}
\end{array}\right.
$$

From [I, (5.18)] and [I, (5.28)], we get

$$
\begin{align*}
& \left|R_{0}^{1}\left(r, r^{\prime}\right)\right| \\
& \quad \leq\left\{\begin{array}{l}
C \\
C\left[r^{\prime} / r+r^{\prime 2} / r+r^{\prime}\left(r^{\prime} / r\right)^{\epsilon / 2}\right] \text { for } r^{\prime} \leq \frac{1}{2} r
\end{array}\right. \tag{A26}
\end{align*}
$$

and from (A15) and [ $\mathrm{I},(4.82$ ) $]$

$$
\begin{equation*}
\left|Q_{1}\left(r, r^{\prime}\right)\right| \leq C r^{\prime}\left[1+\left(r r^{\prime}\right)^{1 / 2}\right]^{-1} \tag{A27}
\end{equation*}
$$

Similar bounds hold for the "primed" terms corresponding to the asymptotic behaviors when, for fixed $r, r^{\prime}$ goes to infinity. From the symmetry of $K_{0}\left(r, r^{\prime}\right)$, it follows that

$$
\begin{equation*}
\mathfrak{R}_{0}^{\prime}\left(r, r^{\prime}\right)=\mathfrak{R}_{0}\left(r^{\prime}, r\right) \tag{A28}
\end{equation*}
$$

(either with the subindex zero or the subindex one). From (2.9), we have

$$
\begin{equation*}
\left|\mathcal{R}_{1}^{\prime}\left(r, r^{\prime}\right)\right| \leq C r\left[1+\left(r r^{\prime}\right)^{1 / 2}\right]^{-1} \tag{A29}
\end{equation*}
$$

## Asymptotic Behavior of (2.40)

So as to study the asymptotic behavior of (2.40), we replace $K(\tau, \gamma)$ by (2.39), and use its asymptotic behavior (2.17). The structural terms (2.42) are obtained in this way as candidates for the asymptotic form of $f\left(r, r^{\prime}\right)$. Differentiating (2.23) with respect to $r$ leads one to

$$
\begin{align*}
\frac{\partial}{\partial r} f\left(r, r^{\prime}\right)=\frac{\partial}{\partial r} K\left(r, r^{\prime}\right)+ & \int_{0}^{r} \frac{\partial}{\partial r} K(\tau, r) K\left(\tau, r^{\prime}\right) \tau^{-2} d \tau \\
& +r^{-2} K(r, r) K\left(r, r^{\prime}\right) . \tag{A30}
\end{align*}
$$

To show that the extra term $r^{-2} K(r, r) K\left(r, r^{\prime}\right)$ is a negligible function is trivial. Inserting the asymptotic form of ( $\partial / \partial r$ )K $(\tau, r)$ into (A30) leads one to a candidate for the asymptotic form of $f\left(r, r^{\prime}\right)$ which is consistent with the one obtained above, and written in (2.42). So as to prove that these "candidates" are really the asymptotic form, we have only to prove that both the contributions of the "remainders" and the contributions of the path $(r, \infty)$ in the integrations are negligible functions. This is easy to do with the help of the bounds (A19)-(A28). We give the details only for one of the cross products (actually the most difficult to handle):

$$
\begin{align*}
& I\left(r, r^{\prime}\right)=\int_{0}^{r} K_{0}^{0}(\tau, r) K_{0}^{0}\left(\tau, r^{\prime}\right) \tau^{-2} d \tau  \tag{A31}\\
& \bar{I}\left(r, r^{\prime}\right)=\int_{0}^{r} \frac{\partial}{\partial r} K_{0}^{0}(\tau, r) K_{0}^{0}\left(\tau, r^{\prime}\right) \tau^{-2} d \tau
\end{align*}
$$

A candidate for the asymptotic form of $I\left(r, r^{\prime}\right)$, whose
derivative is a candidate of the asymptotic form of $\bar{I}\left(r, r^{\prime}\right)$, is

$$
\begin{align*}
J\left(r, r^{\prime}\right)=\cos r & \int_{0}^{\infty} k g(\tau) K g\left(\tau, r^{\prime}\right) \tau^{-2} d \tau \\
& +\sin r \int_{0}^{\infty} \bar{k}_{0}(\tau) K_{0}^{0}\left(\tau, r^{\prime}\right) \tau^{-2} d \tau \tag{A32}
\end{align*}
$$

Using (A23) and (A22a) we see that $\left|\mathcal{J}\left(r, r^{\prime}\right)\right|$ is bounded by $\mathrm{Cr}^{\prime}$. Using (A23) and (A17b), we obtain for $r^{\prime}>1$

$$
\begin{align*}
\left|\mathfrak{J}\left(r, r^{\prime}\right)\right|<C r^{1 / 2} \int_{0}^{r^{\prime}-1} & \frac{u^{-1 / 2} d u}{|1-u| 1 / 2} \\
& +C \int_{r^{\prime-1}}^{\infty} \frac{d u}{u|1-u|^{1 / 2}} \tag{A33}
\end{align*}
$$

so that, for large $r^{\prime},\left|\mathfrak{J}\left(r, r^{\prime}\right)\right|$ is bounded by $C \log r^{\prime}$. Gathering the two bounds here obtained give the contribution of $\left|\mathfrak{g}\left(r, r^{\prime}\right)\right|$. We have now to evaluate the remainders. Clearly we can limit our study to the following terms, $I_{1}\left(r, r^{\prime}\right)$ and $I_{2}\left(r, r^{\prime}\right)$,

$$
\begin{equation*}
I_{1}\left(r, r^{\prime}\right)=\int_{r}^{\infty}|k 0(\tau)|\left|K_{0}^{0}\left(\tau, r^{\prime}\right)\right| \tau^{-2} d \tau \tag{A34}
\end{equation*}
$$

Since $I(r)$ converges, $I_{1}\left(r, r^{\prime}\right)$ goes to zero as $r$ goes to infinity. The evaluation of $\int_{0}^{\gamma} \rho^{-1}(1+\rho)^{-1} I_{1}(r, \rho) d \rho$ leads to the evaluation of
$\int_{r}^{\infty}\left|k_{0}(\tau)\right| \tau^{-2} d \tau \int_{0}^{r} p^{-1}(1+\rho)^{-1}\left|K_{0}^{0}(\tau, \rho)\right| d \tau$,
which, using (A22b), is easily proved to behave like $\int_{r}^{\infty}\left|k_{0}(\tau)\right| \tau-(3 / 2)-\epsilon d \tau$, and therefore goes to zero as $r$ goes to $\infty . I_{1}\left(r, r^{\prime}\right)$ is therefore a negligible function of $r$.
On the other hand, we pick the term

$$
\begin{equation*}
I_{2}\left(r, r^{\prime}\right)=\int_{0}^{r}\left|\mathbb{R}_{0}^{\prime}\left(\tau, r^{\prime}\right)\right| K_{0}\left(\tau, r^{\prime}\right) \mid \tau^{-2} d \tau \tag{A36}
\end{equation*}
$$

Using (A22b) and (A25a), together with (A28) we get for $\left|I_{2}\right|$ the bound $\mathrm{Cr} r^{-(1 / 2)+\epsilon r^{\prime} 1-\epsilon}$, which goes to zern as $r$ goes to $\propto$. Using (A22b) and (A25a), we are able to obtain for $\left|\int_{0}^{r} \rho^{-1}(1+\rho)^{-1}\right| I_{2}(r, p) \mid d \rho$ the successive upper bounds $\left|\int_{0}^{r}\right| \mathbb{R}_{0} 0(r, \tau)\left|\tau^{-3 / 2-\epsilon} d \tau\right|$ and $C r^{-\mu \epsilon}$, which achieve to prove that $\left|I_{2}\left(r, r^{\prime}\right)\right|$ is a negligible function. It is clear that all the other terms encountered throughout the appraisal of the remainders for the asymptotic evaluation of (A31) can be studied either like $I_{1}\left(r, r^{\prime}\right)$ or like $I_{2}\left(r, r^{\prime}\right)$. The proofs for the other terms of $\int_{0}^{r} K(\tau, r) K\left(\tau, r^{\prime}\right) \tau^{-2} d \tau$ are similar and somewhat simpler.

## Further Improvements of Bounds

The bounds we have obtained up to now are sufficient for deriving the asymptotic behavior of $\omega(r)$ and $\omega^{\prime}(r)$, but not to get a fine appraisal of the remainders. So as to be able to use the results of Appendix B, we need better bounds for $R_{1}^{\prime}\left(r, r^{\prime}\right)$ and we need to introduce a special trick for the evaluation of $(\hat{o} / \partial \gamma) \int_{0}^{r}$ $\left[K_{0}(\tau, r)\right]^{2} \tau^{-2} d \tau$ and similar quantities. Let us therefore study these tools by now.

## A Fine Bound for $G_{1}^{\prime}\left(r, r^{\prime}\right)$

We first derive a fine bound for $M\left(r, r^{\prime}\right)$, using the results of I. Using the first of the bounds [I, (3.6)] for $\left|M_{0}\left(r, r^{\prime}\right)\right|$, and using the bound $[I,(4.33)]$ for
$|n(r, r \theta, \rho, \rho u)|$, we obtain for $\left|m_{1}^{-}(r, r \theta)\right|$, the following inequalities, which we use in place of [I, (4.57)] (for $\theta \geq 1$ ):
splitting the integration domain into two parts, and using for $|V(\rho)|$ the bound $C \rho^{-2}$ on the upper interval, this yields for the $\rho$ integral the bound

$$
\begin{align*}
& C\left(r^{2} \theta\right)^{-1 / 4} \int_{0}^{(1 / 2)\left(r^{2} \theta / u\right)^{1 / 2}}|V(\rho)| \rho d \rho \\
& \quad+C \int_{(1 / 2)\left(r^{2} \theta / u\right)^{1 / 2}}^{\left(r^{2} \theta / u\right)^{1 / 2}}\left(r^{2} \theta-\rho^{2} u\right)^{-1 / 4} \rho^{-1} d \rho \tag{A39}
\end{align*}
$$

and therefore, for $\left|m_{1}^{-}(r, r \theta)\right|$, the bound
$C\left(r^{2} \theta\right)^{-1 / 4} \int_{1}^{\theta} u^{-1}(\theta-u)^{-1 / 4}\left[1-(\theta u)^{-1}\right]^{-1 / 4} d u$.
This yields the bound

$$
\begin{align*}
& C\left(r^{2} \theta\right)^{-1 / 4}\left[1-\theta^{-1}\right]^{-1 / 4}(\theta-1)^{-1 / 4} \\
& \quad \times \int_{0}^{1}(1-s)^{-1 / 4}(\theta-1)[1+s(\theta-1)]^{-1} d s  \tag{A41}\\
& \text { or } \\
& \left|m_{1}^{-}(r, r \theta)\right|<c\left(r^{\prime}-r\right)^{-1 / 2}\left[1-\log \left(r^{\prime} / r\right)\right] \\
& \quad \text { for } r^{\prime} \geq r . \tag{A42}
\end{align*}
$$

The same device yields for $\theta \leq 1$
$\begin{aligned}\left|m_{1}(r, r \theta)\right| \leq C\left(r^{2} \theta\right)^{-1 / 4} & \int_{\theta}^{1}\left(\theta-1-u^{-1}\right)^{-1 / 4} \\ & \times(1-\theta u)^{-1 / 4} u^{-1} d u .\end{aligned}$
The mapping ( $\theta=\eta^{-1}, u=t^{-1}$ ) yields an integral similar to the one in (A40), and we obtain for $\left|m_{1}(r, r \theta)\right|$ the following bound, valid for any positive number $\theta$ :
$\left|m_{1}^{-}(r, r \theta)\right| \leq C\left|r^{\prime}-r\right|^{-1 / 2}\left[1+\left|\log \left(r^{\prime} / r\right)\right|\right]$.
For $\left|m_{1}^{+}(r, r \theta)\right|$, using the first and the third bound $[I,(3.8)]$ in place of $\left|m_{0}^{+}(r, r \theta)\right|$, we obtain in the case $\theta \leq 1$,
$\left|m_{1}^{+}(r, r \theta)\right| \leq C \int_{\theta}^{1}\left(\theta^{-1}-u^{-1}\right)^{-1 / 4}(1-\theta u)^{-1 / 4} u^{-1} d u$

$$
\times \int_{0}^{\left(r^{2} \theta / u\right)^{1 / 2}}\left(r^{2} \theta-\rho^{2} u\right)^{-1 / 4} \rho|V(\rho)| \rho^{2} u
$$

$$
\begin{equation*}
\times\left[1+\rho^{3 / 2}(1-u)^{3 / 2}\right]^{-1} d \rho \tag{A45}
\end{equation*}
$$

Let us now use in the $\rho$ integral the inequalities

$$
\begin{align*}
& |V(p)|<C \rho^{-3-\epsilon}  \tag{A46}\\
& 1+X \geq X^{\alpha} \quad \text { for } X \geq 0,0<\alpha \leq 1 \tag{A47}
\end{align*}
$$

They enable us to bound the $\rho$ integral by

$$
\begin{aligned}
& C\left(r^{2} \theta\right)^{-1 / 4} u(1-u)^{-1+\epsilon}\left[\int_{0}^{(1 / 2)\left(r^{2} \theta / u\right)^{1 / 2}} \rho^{2+\epsilon|V(\rho)| d \rho}\right. \\
&\left.+\int_{(1 / 2)\left(r^{2} \theta / u\right)^{1 / 2}}^{\left(r^{2} \theta / u\right)^{1 / 2}} \rho^{-1} d \rho\right] \quad(\mathrm{A} 48)
\end{aligned}
$$

$$
\begin{align*}
& \left|m_{1}^{-}(r, r \theta)\right| \leq \int_{1}^{\theta} d u \int_{0}^{\left(r^{2} \theta / u\right)^{1 / 2}}|n(r, r \theta, \rho, \rho u)| \\
& \times \mid m_{0}^{-}(\rho, \rho u \mid \rho d \rho  \tag{A37}\\
& \leq C \int_{1}^{\theta} u^{-1}(\theta-u)^{-1 / 4}\left[1-(\theta u)^{-1}\right]^{-1 / 4} d u \\
& \times \int_{0}^{\left(r^{2} \theta / u\right)^{1 / 2}}\left(r^{2} \theta-\rho^{2} u\right)^{-1 / 4}|V(\rho)|_{\rho d \rho} \tag{A38}
\end{align*}
$$

or

$$
\begin{equation*}
C\left(r^{2} \theta\right)^{-1 / 4} u(1-u)^{-1+\epsilon} . \tag{A49}
\end{equation*}
$$

Inserting (A49) into (A45), we easily obtain, since $(1-\theta) \epsilon<1$,

$$
\begin{equation*}
\left|m_{1}^{+}(r, r \theta)\right| \leq C[r(1-\theta)]^{-1 / 2}, \quad \theta<1 . \tag{A50}
\end{equation*}
$$

For $\theta$ larger than one, and provided that $\epsilon$ be smaller than $\frac{1}{4}$, it is easy to use the same token and obtain, for any value of $r$ and $r^{\prime}$ in $R^{+}$,

$$
\begin{equation*}
\left|m_{1}^{+}\left(r, r^{\prime}\right)\right| \leq C\left|r-r^{\prime}\right|-1 / 2 . \tag{A51}
\end{equation*}
$$

From (A44) and (A51) and, on the other hand, [ $\mathrm{I},(4.66)]$ and $[\mathrm{I},(4.68)]$, we see that $M_{1}\left(r, r^{\prime}\right)$ is bounded as follows:

$$
\left|M_{1}\left(r, r^{\prime}\right)\right|<\left\{\begin{array}{l}
C\left(r r^{\prime}\right)^{1 / 2}  \tag{A52}\\
C\left|r-r^{\prime}\right|-1 / 2\left[1+\left|\log \left(r / r^{\prime}\right)\right| \mid\left(r r^{\prime}\right)^{1 / 2} .\right.
\end{array}\right.
$$

If now we refer to the analysis done in I , and especially expressed, for instance, by [I, (4.50)], for appraising $\left|M\left(r, r^{\prime}\right)-M_{0}\left(r, r^{\prime}\right)-M_{1}\left(r, r^{\prime}\right)\right|$, we see that using the first bound (A52) leads one to a majoration like the second bound for this remainder. We can therefore write

$$
\begin{align*}
& \left|M\left(r, r^{\prime}\right)-M_{0}\left(r, r^{\prime}\right)\right| \\
& \quad<\left\{\begin{array}{l}
C\left(r r^{\prime}\right)^{1 / 2} \\
C\left|r-r^{\prime}\right|-1 / 2\left[1+\left|\log \left(r / r^{\prime}\right)\right|\right]\left(r r^{\prime}\right)^{1 / 2}
\end{array} .\right. \tag{A53}
\end{align*}
$$

and it is easy to see that the same bound (A53) holds for $\left|Q\left(r, r^{\prime}\right)\right|$ and $\left|S\left(r, r^{\prime}\right)\right|$. Now, since it follows from (2.8) that

$$
\begin{equation*}
\left|\Omega_{1}^{\prime}\left(r, r^{\prime}\right)\right|<\int_{r^{\prime}}^{\infty},|Q(r, \rho)| \rho^{-2} d \rho, \tag{A54}
\end{equation*}
$$

we get, for $r^{\prime} \geq r$,

$$
\begin{equation*}
\left|\mathbb{R}_{1}^{\prime}\left(r, r^{\prime}\right)\right| \leq\left[1+\log \left(r^{\prime} / r\right)\right] r^{1 / 2} r^{\prime-1} \tag{A55}
\end{equation*}
$$

Transformation of $\frac{\partial}{\partial r} K_{0}\left(r, r^{\prime}\right)$
We now derive a formula which enables us to transform all the integrals containing a derivative of $K_{0}\left(r, r^{\prime}\right)$. Starting from (2.27), applying $[(\partial / \partial r)+$ $\left.\left(\partial / \partial r^{\prime}\right)\right]$, and integrating by parts, we obtain

$$
\left(\frac{\partial}{\partial r}+\frac{\partial}{\partial r^{\prime}}\right) K_{0}\left(r, r^{\prime}\right)=\frac{1}{2} \frac{r+r^{\prime}}{r r^{\prime}} L_{0}\left(r, r^{\prime}\right),
$$

(A56)
where
$L_{0}\left(r, r^{\prime}\right)=-\int_{0}^{\infty}\left[\cos u-\cos \left(r-r^{\prime}\right)\right] \frac{d}{d u}\left(u \Phi^{\prime}(u)\right) d u$.

Comparing (A57) and (2.27), we see that $L_{0}\left(r, r^{\prime}\right)$ is a function similar with $K_{0}\left(r, r^{\prime}\right)$. Clearly,

$$
\begin{array}{r}
-\frac{d}{d u}\left(u \Phi^{\prime}(u)\right)=(2 \pi)^{-1} V_{0} u^{-2}-\frac{d}{d u}\left(u \Phi_{3}(u)\right) \quad \text { for } u \leqslant 1 . \\
=-\frac{d}{d u}\left(u \Phi_{4}(u)\right) \quad \text { for } u \geqslant 1 \quad \text { A } 58 \tag{A58}
\end{array}
$$

Referring ourselves to (A3) and (A4), we can easily prove that $\left|(d / d i f) u \Phi_{3}(u)\right|$ is bounded by $C u^{\epsilon-1}$ and $\left|(d / d u) u \Phi_{4}(u)\right|$ is bounded by $C u^{-3}$. It is possible to go further by noticing that $(d / d u)\left(u^{4} \Phi_{4}(u)\right)$ is the

Fourier transform of a function belonging to $L_{1+\epsilon}$ $(0, \infty)$. From the well-known theory 50 of the Fourier transform of $L_{p}$ functions ( $1<p \leq 2$ ), we therefore obtain the bound

$$
\begin{equation*}
\left|\frac{d}{d u} u \Phi_{4}(u)\right|<c u^{-3} L(u) \tag{A59}
\end{equation*}
$$

where $L(u)$ is a function of $L_{(1+\epsilon) / \epsilon}(0, \infty)$. With these bounds it is possible to obtain for $L_{0}\left(r, r^{\prime}\right)$ an asymptotic "structure" similar with that of $K_{0}(r, r$ '), with a slight modification concerning the remainder
" $\left|R_{0}^{\prime}\left(r, r^{\prime}\right)\right|$," in which, now, $C r\left(r^{\prime} / r\right)^{\epsilon / 2}$ has to be replaced by $\mathrm{Cr}^{\prime}\left(r^{\prime} / r\right)^{\epsilon / 2(1+\epsilon)}$ which is obtained through Hölder.'s inequality.
The asymptotic form of (A56) strongly suggests the following equalities:

$$
\begin{align*}
& \bar{k}_{0}^{\prime}(\rho)+\frac{\partial k_{0}^{\prime}(\rho)}{\partial \rho}=\frac{1}{2} \rho^{-1} l_{0}^{\prime}(\rho),  \tag{A60}\\
& -k_{0}^{\prime}(\rho)+\frac{\partial \bar{k}_{0}^{\prime}(\rho)}{\partial \rho}=\frac{1}{2} \rho^{-1} \bar{l}_{0}^{\prime}(\rho) . \tag{A61}
\end{align*}
$$

Both are easily proved, with the help of elementary algebra and integrations by parts, from the formulas
$k_{0}^{\prime}(\rho)=2 \int_{0}^{\infty} \sin \left(\rho u^{2}\right) \sin \left[\rho\left(1-u^{2}\right)\right] \Phi^{\prime}(u) d u$,
$\bar{k}_{0}^{\prime}(\rho)=-2 \int_{0}^{\infty} \sin \left(\rho u^{2}\right) \cos \left[\rho\left(1-u^{2}\right)\right] \Phi^{\prime}(u) d u$,
$l_{0}^{\prime}(\rho)=-2 \int_{0}^{\infty} \sin \left(\rho \mu^{2}\right) \sin \left[\rho\left(1-\mu^{2}\right)\right] \frac{d}{d u}\left(u \Phi^{\prime}(u)\right) d u$,
(A64)
$\bar{l}_{0}^{\prime}(\rho)=2 \int_{0}^{\infty} \sin \left(\rho u^{2}\right) \cos \left[\rho\left(1-u^{2}\right)\right] \frac{d}{d u}\left(u \Phi^{\prime}(u)\right) d u$.
(A65)
It is interesting to notice that, for a potential of class $\mathcal{E}$, just like $K_{0}\left(r, r^{\prime}\right)$ behaves like $\left(r r^{\prime}\right)^{1+\epsilon}$ as $r r^{\prime}$ goes to zero, the s.s.functions go to zero like $\rho^{1+\epsilon / 2}$ as $\rho$ goes to zero. This is easy to prove. In relation to that, we clearly notice also that from (A3) and (A4) we have, for a potential of class $\mathcal{E}$,

$$
\begin{equation*}
\int_{0}^{\infty} u^{2} \Phi^{\prime}(u) d u=0 \tag{A66}
\end{equation*}
$$

## Asymptotic Behavior of $\omega(r)$

From (2.23) and (2.26), we obtain

$$
\begin{aligned}
\omega(r)=V(r) & +2 r^{-3} \int_{0}^{r}[K(\rho, r)]^{2} \rho^{-2} d \rho-2 r^{-4}[K(r, r)]^{2} \\
& -4 r^{-2} \int_{0}^{r} K(\rho, r)\left(\frac{\partial}{\partial r} K(\rho, r)\right) \rho^{-2} d \rho
\end{aligned}
$$

We are interested in the behavior of $\omega(r)$ for $r$ much larger than one. From (A17), (A19), and (A20), it is easy to see that the second term of (A67) is absolutely bounded by $\mathrm{Cr}^{-3+\epsilon}$, a bound which obviously holds for the first and the third term. Let us now study the last term and, for this, the following integrals:

$$
\begin{align*}
A & =\int_{0}^{r} K_{0}(\rho, r)\left(\frac{\partial}{\partial r} K_{0}(\rho, r)\right) \rho^{-2} d \rho  \tag{A68}\\
B & =\int_{0}^{r} K_{1}(\rho, r)\left(\frac{\partial}{\partial r} K_{0}(\rho, r)\right) \rho^{-2} d \rho  \tag{A69}\\
C & =\int_{0}^{r} K_{0}(\rho, r)\left(\frac{\partial}{\partial r} K_{1}(\rho, r)\right) \rho^{-2} d \rho,  \tag{A70}\\
D & =\int_{0}^{r} K_{1}(\rho, r)\left(\frac{\partial}{\partial r} K_{1}(\rho, r)\right) \rho^{-2} d \rho \tag{A71}
\end{align*}
$$

From (A56) we easily obtain

$$
\begin{align*}
A= & \frac{1}{2} \int_{0}^{r} K_{0}(\rho, r) L_{0}(\rho, r) \rho^{-3} d \rho-\int_{0}^{r}\left[K_{0}(\rho, r)\right]^{2} \rho^{-3} d \rho \\
& +\frac{1}{2} r^{-1} \int_{0}^{r} K_{0}(\rho, r) L_{0}(\rho, r) \rho^{-2} d \rho-\frac{1}{2} r^{-2}\left[K_{0}(r, r)\right]^{2} . \tag{A72}
\end{align*}
$$

The third and the fourth term in (A72) are bounded by $C r^{-1+\epsilon}$ as $r$ goes to infinity. Inside the first and the second one, it is possible to replace $K_{0}$ and $L_{0}$ by their asymptotic behavior and increase the domain of integration up to $\infty$. Using (A17), (A19), and (A20), we see that the missing parts of the integrals (from $r$ to $\infty$ ), together with the parts between $\frac{1}{2} r$ and $r$, are bounded by
$C \int_{r / 2}^{\infty} \rho^{-3} d \rho+C \int_{r / 2}^{\infty} r \rho[1+|\rho-r|]^{-1} \rho^{-3} d \rho$
and therefore by $\mathrm{Cr}^{-1} \log \gamma$ or $\mathrm{Cr}^{-1+\epsilon}$. Besides, the contribution of the remainders $\left|Q_{0}^{\prime}(\tau, r)\right|$ or similar terms is bounded, using (A12), by

$$
C r^{-1} \int_{0}^{r / 2}\left(1+\rho^{1 / 2}\right)^{-1} \rho^{2}(r-\rho)^{-1 / 2}(r \rho)^{1 / 2} \rho^{-3} d \rho
$$

or $\mathrm{Cr}^{-1+\epsilon}$. The replacement of $K_{0}$ and $L_{0}$ in (A72) by their asymptotic behavior introduces therefore errors of the order of $r^{-1+\epsilon}$. The leading term is easily seen to be

$$
\begin{align*}
A= & \left(\cos ^{2} r\right)\left(\frac{1}{2} \int_{0}^{\infty} k_{0}^{\prime}(\rho) l_{0}^{\prime}(\rho) \rho^{-3} d \rho-\int_{0}^{\infty}\left[k_{0}^{\prime}(\rho)\right]^{2} \rho^{-3} d \rho\right) \\
& +\left(\sin ^{2} r\right)\left(\frac{1}{2} \int_{0}^{\infty} \bar{k}_{0}^{\prime}(\rho) \bar{l}_{0}^{\prime}(\rho) \rho^{-3} d \rho\right. \\
& \left.-\int_{0}^{\infty}\left[\bar{k}_{0}^{\prime}(\rho)\right]^{2} \rho^{-3} d \rho\right)+\sin r \cos r\left(\frac { 1 } { 2 } \int _ { 0 } ^ { \infty } \left[k_{0}^{\prime}(\rho) \bar{l}_{0}^{\prime}(\rho)\right.\right. \\
& \left.\left.+\bar{k}_{0}^{\prime}(\rho) l_{0}^{\prime}(\rho)\right] \rho^{-3} d \rho-2 \int_{0}^{\infty} k_{0}^{\prime}(\rho) \bar{k}_{0}^{\prime}(\rho) \rho^{-3} d \rho\right) \\
& +O\left(r^{-1+c}\right) . \tag{A75}
\end{align*}
$$

Using (A60) and (A61), it is easy to reduce (A75) to:

$$
\begin{align*}
A= & \left(\cos ^{2} r-\sin ^{2} r\right) \int_{0}^{\infty} \bar{k}_{0}^{\prime}(\rho) k_{0}^{\prime}(\rho) \rho^{-2} d \rho \\
& +\sin r \cos r\left(\int_{0}^{\infty} \rho^{-2}\left\{\left[\bar{k}_{0}^{\prime}(\rho)\right]^{2}-\left[k_{0}^{\prime}(\rho)\right]^{2}\right\} d \rho\right) \\
& +O\left(r^{-1+\epsilon}\right) \tag{A76}
\end{align*}
$$

which is precisely the formula we could obtain by replacing readily $K_{0}$ by its asymptotic behavior (but we could not appraise the remainder in such a way). Furthermore, it is clear from (2.16) that the integrals in (A76) are only semiconvergent.
Let us now study $B$ and $C$, and, for this, recall that

$$
\begin{align*}
& \mid K_{1}(\rho, r)-[k(\rho, \rho)]^{2} \sin (\rho-r) \\
& \quad-\int_{\rho}^{\infty} \sin (r-\tau) Q(\rho, \tau) \tau^{-2} d \tau \mid \leq G_{1}^{\prime}(\rho, r)  \tag{A77}\\
& \left\lvert\, \frac{\partial}{\partial r}\right.
\end{align*} \quad K_{1}(\rho, r)+[k(\rho, \rho)]^{2} \cos (\rho-r) .
$$

Using in (A69) and (A70) the bounds (A19), (A23), (A25), and (A26) for the terms indexed 0, it is easy to see that replacing $K_{1}(\rho, r)$ and $(\partial / \partial r) K_{1}(\rho, r)$ by their asymptotic behavior introduces only errors of the order of $\mathrm{Cr}^{-1+\epsilon}$. Let us now study

$$
\begin{align*}
& B_{1}=-\int_{0}^{r}\left(\frac{\partial}{\partial r} K_{0}(\rho, r)\right)\left(\int_{\rho}^{\infty} \sin (r-\tau) Q(\rho, \tau) \tau^{-2} d \tau\right) \\
& \times \rho^{-2} d \rho, \quad \text { (A79) } \\
& C_{1}=\int_{0}^{r} K_{0}(\rho, r)\left(\int_{\rho}^{\infty} \cos (r-\tau) Q(\rho, \tau) \tau^{-2} d \tau\right) \rho^{-2} d \rho . \tag{A80}
\end{align*}
$$

The integrals containing $Q$ can be absolutely bounded by $C \rho^{-1 / 2}$. Using this and again (A19), (A23), (A25), and (A26), it is easy to prove that the terms indexed 0 in (A79) and (A80) can be replaced by their asymptotic behavior, and the ( $0, r$ ) interval of integration by ( $0, \infty$ ) with an error smaller than $\mathrm{Cr}^{-3+\epsilon}$. Hence we are led to study
$B_{2}=\int_{0}^{r}[k(\rho, \rho)]^{2} \sin (\rho-r)\left(\frac{\partial}{\partial r} K_{0}(\rho, r)\right) \rho^{-2} d \rho$,
$C_{2}=-\int_{0}^{r}[k(\rho, \rho)]^{2} \cos (\rho-r) K_{0}(\rho, r) \rho^{-2} d \rho$.
Let us now use (A56) and integrate by parts. We obtain

$$
\begin{align*}
B_{2} & +C_{2}=\int_{0}^{r} K_{0}(\rho, r) \sin (\rho-r) \frac{d}{d \rho}[k(\rho, \rho)]^{2} \rho^{-2} d \rho \\
& +(2 r)^{-1} \int_{0}^{r}[k(\rho, \rho)]^{2} L_{0}(\rho, r) \sin (\rho-r) \rho^{-2} d \rho \\
& +\frac{1}{2} \int_{0}^{r}[k(\rho, \rho)]^{2} \sin (\rho-r) L_{0}(\rho, r) \rho^{-3} d \rho \\
& -2 \int_{0}^{r} K_{0}(\rho, r)[k(\rho, \rho)]^{2} \sin (\rho-r) \rho^{-3} d \rho . \quad \text { (A8 } \tag{A83}
\end{align*}
$$

In (A83) the remainders coming from the replacement of the integration interval $(0, r)$ by $(0, \infty)$, and the various remainders coming from the replacement of $K_{0}$ and $L_{0}$ by their asymptotic behavior can easily be appraised using (A23) and (A25), together with the second term in (A83). All these are bounded by $C r^{-1+\epsilon}$ for large $r$. The asymptotic form of (A83) can again be transformed using (A60) and (A61). As expected, the result is the one we could have obtained readily by substituting in $B$ and $C$ the asymptotic behavior of $K_{0}$ and $K_{1}$.
Such a direct substitution can be done in $D$, and the use of (A55) readily yields remainders of order $C r^{-1+\epsilon}$. From the above analysis we therefore conclude that

$$
\begin{align*}
(A+ & B+C+D)=\left(\cos ^{2} r-\sin ^{2} \gamma\right) \int_{0}^{\infty} \bar{k}^{\prime}(\rho) k^{\prime}(\rho) \rho^{-2} d \rho \\
& +\sin \gamma \cos \gamma \int_{0}^{\infty}\left\{\left[k^{\prime}(\rho)\right]^{2}-\left[k^{\prime}(\rho)\right]^{2}\right\} \rho^{-2} d \rho \\
& +O\left(r^{-1+c}\right) \tag{A84}
\end{align*}
$$

and therefore, as $r \rightarrow \infty$,

$$
\begin{aligned}
\omega(r) & =-4 r^{-2}\left[\cos 2 r \int_{0}^{\infty} \bar{k}^{\prime}(\rho) k^{\prime}(\rho) \rho^{-2} d \rho\right. \\
& \left.+\frac{1}{2} \sin 2 r \int_{0}^{\infty}\left\{\left[\bar{k}^{\prime}(\rho)\right]^{2}-\left[k^{\prime}(\rho)\right]^{2}\right\} \rho^{-2} d \rho\right]+O\left(r^{-3+\epsilon}\right)
\end{aligned}
$$

(A85)

## Study of $B(r)$

From (2.60) and (2.64) we want to prove that $a$ and $b$ can be chosen in such a way that $B(r)$ is equal to zero for $r<\operatorname{Inf}(a, b)$. Let us prove this for $a$. We have to prove that $a$ can be chosen in such a way that $\int_{a}^{\infty} \cos \rho \rho^{-1} d \rho$ be equal to zero. Let $a$ be smaller than $\pi / 2$.

Integrating once by parts, it is easy to see that

$$
\left|\int_{\pi}^{\infty} \cos \rho \rho^{-1} d \rho\right| \leq \pi^{-1}
$$

(A86)
Now $\int_{\pi / 2}^{\pi} \cos \rho \rho^{-1} d \rho$ is obviously negative, and smaller than $-\pi^{-1} \int_{\pi / 2}^{\pi}|\cos \rho| d \rho$ or $-\pi^{-1}$. Hence,

$$
\int_{\pi / 2}^{\infty} \cos \rho \rho^{-1} d \rho \leq 0
$$

(A87)

It is easy to see that for any positive $a, \int_{\alpha}^{\infty} \cos \rho \rho^{-1} d \rho$ is a continuous function. But $\int_{c}^{\pi / 2} \cos \rho \rho^{-1} d \rho$ is larger than $\int_{f}^{\pi / 4} \cos \rho \rho^{-1} d \rho$, and therefore larger than ${ }_{2}^{2} \sqrt{2} \log (1 \pi \epsilon)$. Choosing $\in$ small enough, we see that we succeed to prove that $\int_{c}^{\infty} \cos \rho \rho^{-1} d \rho$ can be made 0 . Since it is a continuous function, it has therefore a zero between $\epsilon$ and $\pi / 2$. We choose $a$ equal to this zero. The proof for $b$ is somewhat simpler.
Further Bounds of $K_{0}^{0}\left(r, r^{\prime}\right)$ and $\frac{\partial}{\partial r} K_{0}\left(r, r^{\prime}\right)$
So as to get a better bound for $K_{0}^{0}\left(r, r^{\prime}\right)$, we start from the formula

$$
\begin{equation*}
K_{0}^{0}\left(r, r^{\prime}\right)=C_{0} r r^{\prime} \int_{0}^{1} w^{-1} \sin (w) d u \tag{A88}
\end{equation*}
$$

which follows from [I, (3.13)], and we successively study the cases $\left(r \leq 2, r^{\prime} \leq 10\right),\left(r \leq 2, r^{\prime}>10\right)$, $\left(r \geq 2, r^{\prime} \leq 10\right),\left(r \geq 2, r^{\prime} \geq 10,\left|r-r^{\prime}\right| \geq 0.1 r^{\prime}\right)$, ( $r=2, r^{\prime} \geq 10$, and $\left.\left|r-r^{\prime}\right|<0.1 r^{\prime}\right)$.

We easily obtain

$$
\left|K_{0}\left(r, r^{\prime}\right)\right| \leq C r \log (1+r)
$$

(A89)
From (A88), we derive the following bounds:

$$
\begin{align*}
\left\lvert\, \frac{\partial}{\partial r}\right. & K 0_{0}^{0}\left(r, r^{\prime}\right) \mid \\
& \leq r^{\prime}\left|\int_{0}^{1} w^{-1} \sin w d u\right|+r r^{\prime} \int_{0}^{1}\left|\cos w-w^{-1} \sin w\right| \\
& \times\left|r-r^{\prime}+2 r^{\prime} u^{2}\right| w^{-2} d u  \tag{A90}\\
& \leq C r^{\prime}+C r r^{\prime} \int_{0}^{1}\left|r-r^{\prime}+2 r^{\prime} u^{2}\right|\left(1+w^{2}\right)^{-1} d u  \tag{A91}\\
& \leq C r^{\prime} \quad \text { for } r^{\prime} \leq r \tag{A92}
\end{align*}
$$

Besides, the first term in the rhs of (A90) is bounded by $C r^{\prime}\left(r-r^{\prime}\right)^{-(1-\epsilon) / 2}\left(r r^{\prime}\right)^{-(1+\epsilon) / 4}$. The second one (before taking the absolute value), can be integrated by parts, after having splitted the integration interval. We obtain in this way as an uper bound,

$$
\begin{align*}
C\left|r r^{\prime} \int_{0}^{\alpha} w^{-2}\right| r-r^{\prime}+2 r^{\prime} u^{2} \mid d u+ & r^{\prime} \int_{\alpha}^{1} w^{-1} d u \\
& +1+\alpha^{-1} \mid \tag{A93}
\end{align*}
$$

$w^{2}$ in the first term of (A93) can be replaced by $\left(r-r^{\prime}\right)^{2 \cdots}\left(r r^{\prime}\right) \epsilon / 2_{u} \epsilon$.
 by this way the bound

$$
\begin{align*}
\left|\frac{\partial}{\partial r} K_{0}^{0}\left(r, r^{\prime}\right)\right| \leq & C\left[1+\left(r r^{\prime}\right)^{(1 / 2)-1 / 4 \epsilon\left(r-r^{\prime}\right)^{-(1 / 2)+\epsilon / 2}}\right. \\
& +r^{\prime}\left(r-r^{\prime}\right)^{-(1-c) / 2}\left(r r^{\prime}\right)^{-(1+\epsilon) / 4} \tag{A94}
\end{align*}
$$

It is also useful to extend the domain of validity of the bounds obtained in I for $\left|(\partial / \partial r) K_{0}^{\prime}\left(r, r^{\prime}\right)\right|$. This can be done easily if we notice on formulas [I, (3.28)] and $[I,(3.29)]$ that

$$
\begin{align*}
& \left|\frac{\partial}{\partial r} C\left(r, r^{\prime}, u\right)\right|<C\left|r-r^{\prime}-w+2 r^{\prime} u^{2}\right|  \tag{A95}\\
& \quad<C r^{\prime} u^{2}\left|r r^{\prime}\left(1-u^{2}\right)\right|\left|(r+w)^{2}-r^{\prime 2}\right|-1  \tag{A96}\\
& \quad<C r^{\prime}\left|1-u^{2}\right| \quad \text { for } r^{\prime} \leq r . \tag{A97}
\end{align*}
$$

Hence, following from the properties of $\Phi_{3}$ and $\Phi_{4}$ recalled at the beginning of the present appendix, we get

$$
\begin{equation*}
\left|\frac{\partial}{\partial r} K_{0}^{\prime}\left(r, r^{\prime}\right)\right| \leq C r^{\prime} \quad \text { for } r^{\prime} \leq r \tag{A98}
\end{equation*}
$$

## Bounds of $r \omega_{1}^{\prime}(r)$

From (A67), we derive the value of $\omega_{1}^{\prime}(r)$ :

$$
\begin{align*}
\omega_{1}^{\prime}(r)= & 8 r^{-5}[K(r, r)]^{2}-2 r^{-2} V(r) K(r, r) \\
& -6 r^{-4} \int_{0}^{r}[K(\rho, r)]^{2} \rho^{-2} d \rho \\
& +12 r^{-3} \int_{0}^{r} K(\rho, r) \frac{\partial}{\partial r} K(\rho, r) \rho^{-2} d \rho \\
& -4 r^{-2} \int_{0}^{r}\left(\frac{\partial}{\partial r} K(\rho, r)\right)^{2} \rho^{-2} d \rho \\
& -4 r^{-2} \int_{0}^{r} K(\rho, r) \frac{\partial^{2}}{\partial r^{2}} K(\rho, r) \rho^{-2} d \rho \tag{A99}
\end{align*}
$$

Using alternately for $\left|K\left(r, r^{\prime}\right)\right|$ the bounds recalled in (A17), (A18), (A19), and (A20), for ( $\partial / \partial r) K_{0}\left(r, r^{\prime}\right) \mid$ the bounds (A92) and (A94), for $\mid(\partial / \partial r) K\left(r, r^{\prime}\right)$ $(\partial / \partial r) K O\left(r, r^{\prime}\right) \mid$ the bounds $C r^{\prime}$ and $C$ which both hold if $r^{\prime} \leq r\{$ see (A98), [I, (3.40)], and [I, (4.90) $\left.]\right\}$, we easily obtain

$$
r\left|\omega_{1}^{\prime}(r)\right| \leq\left\{\begin{array}{l}
C  \tag{A100}\\
C r^{-1+\epsilon}
\end{array}\right.
$$

## APPENDIX B: "PROJECTED FUNCTIONS"

Let us be given a function $\sigma(\rho)$ such that
(1) $\rho \sigma(\rho)$ is a continuous function of $\rho$, which goes to zero faster than $C \rho^{-2+\epsilon}$ as $\rho$ goes to $\infty$;
(2) $\int_{0}^{\infty} \rho \sigma(\rho)=0$;
(3) The function $\sum\left(r, r^{\prime}\right)$, defined by
$\sum\left(r, r^{\prime}\right)=-\frac{1}{2}\left(r r^{\prime}\right)^{1 / 2} \int_{0}^{\left(r r^{\prime}\right)^{1 / 2}}$

$$
\begin{equation*}
\times J_{0}\left[\left(r-r^{\prime}\right)\left(1-\rho^{2} / r r^{\prime}\right)^{1 / 2}\right] \rho \sigma(\rho) d \rho \tag{B2}
\end{equation*}
$$

can be expanded as

$$
\begin{align*}
& \sum\left(r, r^{\prime}\right)=\cos r \sum\left(r^{\prime}\right)+\sin r \sum\left(r^{\prime}\right)+\sum_{N}\left(r, r^{\prime}\right) \\
& \frac{\partial}{\partial r} \sum\left(r, r^{\prime}\right)=-\sin r \sum\left(r^{\prime}\right)+\cos r \bar{\sum}\left(r^{\prime}\right)+\bar{\sum}_{N}\left(r, r^{\prime}\right) \tag{B4}
\end{align*}
$$

where $\sum_{N}$ and $\bar{\zeta}_{-N}$ are negligible functions. Using well-known formulas, ${ }^{51}$ we can write (B2) in the form
$\sum\left(r, r^{\prime}\right)=-2 \pi^{-1} r r^{\prime} \int_{0}^{\infty} \rho \sigma(\rho) d \rho \int_{0}^{\infty} w^{-1}$
$\times \sin w \cos (2 \rho u) d u$,
where $w$ is defined by (2.31). The projected function $\sum_{p}\left(r, r^{\prime}\right)$ is equal to

$$
\sum_{\mathscr{P}}\left(r, r^{\prime}\right)=-2 \pi^{-1} r r^{\prime} \int_{0}^{\infty} \rho \sigma(\rho) d \rho \int_{0}^{1} w^{-1}
$$

$$
\begin{equation*}
\times \sin w \cos (2 \rho u) d u \tag{B6}
\end{equation*}
$$

Now, let us set
$P\left(r, r^{\prime}, \rho\right)=r r^{\prime} \int_{0}^{1} w^{-1} \sin w \cos (2 \rho u) d u$

$$
\begin{align*}
=\frac{1}{2} & \sin r \sin r^{\prime} \cos 2 \rho-\frac{1}{4} \int_{0}^{1} G\left(r, r^{\prime}, u\right) \frac{d}{d u} \\
& \times\left[(1-\cos 2 \rho u) u^{-1}\right] d u+\frac{1}{4} \int_{0}^{1} G\left(r, r^{\prime}, u\right) u^{-2} d u . \tag{B7}
\end{align*}
$$

Inserting the left-hand side of (B7) into (B6), we notice that, due to (B1), the contribution of the last term of (B7) vanishes. We therefore obtain

$$
\begin{align*}
& \begin{array}{l}
\sum_{D}\left(r, r^{\prime}\right)=-\pi^{-1} \sin r \sin r^{\prime} \int_{0}^{\infty} \rho \sigma(\rho) \cos (2 \rho) d \rho \\
\\
\text { where } \\
\quad+(2 \pi)^{-1} \int_{0}^{1} G\left(r, r^{\prime}, u\right) u^{-1} \Omega(u) d u, \\
\quad \Omega(u)=u \int_{0}^{\infty} \rho \sigma(\rho) \frac{d}{d u}\left(\frac{1-\cos 2 \rho u}{u}\right) d \rho
\end{array}
\end{align*}
$$

Clearly,

$$
\begin{align*}
\Omega(u)=2 \int_{0}^{\infty} \rho^{2} \sigma(\rho) & \sin (2 \rho u) d \rho-\int_{0}^{\infty} \rho^{2} \sigma(\rho) \\
& \times\left[(\rho u)^{-1}(1-\cos 2 \rho u)\right] d u . \tag{B10}
\end{align*}
$$

Since $\rho^{2} \sigma(\rho)$ is a function of $L_{2}(0, \infty)$, the first term in the right-hand side of (B10) is a function of $L_{2}(0, \infty)$. Noticing now that $\rho^{5 / 2-\epsilon_{\sigma}}(\rho)$ is a function of $L_{2}(0, \infty)$, and with the help of Schwarz's inequality, we are able to get for the second term the bound $C u^{-\epsilon}$. We therefore can write

$$
\begin{equation*}
\int_{0}^{1} \Omega^{2}(u) d u<C \tag{311}
\end{equation*}
$$

We now intend to show that $\sum_{p}\left(r, r^{\prime}\right)$ can be expanded like $\sum\left(r, r^{\prime}\right)$ is in (B3) and (B4). For this, we use a technique studied in Paper I, and available for integral expressions like (B8). According to [I, (5.3)] and [ $\mathrm{I},(5.4)]$, the terms remaining when $G\left(r, r^{\prime}, u\right)$ has been replaced by its asymptotic behavior in (B8) are bounded for $r^{\prime} \leq r$ by

$$
\begin{align*}
& C \int_{0}^{1}|1-\dot{w} /(2 w)| u^{-1}|\Omega(u)| d u \\
& \quad+C \int_{0}^{1} u^{-1}|\Omega(u)| \operatorname{Sup}\left[C,\left|r-r^{\prime}-w+2 r^{\prime} u 2\right| \mid c h u\right. \tag{B12}
\end{align*}
$$

Using [I, (3.31)] and [I, (5.6)], we readily obtain for the remainders the bound

$$
\begin{equation*}
R \leq C r^{\prime} / r+C r^{\prime 2} / r \tag{B13}
\end{equation*}
$$

valid for $r^{\prime} \leq \frac{1}{2} r$.
For $r^{\prime}$ between $\frac{1}{2} r$ and $r$, it follows from (B12) the bound

$$
\begin{aligned}
& C \int_{0}^{1} r^{\prime} 2 u\left[\left(r-r^{\prime}\right)^{2}+\left.4 r r^{\prime} u^{2}\right|^{-1}|\Omega(u)| d u\right. \\
& \quad+C \int_{\alpha}^{1} u^{-1}|\Omega(u)| d u+C \int_{0}^{\alpha} r r^{\prime} u\left[\left(r-r^{\prime}\right)^{2}\right. \\
& \quad+\left.4 r r^{\prime} u^{2}\right|^{-1 / 2}|\Omega(u)| d u .
\end{aligned}
$$

(B14)

Using the Schwarz's inequality and taking $\alpha=\left(r \gamma^{\prime}\right)^{-1 / 3}$ yields, after some elementary inequalities, the bound

$$
\begin{align*}
& R \leq C r^{\prime 2}\left(r r^{\prime}\right)^{-3 / 4}\left(r-r^{\prime}\right)^{-1 / 2}\left(\log \frac{r+r^{\prime}}{r-r^{\prime}}\right)^{1 / 2} \\
& \quad+C\left(r r^{\prime}\right)^{1 / 6}+C\left(r r^{\prime}\right)^{5 / 12}\left(r-r^{\prime}\right)^{-1 / 2} \tag{B15}
\end{align*}
$$

valid for $r^{\prime} \leq \boldsymbol{r}$.
It is easy to see that the bounds (B13) and (B15) for the remainders prove that these are negligible function. Indeed, the fact the remainders go to zero as $r$ goes to infinity is obvious in (B13). The fact that the integral

$$
\begin{equation*}
\int_{0}^{r}\left|R\left(r, r^{\prime}\right)\right| r^{\prime-1}\left(1+r^{\prime}\right)^{-1} d r^{\prime} \tag{B16}
\end{equation*}
$$

goes to zero as $r$ goes to infinity is readily seen by using (B13) between 0 and $r^{1 / 2}$, (B15) between $r^{1 / 2}$ and $r$.

Inserting in (B8) the asymptotic behavior of $G\left(r, r^{\prime}, u\right)$ as we did in $I$, we obtain for $\sum_{p}\left(r, r^{\prime}\right)$ expansions
(B3) and (B4), with the substitution

$$
\begin{equation*}
\sum \rightarrow \sum_{p} \tag{B17}
\end{equation*}
$$

where
$\sum_{P}\left(r^{\prime}\right)=2 \int_{0}^{1} \sin \left(r^{\prime} u^{2}\right) \sin \left[r^{\prime}\left(1-u^{2}\right)\right] u^{-1} \Omega(u) d u(\mathrm{~B} 18)$
$\bar{\Sigma}_{P}\left(r^{\prime}\right)=-\pi^{-1} \sin r^{\prime} \int_{0}^{\infty} \rho \sigma(\rho) \cos (2 \rho) d \rho$

$$
\begin{equation*}
-2 \int_{0}^{1} \sin \left(r^{\prime} u^{2}\right) \cos \left[r^{\prime}\left(1-u^{2}\right)\right] u^{-1} \Omega(u) d u \tag{B19}
\end{equation*}
$$

So as to obtain bounds for $\sum_{p}\left(r^{\prime}\right)$, let us insert (B9) in (B18):

$$
\begin{equation*}
\sum_{p}\left(r^{\prime}\right)=\int_{0}^{\infty} \rho \sigma(\rho) G\left(r^{\prime}, \rho\right) d \rho \tag{B20}
\end{equation*}
$$

where
$G\left(r^{\prime}, \rho\right)=2 \int_{0}^{1} \sin \left(r^{\prime} u^{2}\right) \sin \left[r^{\prime}\left(1-u^{2}\right)\right] \frac{d}{d u}$

$$
\begin{equation*}
\times\left[u^{-1}(1-\cos 2 \rho u)\right] d u \tag{B21}
\end{equation*}
$$

$$
\begin{equation*}
=4 r^{\prime} \int_{0}^{1}(1-\cos 2 \rho u) \sin \left[r^{\prime}\left(2 u^{2}-1\right)\right] d u \tag{B22}
\end{equation*}
$$

Clearly $\left|G\left(r^{\prime}, \rho\right)\right|$ is bounded by $C r^{\prime}$. Using now for $\left|u^{-1} \sin (2 \rho u)\right|$ and $\left|u^{-2}(1-\cos 2 \rho u)\right|$ the bound $u^{-1}$ ( $\rho u)^{\epsilon}$, it is easy to show from (B21) that $\left|G\left(r^{\prime}, \rho\right)\right|$ is also bounded by $C \rho^{1+\epsilon}$. Inserting these bounds in (B20) we get for $\sum_{P}\left(r^{\prime}\right)$ the bounds

$$
\left|\Sigma_{P}\left(r^{\prime}\right)\right|<\begin{align*}
& \mid C r^{\prime}  \tag{B23}\\
& \mid C r^{\prime} c
\end{align*}
$$

Similar remarks lead to

$$
\begin{equation*}
\left|\bar{\Sigma}_{P}\left(r^{\prime}\right)\right|<\frac{\mid C r^{\prime}}{\mid C r^{\prime} \epsilon} \tag{B24}
\end{equation*}
$$

It must be noticed that, throughout the derivation of these properties of $\sum_{p}\left(r, r^{\prime}\right)$, we never have used Assumption (3) on $\sum\left(r, r^{\prime}\right)$, as expressed by (B3) and (B4). Only, if we are interested in the function
$\sum_{Q}\left(r, r^{\prime}\right)=-2 \pi^{-1} r r^{\prime} \int_{0}^{\infty} \rho V(\rho) d \rho \int_{1}^{\infty} w^{-1}$

$$
\begin{equation*}
\times \sin w \cos (2 \rho u) d u \tag{B25}
\end{equation*}
$$

we can guarantee for this function the existence of an expansion like (B3) and (B4) if such an expansion
exists for $\sum\left(r, r^{\prime}\right)$, and bounds like (B23) and (B24) if they exist for $\sum\left(r^{\prime}\right)$ and $\bar{\sum}\left(r^{\prime}\right)$. All these results are obvious since

$$
\begin{equation*}
\sum_{Q}\left(r, r^{\prime}\right)=\sum\left(r, r^{\prime}\right)-\sum_{P}\left(r, r^{\prime}\right) \tag{B26}
\end{equation*}
$$

Let us notice also that the expansions (B3) and (B4) certainly hold if $\sigma(\rho)$ goes to zero faster than $\mathrm{Cr}^{-3-\epsilon}$, according to a study done in the Sec. 7 of I.

## APPENDIX C

We start from (3.65), and split the integration interval by the bound two. Since $\left|F^{\prime}(u)\right|$ is integrable on ( $2, \infty$ ), and behaves like $C(u-1)^{-1}$ as $u$ goes to one, it is easy to check that the contribution of the upper interval is absolutely bounded by $C$, the other by $C\left\{1+\log \left[\left(r+r^{\prime}\right) / r r^{\prime}\right]\right\}$. From (3.65) we then obtain

$$
\begin{align*}
-\frac{\partial f\left(r, r^{\prime}\right)}{\partial r}=\int_{1}^{\infty}\left(\sin w \frac{\dot{w}}{2 w}-\sin (r\right. & \left.\left.+r^{\prime}\right)\right) F^{\prime}(u) d u \\
& +\delta \cos r \sin r^{\prime} . \tag{C1}
\end{align*}
$$

Again, we split the integration interval. On (1, 2), we are led to integrals of the form

$$
\begin{equation*}
\int_{1}^{2}\left|\frac{\dot{w}}{(2 w)}-1\right|(u-1)^{-1} d u \tag{C2}
\end{equation*}
$$

which is bounded by $C$, and

$$
\begin{equation*}
\int_{1}^{2} \operatorname{Sup}\left[\left|r+r^{\prime}-w\right|, C\right](u-1)^{-1} d u \tag{C3}
\end{equation*}
$$

which is again bounded by $C\left(1+\log \left(r^{-1}+r^{\prime-1}\right)\right]$. We are therefore led to study

$$
\begin{equation*}
\int_{2}^{\infty} \sin w G(u) \frac{\dot{w}}{(2 w)} u^{-1} d u, \tag{C4}
\end{equation*}
$$

where $G(u) \in L_{2}(2, \infty)$. Let us now introduce the notations

$$
\begin{align*}
& \beta=\frac{1}{2}\left(r r^{\prime}\right)^{-1 / 2}\left|r-r^{\prime}\right| \\
& x=\left(u^{2}+\beta^{2}\right)^{1 / 2} \tag{C5}
\end{align*},
$$

we can put (C4) into the form

$$
\begin{aligned}
& \int_{\left(4+\beta^{\Sigma}\right)^{1 / 2}}^{\infty} \sin \left[2\left(r r^{\prime}\right)^{1 / 2} x\right]\left[\beta\left(x^{2}-\beta^{2}\right)^{-1}+\left(r^{\prime} / r\right)^{1 / 2}\right] \\
& \times G\left(\sqrt{x^{2}-\beta^{2}}\right) d x .
\end{aligned}
$$

Using the Parseval theorem, we therefore obtain

$$
\begin{align*}
& \left|\frac{\partial f\left(r, r^{\prime}\right)}{\partial r}\right|<C\left[1+\log \left(r^{-1}+r^{\prime-1}\right)\right] \\
& \quad+\operatorname{Sup}\left\{C,\left(r r^{\prime}\right)^{-1 / 4}\left|r-r^{\prime}\right| 1 / 2 L_{2}\left[\left(r r^{\prime}\right)^{1 / 2}\right]\right\} \\
& \quad+C\left(r^{\prime} / r\right)^{1 / 2} L_{2}\left[\left(r r^{\prime}\right)^{1 / 2}\right] \tag{C7}
\end{align*}
$$

Together with the bounds for small $r^{\prime}$, this is sufficient to guarantee that it is possible to differentiate almost everywhere an integral of the form
$\int f(r, \rho) g\left(\rho, r^{\prime}\right) \rho^{-2} d \rho$.
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# On the Stability of Periodic Orbits for Nonlinear Oscillator Systems in Regions Exhibiting Stochastic Behavior* 
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A computer has been used to determine the stability character of periodic orbits for the Hamiltonian oscillator system $H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+q_{1}^{2}+q_{2}^{2}\right)+q_{1}^{2} q_{2}-\frac{1}{3} q_{3}^{3}$. Using procedures developed by Greene [J. Math. Phys. 9,760 (1968)], empirical evidence has been obtained indicating that this system has a dense or near dense set of unstable periodic orbits throughout its stochastic (unstable) regions of phase space. The extent to which such stochastic regions exhibit $C$-system behavior, i.e, ergodicity and mixing, is discussed. Finally, the above Hamiltonian system is shown to be intimately related to the Fermi-Pasta-Ulam system as well as to the Toda lattice.

## I. INTRODUCTION

When the system energy is sufficiently large, Henon and Heiles ${ }^{1}$ have demonstrated by computer experiment that sizeable regions of phase space for the classical, two-oscillator Hamiltonian system

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+q_{1}^{2}+q_{2}^{2}\right)+q_{1}^{2} q_{2}-\frac{1}{3} q_{2}^{3} \tag{1}
\end{equation*}
$$

are filled with unstable trajectories so wild and erratic that the system motion can be regarded as stochastic, at least in the sense that the system trajectories wander freely over part or most of the energy surface. Indeed in these stochastic regions, computer calculations show that two close initial states evolve in time such that the phase space distance between the states increases exponentially. Such computer experiments indicate (but do not prove) that the stochastic regions exhibit $C$-system ${ }^{2}$ behavior, i.e., ergodicity and mixing. Contopoulos ${ }^{3}$ on the other hand has carried out computer experiments on a system similar to Hamiltonian (1) and has determined that distinct trajectories lying in a stochastic region do not cover this region as uniformly as one would expect under the assumption of ergodicity. It appears that, unlike $C$-systems, Hamiltonian (1) may possess stable periodic orbits and small regions of stability lying inside its macroscopic stochastic regions.
It is therefore of interest to investigate the stability character of periodic orbits for Hamiltonian (1). In this paper using techniques previously described by Greene, ${ }^{4}$ we develop empirical evidence indicating that the stochastic regions for Hamiltonian (1) are characterized by a dense or near dense set of un"


FIG. 1. The mapping generated by Hamiltonian (1) at energy $E=\frac{1}{8}$. Central fixed points lie on the $q_{2}$ and $p_{2}$ axes at the center of each region of ovals. Each oval in the stable regions was generated by a single, quasi-periodic trajectory of Hamiltonian (1). The ated by a single, quasi-periodic trajectory of hamitonian (1). The
set of scattered dots shown in the unstable or stochastic region was set of seattered dots sinown in the unstable or stochastic re
stable pe riodic orbits. Our results, like those of Greene, are empirical and do not constitute a mathematical proof; moreover they do not preclude the existence of stable periodic orbits in the stochastic regions. However, they do make it clear that such periodic orbits, if they exist, are likely to affect only regions of very small measure in phase space. As a consequence in the macroscopic view of a physicist, the physical properties of stochastic regions like those of Hamiltonian (1) are likely to be indistinguishable from those of a $C$-system.

## II. MATHEMATICAL PRELIMINARIES

In order to define our notation and concepts and in order to make this paper as self-contained as possible, this section briefly reviews the highlights of relevant earlier work. Of necessity, much detail has been omitted; if confusion arises, the reader is urged to peruse the extremely clear Refs. 1 and 4 as well as Chap. 4 of Ref. 2.
Henon and Heiles survey the allowed motion for Hamiltonian (1) by, in effect, reducing the motion to a plane area-preserving mapping. For fixed energy $E$, it is possible to generate a plane area-preserving mapping in the ( $q_{2}, p_{2}$ ) plane using Hamiltonian (1). Starting with a given $\left(q_{2}, p_{2}\right)$ point in the plane and setting $q_{1}=0$, we may solve Eq. (1) for $p_{1} \geq 0$. This provides us with an initial mapping point $\left(q_{2}, p_{2}\right)$ and with a set of initial conditions ( $q_{1}, p_{1}, q_{2}, p_{2}$ ) for integrating a trajectory of Hamiltonian (1). The initial $\left(q_{2}, p_{2}\right)$ point then maps into the $\left(q_{2}, p_{2}\right)$ coordinates of the next point on this system trajectory for which $q_{1}=0$ and $p_{1} \geq 0$. Clearly each trajectory generates a unique set of points in the $\left(q_{2}, p_{2}\right)$ plane, and we may use Poincare's theorem on integral invariants to prove that the mapping is area-preserving.
Figure 1 shows the mapping generated by Hamiltonian (1) at the energy $E=\frac{1}{8}$. On the $q_{2}$ or $p_{2}$ axis at the center of each region of ovals is a fixed point of the mapping (hereafter called a central fixed point) generated by a periodic orbit of the differential equation system. If as usual we denote the mapping by the equation

$$
\begin{equation*}
\left(q_{2}^{(1)}, p_{2}^{(1)}\right)=T\left(q_{2}^{(0)}, p_{2}^{(0)}\right) \tag{2}
\end{equation*}
$$

then these central fixed points satisfy $\left(q_{2}, p_{2}\right)=$
$T\left(q_{2}, p_{2}\right)$. Each oval about a central fixed point is-to computer accuracy-an invariant curve generated by a quasi-periodic orbit of Hamiltonian (1), and sequential mapping iterates of an initial $\left(q_{2}, p_{2}\right)$ point lying on an oval rotate about the central fixed point. The average angle of rotation (divided by $2 \pi$ ) is called the rotation number $\omega$, and the $\omega$ associated with each invariant curve varies smoothly as one progresses
out from a central fixed point. Moser ${ }^{5}$ has shown that mathematically exact invariant curves surround the central fixed points provided, among other things, that the associated rotation numbers are irrationals satisfying the inequality

$$
\begin{equation*}
|\omega-l / k|>\mathscr{E} / k^{5 / 2} \tag{3}
\end{equation*}
$$

for all integers $l$ and $k$, where $\mathcal{E}$ is a constant independent of $k$.
Between these exact Moser curves, one might expect to find a dense set of invariant curves with rational rotation numbers $\omega=P / Q$ ( $P$ and $Q$ relative prime) composed purely of fixed points of $Q$ iterations of the mapping $T^{Q}$. However a theorem due to Birkhoff ${ }^{6}$ assures us that in general only remnants of such $\omega$ rational invariant curves appear in the form of $2 Q$, interleaved fixed points, half being stable elliptic fixed points of $T^{Q}$ and half being unstable hyperbolic fixed points. ${ }^{7}$ Indeed according to Birkhoff, extremely accurate computer calculation of the Fig. 1 mapping in a neighborhood of the central elliptic fixed point on the positive $q_{2}$ axis would be expected to reveal a picture similar to that sketched in Fig. 2. An indication of this structure for the Henon-Heiles system at energy $E=\frac{1}{8}$ appears in Fig. 3, which shows only a few of the hundreds of fixed points found for this system. Returning to Fig. 2, we note that the Moser curves are very closely spaced near the central fixed point. Farther out, the interleaved Birkhoff fixed points become large enough to be seen on a macroscopic scale. Moreover at the edges of the figure, the intersecting "hash" of separatrices from the hyperbolic fixed points becomes apparent. Slightly beyond the outer curves in Fig. 2, the Moser curves vanish ${ }^{4}$ and the elliptic members of the Birkhoff fixed point families themselves become hyperbolic. ${ }^{4}$ Consequently as we shall show later, beyond the family of five elliptic fixed points in Fig. 1 belonging to $T^{5}$, many if not all fixed points are hyperbolic, leading to the erratic splatter of points seen in Fig. 1 which were generated by a single trajectory of the Henon-Heiles system.
In order to demonstrate that the stochastic region of Fig. 1 contains a dense or near dense set of hyperbolic fixed points, corresponding to unstable periodic trajectories for the Henon-Heiles system, we apply the calculative techniques of Greene ${ }^{4}$ to the HenonHeiles mapping. Suppose in the $\left(q_{2}, p_{2}\right)$ plane we have found a fixed point ( $q, p$ ) of $T^{Q}$ satisfying

$$
\begin{equation*}
(q, p)=T^{Q}(q, p) \tag{4}
\end{equation*}
$$

let us then follow Greene and write Eq. (4) as a linearized mapping, valid in a small neighborhood of this fixed point, in the vector-matrix form

$$
\left[\begin{array}{c}
\left(q^{(1)}-q\right)  \tag{5}\\
\left(p^{(1)}-p\right)
\end{array}\right]=\left(\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right)\left[\begin{array}{l}
\left(q^{(0)}-q\right) \\
\left(p^{(0)}-p\right)
\end{array}\right]
$$

where the $\left\{M_{i j}\right\}$ denote the matrix elements of the linearized transformation. We may now use a computer to calculate the matrix elements of $M$. First we choose a point $\left(q^{(0)}, p^{(0)}\right)$ near the fixed point $(q, p)$ such that $\left(p^{(0)}-p\right)=0$ and $\left(q^{(0)}-q\right) \neq 0$. We
then solve the Henon-Heiles differential equation system obtaining $\left(q^{(1)}-q\right)$ and $\left(p^{(1)}-p\right)$. Thence we have

$$
\begin{align*}
M_{11}=\left(q^{(1)}-q\right) /\left(q^{(0)}-q\right) & \text { and } \\
& M_{21}=\left(p^{(1)}-p\right) /\left(q^{(0)}-q\right) \tag{6}
\end{align*}
$$

Similarly picking an initial point such that $\left(q^{(0)}-q\right)=$ 0 and $\left(p^{(0)}-p\right) \neq 0$ and then calculating the new $\left(q^{(1)}-q\right)$ and $\left(p^{(1)}-p\right)$, we find

$$
\begin{align*}
M_{12}=\left(q^{(1)}-q\right) /\left(p^{(0)}-p\right) & \text { and } \\
& M_{22}=\left(p^{(1)}-p\right) /\left(p^{(0)}-p\right) . \tag{7}
\end{align*}
$$

The conditions that the determinant of $M$ should equal unity and that (due to symmetry of Fig. 1 about the $q_{2}$ axis) the diagonal elements of $M$ should be equal can be used to insure accuracy in the calculations. Now introduce the quantity $R$, called the residue of the fixed point and defined as


FIG. 2. Using increased computer integration accuracy, the mapping in a neighborhood of the central fixed point on the $q_{2}$ axis in Fig. 1 would be expected to appear as shown in this sketch. The circles represent the exact invariant curves predicted by the Moser theorem, and the alternating elliptic-hyperbolic fixed point families are of the type predicted by Birkhoff.


FIG. 3. Selected fixed points of the mapping generated by Hamiltonian (1) at energy $E=\frac{1}{6}$ illustrating that some of the structure sketched in Fig. 2 can actually be observed. The innermost set of four fixed points located at the dots inside small circles are elliptic members of the $T^{4}$ family. The fixed points located at the asterisks are elliptic members of the same $T^{5}$ family which can be seen in Fig.1. Surrounding each member of this $T^{5}$ family is a set of eleven hyperbolic fixed points belonging to $T^{55}$. Finally, the eight fixed points located at the $x$ symbols are hyperbolic members of $T^{8}$. With the exception of the $T^{8}$ family, each family of fixed points shown represents half of an alternating elliptic-hyperbolic set. However, all 16 members of the two $T^{8}$ families, which lie in the stochastic region of Fig. 1, are hyperbolic. (Here 1 tick $=0.2$ )

$$
\begin{equation*}
R \equiv \frac{1}{2}-\frac{1}{4} \operatorname{Tr}(M) \tag{8}
\end{equation*}
$$

from which we may determine the stability character of the fixed point. Greene ${ }^{4}$ shows that the fixed point is elliptic when $0<R<1$ and hyperbolic when $R<0$ or $R>1$. As mentioned earlier, the $2 Q$ fixed points of $T^{Q}$ form two families of $Q$ members. Each member of one family has the same positive residue while each member of the other family has the same negative residue. Empirically it is found that the absolute value of the two residues are approximately equal. Consequently when $|R|<1, T^{Q}$ has alternating elliptic-hyperbolic members; on the other hand when $|R|>1$, all $2 Q$ fixed points of $T^{Q}$ are hyperbolic, half being hyperbolic with $R<1$ and half being hyperbolic with $R>1$.

Let us now briefly return to Fig. 2 which shows a few of the Moser invariant curves and a few of the interleaved elliptic-hyperbolic fixed point families. All members of this set lie on approximate circles (or ellipses) about the central fixed point, and we shall refer to them as members of the first order hierarchy. Since the Moser and Birkhoff theorems are also valid in some neighborhood of each first order, elliptic fixed point, Fig. 2 is reproduced on a microscopic scale about each first order, elliptic fixed point yielding the second order of the hierarchy. One similarly proceeds to define higher orders in the hierarchy,boxes within boxes ad infinitum. The fixed points of first order have rotation numbers $\omega=P / Q$ about the central fixed point with $P$ and $Q$ relative prime. The higher order fixed points yield $\omega=P / Q$ with $P$ and $Q$ having a common integer factor. Here $Q$ is the number of fixed points in the family corresponding to the integer exponent of $T^{Q}$, and $P$ is the integral number of $2 \pi$ rotations around the central fixed point when following from a fixed point to its image through all $Q$ members of the family. For example, each member of the first order, elliptic family of $T^{5}$ in Fig. 3 has $\omega=\frac{1}{5}$, while each member of the second order, hyperbolic family of $T^{55}$ has $\omega=\frac{11}{55}$. Greene chooses to fix his attention on the dense or near dense set of first order fixed points in the hierarchy, and for these fixed points he observes that the residue of a fixed point of $T^{Q}$ may be related to $Q$ by the equation

$$
\begin{equation*}
|R|=\alpha\left[f(P / Q]^{Q / 2}\right. \tag{9}
\end{equation*}
$$

where ( $P / Q$ ) is the rotation number of the fixed point, where the absolute value sign on $R$ permits use of negative residue fixed points, and where $f(P / Q)$ is an empirically determined function. If we can now empirically determine a smooth $f(P / Q)$ function, then in those $\left(q_{2}, p_{2}\right)$ plane regions where $f(P / Q)>1$ we have that $|R|>1$, which implies that all or almost all first order fixed points in that region are hyperbolic. In the following section, we present $f$ curves for the Henon-Heiles system.

## III. RESULTS

In seeking data from which to plot $f$ curves for the Henon-Heiles system, we chose to search the positive $q_{2}$ axis for first order fixed points lying about the central fixed point on the $q_{2}$ axis. Due to the ( $q_{2}, p_{2}$ ) plane symmetry about the $q_{2}$ axis, at least one fixed point of $T^{Q}$ for odd $Q$ must lie on axis. This axis would thus be especially rich in fixed points. As a
preliminary calculation, we located about 200 first order fixed points lying on the $q_{2}$ axis for HenonHeiles system energy $E=\frac{1}{12}$. These fixed points were quite well distributed over almost the complete interval between the central fixed point on the $q_{2}$ axis and the maximum positive $q_{2}$ value allowed by $E=\frac{1}{12}$. Inverse rotation numbers began at about $\omega^{-1}=5.0$ near the central fixed point and monotonically increased to about $\omega^{-1}=8.5$ near the maximum allowed $q_{2}$ value.

For each fixed point we computed $R$ and thence $f$, using a preliminary value of unity for $\alpha$. A plot of $f=|R|^{2 / Q}$ versus inverse rotation number $\omega^{-1}=$ $Q / P$ provided us with a graph looking like a bad case of the measles. This somewhat random splatter of points however had, just as Greene predicts, a lower envelope representing a minimum $f$ curve. We then found that this minimum $f$ curve could be determined quite easily by plotting $f$ values for sequences of fixed points having inverse rotation numbers given by $\omega^{-1}$ $=k \pm(1 / n)$, where $k=5,6,7$, or 8 and $n>1$ is an


FIG.4. The minimum $f$ curve for Henon-Heiles system energy $E=\frac{1}{12}$.


FIG. 5. The mapping generated by Hamiltonian (1) at energy $E=\frac{1}{12}$. As anticipated from Fig. 4, no macroscopic stochastic regions appear. Figure 4 nonetheless indicates that microscopic stochastic regions would be observed with sufficient computer accuracy. (Here 1 tick $=0.1$ )
integer. The data for a typical sequence is presented in Table I. The minimum $f$ curve itself is presented in Fig.4. In this figure, $\alpha$ equals unity. We recomputed the graph first using $\alpha=10$ and then $\alpha=0.1$. The net result was a slight shift upward or downward of the Fig. 4 curve of no consequence for our purposes; we thus used $\alpha=1$ in all our calculations.

Although the minimum $f$ curve in Fig. 4 has narrow spikes which rise above unity and although there is a general increase in $f$ values with increasing $\omega^{-1}=$ $Q / P$, the most significant feature of Fig. 4 is that the $f$ curve does not rise and remain above unity. As a consequence, we would not expect to find any macroscopic stochastic regions in a $\left(q_{2}, p_{2}\right)$ mapping for the Henon-Heiles system at energy $E=\frac{1}{12}$, and this expectation is verified in Fig. 5. The spikes in Fig. 4 which rise above unity (Greene points out that such spikes exist in every $Q / P$ region) imply that there are many microscopic stochastic zones in Fig. 5, each containing a dense or near dense set of first order, hyperbolic fixed points. Despite the fact that these microscopic regions are much too narrow to be seen in Fig. 5, their existence is expected, though not proved, from heuristic arguments ${ }^{4,8}$ based on the Moser and Birkhoff theorems; moreover, their appearance can be empirically demonstrated by extremely accurate computer calculations.

Finally in Fig. 6 we present the minimum $f$ curve for the Henon-Heiles system at the energy $E=\frac{1}{8}$ used in Figs. 1 and 3. This minimum curve is again based on data for sequences of fixed points having inverse rotation numbers given by $\omega^{-1}=k \pm(1 / n)$, where here $k=3,4$, or 5. In Fig. 1, $\omega^{-1}=Q / P$ varies monoto ${ }^{-}$ nically from about 3.0 near the central fixed point on the $q_{2}$ axis to about 5.5 slightly beyond the ovals around the elliptic fixed point of $T^{5}$. The $f$ curve in Fig. 6, as opposed to its cousin in Fig. 4, rises quite rapidly with $Q / P$. Excepting the fixed points with $Q / P$ $=5$ which have an $f$ value and residue slightly less than unity, the minimum $f$ curve lies above unity for all $Q / P \equiv 4.7$, implying that a dense or near dense set of hyperbolic first order fixed points exists in the stochastic region beyond the $T^{5}$ elliptic points in Fig. 1. Indeed one would anticipate that this stochastic


FiG. 6. The minimum $f$ curve for Henon-Heiles system energy $E=\frac{1}{8}$.

TABLE I. The quantity $f=|R|^{2 / Q}$ as a function of inverse rotation number $\omega^{-1}=Q / P$ for selected fixed points in the sequence having $\omega^{-1}=7+(1 / n)$, where $n$ is an integer, and for Henon-Heiles system energy $E=\frac{1}{12}$.

| $n$ | $Q$ | $p$ | $Q / P$ | Residue | $f=\|K\|^{2 / Q}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 15 | 2 | 7.50 | $4.15 \times 10^{-7}$ | $1.41 \times 10^{-1}$ |
| 3 | 22 | 3 | 7.33 | $5.65 \times 10^{-7}$ | $2.70 \times 10^{-1}$ |
| 4 | 29 | 4 | 7. 25 | $3.22 \times 10^{-6}$ | $4.18 \times 10^{-1}$ |
| 5 | 36 | 5 | 7.20 | $1.56 \times 10^{-6}$ | $4.76 \times 10^{-1}$ |
| 6 | 43 | 6 | 7.17 | $6.25 \times 10^{-7}$ | $5.15 \times 10^{-1}$ |
| 7 | 50 | 7 | 7.14 | $-5.20 \times 10^{-7}$ | $5.61 \times 10^{-1}$ |
| 8 | 57 | 8 | 7.13 | $5.98 \times 10^{-7}$ | $6.05 \times 10^{-1}$ |
| 9 | 64 | 9 | 7.11 | $8.47 \times 10^{-7}$ | $6.46 \times 10^{-1}$ |
| 10 | 71. | 10 | 7.10 | $5.20 \times 10^{-6}$ | $7.10 \times 10^{-1}$ |
| 15 | 106 | 15 | 7.07 | $-3.07 \times 10^{-7}$ | $7.54 \times 10^{-1}$ |
| 20 | 141 | 20 | 7.05 | $1.30 \times 10^{-6}$ | $8.25 \times 10^{-1}$ |

region completely surrounds the ovals shown in Fig. 1 which encircle the elliptic fixed points of $T^{5}$, a feature we shall return to later.
The above argument for a dense or near dense set of hyperbolic fixed points throughout the stochastic region would be considerably strengthened had we been able to continue the $f$ curve of Fig. 6 to larger values of $\omega^{-1}=Q / P$. Unfortunately, searching the $q_{2}$ axis for fixed points lying in the highly unstable stochastic region required more computer time and accuracy than was available to us. Nonetheless, the following evidence supporting our central conclusion was obtained. We tracked a number of individual $Q / P$ families as a function of energy from their first appearance near the central fixed point as alternating elliptic-hyperbolic families with $|R|<1$, through their transition to hyperbolic-hyperbolic families with $|R|$ $>1$, and through their motion well into the stochastic sea with $|R| \gg 1$. As the energy was increased, the residues for all the individual families studied first oscillated a bit between zero and unity and then rose monotonically to values greatly exceeding unity.

## IV. DISCUSSION

Recently, Sinai ${ }^{9}$ rigorously proved that the hard sphere gas is ergodic and mixing by, in essence, showing it to be a $C$-system ${ }^{2}$ (strictly speaking, a $K$-system ${ }^{2}$.) One is thus led to inquire ${ }^{10}$ whether or not systems with attractive as well as repulsive interactions can exhibit $C$-system behavior. Since a definitive, mathematically rigorous answer to this question appears to lie far in the future, computerbased, empirical studies of simple systems with attractive interactions such as Hamiltonian (1) can be particularly illuminating. Now an essential property of $C$-systems ${ }^{2}$ is that points on initially close orbits separate exponentially with time. Therefore, all periodic orbits for $C$-systems are unstable. As a consequence, the elliptic fixed points of Fig. 1, generated by the stable periodic orbits of the Henon-Heiles system, graphically demonstrate that Hamiltonian (1) is not a $C$-system. Nonetheless Fig. 1 reveals macroscopic unstable regions which are suggestive of emerging $C$-system behavior. In particular, Henon and Heiles have shown empirically that points on initially close orbits in such regions do exponentiate apart. Moreover, they show that the macroscopic unstable region includes most of phase space for sufficiently large energy.

In this paper we have presented additional evidence indicating $C$-system behavior in the unstable regions of the Henon-Heiles system by showing that such regions contain a dense or near dense set of unstable periodic orbits. Unfortunately our empirical evidence does not preclude the appearance of microscopic stable regions embedded in the macroscopic unstable region. First, our calculations say nothing about the periodic orbits corresponding to higher order fixed points in the hierarchy; and, second, they say nothing about the maverick periodic orbits which apparently fit nowhere in the hierarchy scheme. Despite these drawbacks, one anticipates that at worst the dense set of first order, unstable periodic trajectories would allow the stable orbits, if present, to influence only microscopic regions of phase space. In support of this conjecture, one observes using a computer that distinct orbits started deep within the unstable region of Fig. 1 each generate an essentially indistinguishable, random-looking set of points.
An exception to this behavior does occur however where, as in Fig. 1, the stochastic sea touches or encloses a macroscopic stable region. For example, the boundary between the stable regions associated with the $T^{5}$ elliptic fixed points in Fig. 1 and the surrounding stochastic sea is not sharp. A narrow transition region exists, and orbits in this region may linger there for protracted time intervals before finally escaping into the stochastic sea. The present authors believe that this exceptional behavior is responsible for Contopoulos' results mentioned in Sec.I. In Fig. 1 the boundary layer between the stable regions and the stochastic sea is sizeable and consequently the measure of the trajectories influenced by it is not small. However as the energy in Hamiltonian (1) increases, these macroscopic stable regions and their troublesome boundaries shrink to negligible size. Thus for sufficiently large energy, Hamiltonian (1) would be expected to yield $C$-system behavior over most of its phase space.
In conclusion, let us emphasize that the Henon-Heiles system does provide insight into the generic behavior of systems with attractive forces. First it is worth noting, as shown in Appendix A, that any three-particle system with a Hamiltonian of the form

$$
\begin{align*}
H=(1 / 2 m)\left(P_{1}^{2}+P_{2}^{2}\right. & \left.+P_{3}^{2}\right)+V\left(Q_{1}-Q_{3}\right) \\
& +V\left(Q_{2}-Q_{1}\right)+V\left(Q_{3}-Q_{2}\right) \tag{10}
\end{align*}
$$

can be reduced to Hamiltonian (1) in the cubic approximation, provided that $V(r)$ has a nonzero cubic term in its power series expansion. Thus the three-particle Fermi-Pasta-Ulam ${ }^{11}$ system and the three-particle Toda lattice ${ }^{12}$ are intimately related to Hamiltonian (1). In addition numerous computer studies 8,13 of various Hamiltonian oscillator systems reveal behavior differing little from that of the Henon-Heiles system. Finally although Hamiltonian (1) yields predominantly C-system behavior only for large energy, Ford and Lunsford ${ }^{14}$ demonstrate that the same type stochastic behavior can occur for arbitrarily small energy when the number of oscillators is three or greater.
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## APPENDIX A

Let us expand the potentials $V$ in Hamiltonian (10) as a power series in their arguments, retaining terms only through cubic order. We may then write Hamiltonian (10) as

$$
\begin{align*}
H= & \frac{1}{2}\left[P_{1}^{2}+P_{2}^{2}+P_{3}^{2}+\left(Q_{1}-Q_{3}\right)^{2}+\left(Q_{2}-Q_{1}\right)^{2}\right. \\
& \left.+\left(Q_{3}-Q_{2}\right)^{2}\right]-(\alpha / 3)\left[\left(Q_{1}-Q_{3}\right)^{3}+\left(Q_{2}-Q_{1}\right)^{3}\right. \\
& \left.+\left(Q_{3}-Q_{2}\right)^{3}\right], \tag{A1}
\end{align*}
$$

where without loss of generality we have set the mass $m$ and the "spring constant" $k$ of the quadratic terms equal to unity. Into Hamiltonian (A1) let us introduce the canonical transformation

$$
\begin{equation*}
Q_{i}=\sum_{j=1}^{3} A_{i j} \zeta_{j}, \quad P_{i}=\sum_{j=1}^{3} A_{i j} \eta_{j} \tag{A2}
\end{equation*}
$$

where the matrix $A$ is given by

$$
A=\left(\begin{array}{ccc}
3^{-1 / 2} & 2^{-1 / 2} & 6^{-1 / 2}  \tag{A3}\\
3^{-1 / 2} & 0 & -(2 / 3)^{1 / 2} \\
3^{-1 / 2} & -2^{-1 / 2} & 6^{-1 / 2}
\end{array}\right)
$$

we find

$$
\begin{align*}
H=\frac{1}{2}\left[\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}+\right. & \left.3 \zeta_{2}^{2}+3 \zeta_{3}^{2}\right] \\
& +\left(3 \alpha / 2^{1 / 2}\right)\left(\zeta_{2} \zeta_{3}^{2}-\frac{1}{3} \zeta_{2}^{3}\right) \tag{A4}
\end{align*}
$$

Since $\zeta_{1}$ does not appear in Hamiltonian (A4), $\eta_{1}$ is a constant of the motion. We may thus drop the term $\eta_{1}^{2}$ from Hamiltonian (A4), obtaining the reduced, two degrees of freedom Hamiltonian

$$
\begin{align*}
H=\frac{1}{2}\left(\eta_{2}^{2}+\eta_{3}^{2}+3 \zeta_{2}^{2}+\right. & \left.3 \zeta_{3}^{2}\right) \\
& +\left(3 \alpha / 2^{1 / 2}\right)\left(\zeta_{2} \zeta_{3}^{2}-\frac{1}{3} \zeta_{2}^{3}\right) \tag{A5}
\end{align*}
$$

The equations of motion for Hamiltonian (A5) are

$$
\begin{align*}
& \ddot{\zeta}_{2}=-3 \zeta_{2}-\left(3 \alpha / 2^{1 / 2}\right)\left(\zeta_{3}^{2}-\zeta_{2}^{2}\right)  \tag{A6}\\
& \ddot{\zeta}_{3}=-3 \zeta_{3}-\left(3 \alpha / 2^{1 / 2}\right)\left(2 \zeta_{2} \zeta_{3}\right)
\end{align*}
$$

Now change the time scale via $t=\tau / 3^{1 / 2}$, retaining the dot notation for $(d / d \tau)$, and let $\xi_{2}=\left(2^{1 / 2} / \alpha\right) q_{2}$ and $\zeta_{3}=\left(2^{1 / 2} / \alpha\right) q_{1}$; then Eq. (A6) may be written

$$
\begin{equation*}
\ddot{q}_{1}=-q_{1}-2 q_{1} q_{2}, \quad \ddot{q}_{2}=-q_{2}-q_{1}^{2}+q_{2}^{2} \tag{A7}
\end{equation*}
$$

The Hamiltonian for Eq. (A7) is

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+q_{1}^{2}+q_{2}^{2}\right)+q_{1}^{2} q_{2}-\frac{1}{3} q_{2}^{3} \tag{AB}
\end{equation*}
$$

i.e., the Henon-Heiles Hamiltonian (1). Thus in the cubic approximation, Hamiltonian (10) is equivalent to Hamiltonian (1).
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Exact solutions are derived for the Faddeev equations for a one-dimensional system of three distinguishable particles of identical mass, interacting pairwise through a delta function potential. The method here employed uses scattering boundary conditions directly on the system of equations.

Dodd ${ }^{1}$ has shown that solutions can be found to the Faddeev equations ${ }^{2}$ for a one-dimensional system of three particles of identical mass interacting pairwise with a delta function potential. This system was discussed by McGuire ${ }^{3}$ and Yang. ${ }^{4}$ Dodd constructs the various scattering amplitudes by utilizing the known form of McGuire's configuration space solutions. He then demonstrates that these satisfy the Faddeev equations for the system. His method can therefore be characterized as indirect. Obviously a more direct method of solution, without using the knowledge of the configuration space solution, is of some interest, particularly, with a view to handling problems where the wavefunctions are not known a priori.
We shall present such a direct solution of the problem. The main point is to incorporate the boundary conditions in Faddeev equations. In some recent work on atomic problems, Chen, Chung, and Kramer ${ }^{5}$ have shown how to do this; an explanation of their procedure is given by Shastry and Rajagopal. ${ }^{6}$ We adopt this method to solve the equations.

## 1. FADDEEV EQUATIONS

The mass of each particle is taken to be unity. Let $x_{1}, x_{2}, x_{3}$ be their coordinates. The Hamiltonian of our problem is

$$
\begin{align*}
H=\frac{1}{2}\left(k_{1}^{2}+k 2+\right. & k 2 \\
& -g \delta\left(x_{2}-x_{3}\right)  \tag{1.1}\\
& -g \delta\left(x_{3}-x_{1}\right)-g \delta\left(x_{1}-x_{2}\right)
\end{align*}
$$

We define the momenta
$K=(6)^{-1 / 2}\left(k_{1}+k_{2}+k_{3}\right)$,
$q_{1}=\frac{1}{2}(3)^{-1 / 2}\left(2 k_{1}-k_{2}-k_{3}\right), \quad p_{1}=\frac{1}{2}\left(k_{2}-k_{3}\right)$,
$q_{2}=\frac{1}{2}(3)^{-1 / 2}\left(2 k_{2}-k_{3}-k_{1}\right), \quad p_{2}=\frac{1}{2}\left(k_{3}-k_{1}\right), \quad$ (1.2)
$q_{3}=\frac{1}{2}(3)^{-1 / 2}\left(2 k_{3}-k_{1}-k_{2}\right), \quad p_{3}=\frac{1}{2}\left(k_{1}-k_{2}\right)$.
We can put $K=0$. Then the kinetic part of (1.1) becomes

$$
\begin{equation*}
H_{0}=p_{1}^{2}+q_{1}^{2}=p_{2}^{2}+q_{2}^{2}=p_{3}^{2}+q_{3}^{2} \tag{1,3}
\end{equation*}
$$

The sets $\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right)$, and $\left(p_{3}, q_{3}\right)$ are related; for instance,

$$
\begin{array}{ll}
q_{2}=-\frac{1}{2} q_{1}+\frac{1}{2} \sqrt{3} p_{1}, & p_{2}=\frac{1}{2} \sqrt{3} q_{1}-\frac{1}{2} p_{1} \\
q_{3}=-\frac{1}{2} q_{1}-\frac{1}{2} \sqrt{3 p_{1}}, & p_{3}=\frac{1}{2} \sqrt{3 q_{1}}-\frac{1}{2} p_{1} \tag{1.4}
\end{array}
$$

We denote the state vector by

$$
\begin{equation*}
\left|k_{1} k_{2} k_{3}\right\rangle \equiv\left|p_{1} q_{1}\right\rangle_{1}=\left|p_{2} q_{2}\right\rangle_{2}=\left|p_{3} q_{3}\right\rangle_{3} \tag{1.5}
\end{equation*}
$$

The subscript denotes which particular set of (1.2) we are using. The states (1.5) are complete and normalized by

$$
\begin{equation*}
{ }_{i}\left\langle p^{\prime} q^{\prime} \mid p q\right\rangle_{i}=\delta\left(p^{\prime}-p\right) \delta\left(q^{\prime}-q\right) \tag{1.6}
\end{equation*}
$$

The Faddeev equations are written as

$$
\begin{aligned}
& T^{1}=T_{1}+T_{1} G_{0}\left(T^{2}+T^{3}\right), T^{2}=T_{2}+T_{2} G_{0}\left(T^{3}+T^{1}\right) \\
& T^{3}=T_{3}+T_{3} G_{0}\left(T^{1}+T^{2}\right), \quad G_{0}=\left(E-H_{0}\right)^{-1}
\end{aligned}
$$

The operators $T_{i}$ are obtained from the off-energyshell extension of the $t$-matrices of the two particle subsystems:

$$
\begin{array}{r}
{ }_{i}\left\langle p_{i} q_{i}\right| T_{i}(E)\left|p_{i}^{\prime} q_{i}^{\prime}\right\rangle_{i}=-\frac{g}{2 \pi} \cdot \frac{\delta\left(q_{i}-q_{i}^{\prime}\right)\left(E-q_{i}^{2}\right)^{1 / 2}}{\left(E-q_{i}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \\
i=1,2,3
\end{array}
$$

For any state $|y\rangle$, we take matrix elements of (1.7) and write

$$
\begin{align*}
\left\langle p_{1} q_{1}\right| T^{1}|y\rangle & ={ }_{1}\left\langle p_{1} q_{1}\right| T_{1}|y\rangle-(g / 2 \pi) \Psi_{1}\left(q_{1} ; y\right) \\
{ }_{2}\left\langle p_{2} q_{2}\right| T^{2}|y\rangle & ={ }_{2}\left\langle p_{2} q_{2}\right| T_{2}|y\rangle-(g / 2 \pi) \Psi_{2}\left(q_{2} ; y\right) \\
{ }_{3}\left\langle p_{3} q_{3}\right| T^{3}|y\rangle & ={ }_{3}\left\langle p_{3} q_{3}\right| T_{3}|y\rangle-(g / 2 \pi) \Psi_{3}\left(q_{3} ; y\right) \tag{1.9}
\end{align*}
$$

Then from (1.7), (1.8), and (1.4), we get

$$
\begin{align*}
& \Psi_{1}\left(q_{1} ; y\right)={\chi_{1}\left(q_{1} ; y\right)}^{\quad+\frac{\sqrt{3} g}{4 \pi} \frac{\left(E-q_{1}^{2}\right)^{1 / 2}}{\left(E-q_{1}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \int_{-\infty}^{\infty} \frac{\Psi_{2}\left(q^{\prime \prime} ; y\right) d q^{\prime \prime}}{q^{\prime \prime 2}+q^{\prime \prime} q_{1}+q_{1}^{2}-\frac{3}{4} E}} \\
& \quad+\frac{\sqrt{3} g}{4 \pi} \frac{\left(E-q_{1}^{2}\right)^{1 / 2}}{\left(E-q_{1}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \int_{-\infty}^{\infty} \frac{\Psi_{3}\left(q^{\prime \prime} ; y\right) d q^{\prime \prime}}{q^{\prime 2}+q^{n} q_{1}+q_{1}^{2}-\frac{3}{4} E}
\end{align*}
$$
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Dodd ${ }^{1}$ has shown that solutions can be found to the Faddeev equations ${ }^{2}$ for a one-dimensional system of three particles of identical mass interacting pairwise with a delta function potential. This system was discussed by McGuire ${ }^{3}$ and Yang. ${ }^{4}$ Dodd constructs the various scattering amplitudes by utilizing the known form of McGuire's configuration space solutions. He then demonstrates that these satisfy the Faddeev equations for the system. His method can therefore be characterized as indirect. Obviously a more direct method of solution, without using the knowledge of the configuration space solution, is of some interest, particularly, with a view to handling problems where the wavefunctions are not known a priori.
We shall present such a direct solution of the problem. The main point is to incorporate the boundary conditions in Faddeev equations. In some recent work on atomic problems, Chen, Chung, and Kramer ${ }^{5}$ have shown how to do this; an explanation of their procedure is given by Shastry and Rajagopal. ${ }^{6}$ We adopt this method to solve the equations.

## 1. FADDEEV EQUATIONS

The mass of each particle is taken to be unity. Let $x_{1}, x_{2}, x_{3}$ be their coordinates. The Hamiltonian of our problem is

$$
\begin{align*}
H=\frac{1}{2}\left(k_{1}^{2}+k 2+\right. & k 2 \\
& -g \delta\left(x_{2}-x_{3}\right)  \tag{1.1}\\
& -g \delta\left(x_{3}-x_{1}\right)-g \delta\left(x_{1}-x_{2}\right)
\end{align*}
$$

We define the momenta
$K=(6)^{-1 / 2}\left(k_{1}+k_{2}+k_{3}\right)$,
$q_{1}=\frac{1}{2}(3)^{-1 / 2}\left(2 k_{1}-k_{2}-k_{3}\right), \quad p_{1}=\frac{1}{2}\left(k_{2}-k_{3}\right)$,
$q_{2}=\frac{1}{2}(3)^{-1 / 2}\left(2 k_{2}-k_{3}-k_{1}\right), \quad p_{2}=\frac{1}{2}\left(k_{3}-k_{1}\right), \quad$ (1.2)
$q_{3}=\frac{1}{2}(3)^{-1 / 2}\left(2 k_{3}-k_{1}-k_{2}\right), \quad p_{3}=\frac{1}{2}\left(k_{1}-k_{2}\right)$.
We can put $K=0$. Then the kinetic part of (1.1) becomes

$$
\begin{equation*}
H_{0}=p_{1}^{2}+q_{1}^{2}=p_{2}^{2}+q_{2}^{2}=p_{3}^{2}+q_{3}^{2} \tag{1,3}
\end{equation*}
$$

The sets $\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right)$, and $\left(p_{3}, q_{3}\right)$ are related; for instance,

$$
\begin{array}{ll}
q_{2}=-\frac{1}{2} q_{1}+\frac{1}{2} \sqrt{3} p_{1}, & p_{2}=\frac{1}{2} \sqrt{3} q_{1}-\frac{1}{2} p_{1} \\
q_{3}=-\frac{1}{2} q_{1}-\frac{1}{2} \sqrt{3 p_{1}}, & p_{3}=\frac{1}{2} \sqrt{3 q_{1}}-\frac{1}{2} p_{1} \tag{1.4}
\end{array}
$$

We denote the state vector by

$$
\begin{equation*}
\left|k_{1} k_{2} k_{3}\right\rangle \equiv\left|p_{1} q_{1}\right\rangle_{1}=\left|p_{2} q_{2}\right\rangle_{2}=\left|p_{3} q_{3}\right\rangle_{3} \tag{1.5}
\end{equation*}
$$

The subscript denotes which particular set of (1.2) we are using. The states (1.5) are complete and normalized by

$$
\begin{equation*}
{ }_{i}\left\langle p^{\prime} q^{\prime} \mid p q\right\rangle_{i}=\delta\left(p^{\prime}-p\right) \delta\left(q^{\prime}-q\right) \tag{1.6}
\end{equation*}
$$

The Faddeev equations are written as

$$
\begin{aligned}
& T^{1}=T_{1}+T_{1} G_{0}\left(T^{2}+T^{3}\right), T^{2}=T_{2}+T_{2} G_{0}\left(T^{3}+T^{1}\right) \\
& T^{3}=T_{3}+T_{3} G_{0}\left(T^{1}+T^{2}\right), \quad G_{0}=\left(E-H_{0}\right)^{-1}
\end{aligned}
$$

The operators $T_{i}$ are obtained from the off-energyshell extension of the $t$-matrices of the two particle subsystems:

$$
\begin{array}{r}
{ }_{i}\left\langle p_{i} q_{i}\right| T_{i}(E)\left|p_{i}^{\prime} q_{i}^{\prime}\right\rangle_{i}=-\frac{g}{2 \pi} \cdot \frac{\delta\left(q_{i}-q_{i}^{\prime}\right)\left(E-q_{i}^{2}\right)^{1 / 2}}{\left(E-q_{i}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \\
i=1,2,3
\end{array}
$$

For any state $|y\rangle$, we take matrix elements of (1.7) and write

$$
\begin{align*}
\left\langle p_{1} q_{1}\right| T^{1}|y\rangle & ={ }_{1}\left\langle p_{1} q_{1}\right| T_{1}|y\rangle-(g / 2 \pi) \Psi_{1}\left(q_{1} ; y\right) \\
{ }_{2}\left\langle p_{2} q_{2}\right| T^{2}|y\rangle & ={ }_{2}\left\langle p_{2} q_{2}\right| T_{2}|y\rangle-(g / 2 \pi) \Psi_{2}\left(q_{2} ; y\right) \\
{ }_{3}\left\langle p_{3} q_{3}\right| T^{3}|y\rangle & ={ }_{3}\left\langle p_{3} q_{3}\right| T_{3}|y\rangle-(g / 2 \pi) \Psi_{3}\left(q_{3} ; y\right) \tag{1.9}
\end{align*}
$$

Then from (1.7), (1.8), and (1.4), we get

$$
\begin{align*}
& \Psi_{1}\left(q_{1} ; y\right)={\chi_{1}\left(q_{1} ; y\right)}^{\quad+\frac{\sqrt{3} g}{4 \pi} \frac{\left(E-q_{1}^{2}\right)^{1 / 2}}{\left(E-q_{1}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \int_{-\infty}^{\infty} \frac{\Psi_{2}\left(q^{\prime \prime} ; y\right) d q^{\prime \prime}}{q^{\prime \prime 2}+q^{\prime \prime} q_{1}+q_{1}^{2}-\frac{3}{4} E}} \\
& \quad+\frac{\sqrt{3} g}{4 \pi} \frac{\left(E-q_{1}^{2}\right)^{1 / 2}}{\left(E-q_{1}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \int_{-\infty}^{\infty} \frac{\Psi_{3}\left(q^{\prime \prime} ; y\right) d q^{\prime \prime}}{q^{\prime 2}+q^{n} q_{1}+q_{1}^{2}-\frac{3}{4} E}
\end{align*}
$$

Here $X_{1}$ is given by

$$
\begin{align*}
& -\frac{g}{2 \pi} \mathrm{x}_{1}\left(q_{1} ; y\right) \\
& \quad=\int_{-\infty}^{\infty} \frac{{ }_{1}\left\langle p_{1} q_{1}\right| T_{1}\left|p^{\prime \prime} q^{\prime \prime}\right\rangle_{2} d p^{\prime \prime} d q^{\prime \prime}{ }_{2}\left\langle p^{\prime \prime} q^{\prime \prime}\right| T_{2}|y\rangle}{E-p^{\prime 2}-q^{\prime \prime 2}} \\
& \quad+\int_{-\infty}^{\infty} \frac{{ }_{1}\left\langle p_{1} q_{1}\right| T_{1}\left|p^{\prime \prime} q^{\prime \prime}\right\rangle_{3} d p^{\prime \prime} d q^{\prime \prime}{ }_{3}\left\langle p^{\prime \prime} q^{\prime \prime}\right| T_{3}|y\rangle}{E-p^{\prime 2}-q^{\prime \prime 2}} \tag{1.11}
\end{align*}
$$

The equations for $\Psi_{2}\left(q_{2} ; y\right)$ and $\Psi_{3}\left(q_{3} ; y\right)$ can be easily written down by looking at (1.10) and (1.11).

## 2. SOLUTION

The bound state solution is obtained by ignoring the inhomogeneous term $x$ in (1.10). The equations for $\Psi_{1}, \Psi_{2}$, and $\Psi_{3}$ become identical; hence $\Psi$ is independent of the labels 1,2 , or 3 . One has then to solve a single integral equation. It is easy to show that $\Psi(q)=\left(q^{2}+\frac{3}{4} g^{2}\right)^{-1}$ is a solution and the three-particle bound state has the binding energy $E_{B}=-g^{2}$.
Consider now the scattering solutions. Starting with the pair (23) bound and particle one incident on it, we have three possible processes below the break-up threshold:

$$
\begin{align*}
1+(23) & \rightarrow 1+(23) \\
& \rightarrow 2+(31)  \tag{2.1}\\
& \rightarrow 3+(12)
\end{align*}
$$

The last two represent rearrangement collisions.
According to Chen, Chung, and Kramer, we have to put the inhomogeneous term in (1.10) on to the energy shell and factor out properly normalized bound state function, if present. It is seen from (1.8) that the two particle bound state energy is $-\frac{1}{4} g^{2}$, so that the initial energy is, on the energy shell,

$$
\begin{equation*}
E=q_{0}^{2}-\frac{1}{4} g^{2} \tag{2,2}
\end{equation*}
$$

where $q_{0}$ is measured in set $\left(q_{1} p_{1}\right)_{1}$. As the configuration (23) is bound, $T_{1}$ must have a pole at the appropriate energy, but not $T_{2}$ and $T_{3}$. Also note that the two particle bound state function $G_{0}|p\rangle=\left(p^{2}+\frac{1}{4} g^{2}\right)^{-1}$ $|p\rangle$ has the normalization

$$
\begin{equation*}
N^{2}=\left(\int_{-\infty}^{\infty} \frac{d p}{\left(p^{2}+\frac{1}{4} g^{2}\right)^{2}}\right)^{-1}=\frac{g^{3}}{4 \pi} \tag{2.3}
\end{equation*}
$$

For the initial state $|y\rangle$, we let $q_{0}^{2}$ approach $E+\frac{1}{4} g^{2}$; then divide out the normalization (2.3), that is

$$
\begin{array}{r}
\lim _{q_{0}^{2} \rightarrow E^{+}+\frac{1}{4} g_{2}} \frac{E-q_{0}^{2}+\frac{1}{4} g^{2}}{\left(g^{3} / 4 \pi\right)} \cdot{ }_{1}\left\langle p_{1} q_{1}\right| T_{1}\left|q_{0},-\frac{1}{4} g^{2}\right\rangle_{1}  \tag{2.4}\\
=\delta\left(q_{1}-q_{0}\right)
\end{array}
$$

## Also,

$$
\begin{array}{r}
\text { Aiso, } \\
\lim _{q_{0}^{2} \rightarrow E+\frac{1}{4} g^{2}} \frac{E-q_{0}^{2}+\frac{1}{4} g^{2}}{\left(g^{3} / 4 \pi\right)} \cdot{ }_{2}\left\langle p_{2} q_{2}\right| T_{2}\left|q_{0},-\frac{1}{4} g^{2}\right\rangle_{1}=0,  \tag{2.5}\\
\lim _{q_{0}^{2} \rightarrow E+\frac{1}{4} g^{2}} \frac{E-q_{0}^{2}+\frac{1}{4} g^{2}}{\left(g^{3} / 4 \pi\right)} \cdot{ }_{3}\left\langle p_{3} q_{3}\right| T_{3}\left|q_{0},-\frac{1}{4} g^{2}\right\rangle_{1}=0 .
\end{array}
$$

## Thus

$$
\begin{align*}
\mathrm{x}_{1}\left(q_{1} ; q_{0}\right)= & 0 \\
\mathrm{x}_{2}\left(q_{2} ; q_{0}\right)= & -\frac{\sqrt{3}}{2} \cdot \frac{\left(E-q_{2}^{2}\right)^{1 / 2}}{\left(E-q_{2}^{2}\right)^{1 / 2}-\frac{1}{2} i g} \\
& \times \frac{1}{\left(q_{2}-x\right)\left(q_{2}-\bar{x}\right)} \\
\mathrm{x}_{3}\left(q_{3} ; q_{0}\right)= & -\frac{\sqrt{3}}{2} \cdot \frac{\left(E-q_{3}^{2}\right)^{1 / 2}}{\left(E-q_{3}^{2}\right)^{1 / 2}-\frac{1}{2} i g}  \tag{2.6}\\
& \times \frac{1}{\left(q_{3}-x\right)\left(q_{3}-\bar{x}\right)} \tag{2.7}
\end{align*}
$$

where
$x=-\frac{1}{2} q_{0}+i \frac{1}{4} \sqrt{3} g, \quad \bar{x}=-\frac{1}{2} q_{0}-i \frac{1}{4} \sqrt{3} g$.
It is also convenient to use only half-shell extensions, so that henceforth we put

$$
\begin{equation*}
E=q_{0}^{2}-\frac{1}{4} g^{2} \tag{2.8}
\end{equation*}
$$

Define

$$
\begin{equation*}
t=\left(\frac{1}{4} g^{2}-q_{0}^{2}+q^{2}\right)^{1 / 2} \tag{2.9}
\end{equation*}
$$

Then we have

$$
\begin{align*}
\Psi_{1}(q)= & \frac{\sqrt{3} g}{4 \pi} \frac{i t}{i t-\frac{1}{2} i g} \\
& \times\left(\int_{-\infty}^{\infty} \frac{\Psi_{2}\left(q^{\prime \prime}\right) d q^{\prime \prime}}{q^{\prime \prime 2}+q^{\prime \prime} q+q^{2}-\frac{3}{4}\left(q_{0}^{2}-\frac{1}{4} g^{2}\right)}\right. \\
& \left.+\int_{-\infty}^{\infty} \frac{\Psi_{3}\left(q^{\prime \prime}\right) d q^{\prime \prime}}{q^{\prime \prime 2}+q^{\prime \prime} q+q^{2}-\frac{3}{4}\left(q_{0}^{2}-\frac{1}{4} g^{2}\right)}\right),(  \tag{2.10}\\
\Psi_{2}(q)= & -\frac{\sqrt{3}}{2} \frac{i t}{i t-\frac{1}{2} i g} \cdot \frac{1}{(q-x)(q-\bar{x})} \\
& +\frac{\sqrt{3} g}{4 \pi} \cdot \frac{i t}{i t-\frac{1}{2} i g} \\
& \times\left(\int_{-\infty}^{\infty} \frac{\Psi_{3}\left(q^{\prime \prime}\right) d q^{\prime \prime}}{q^{\prime 2}+q^{\prime \prime} q+q^{2}-\frac{3}{4}\left(q_{0}^{2}-\frac{1}{4} g^{2}\right)}\right. \\
& +\int_{-\infty}^{\infty} \frac{\Psi_{1}\left(q^{\prime \prime}\right) d q^{\prime \prime}}{\left.q^{\prime 2}+q^{\prime \prime} q+q^{2-\frac{3}{4}\left(q_{0}^{2}-\frac{1}{4} g^{2}\right)}\right)} \tag{2.11}
\end{align*}
$$

The equation for $\Psi_{3}$ is obtained from (2.11) by replacing two by three. As a result of the identity of mass, we have

$$
\begin{equation*}
\Psi_{2}(q)=\Psi_{3}(q) \tag{2.12}
\end{equation*}
$$

and can restrict ourselves to only two unknown functions. Write
$\Psi_{1}(q)=\frac{i t}{i t-\frac{1}{2} i g} \varphi_{1}(q), \quad \Psi_{2}(q)=\frac{i t}{i t-\frac{1}{2} i g} \varphi_{2}(q)$.
The equations to be solved are [compare Ref. 1,Eq. (15)]

$$
\begin{align*}
\varphi_{1}(q)= & \frac{\sqrt{3} g}{4 \pi} \int_{-\infty}^{\infty} \frac{d q^{\prime \prime}}{\left(q^{\prime \prime}-y\right)\left(q^{\prime \prime}-\bar{y}\right)} \\
& \times \frac{\left(q_{0}^{2}-\frac{1}{4} g^{2}-q^{\prime \prime 2}\right)^{1 / 2}}{\left(q_{0}^{2}-\frac{1}{4} g^{2}-q^{\prime 2}\right)^{1 / 2}-\frac{1}{2} i g} \cdot \varphi_{2}\left(q^{\prime \prime}\right) \tag{2.14}
\end{align*}
$$

$$
\begin{aligned}
& \varphi_{2}(q)=-\frac{\sqrt{3}}{2} \frac{1}{(q-x)(q-\bar{x})}+\frac{\sqrt{3} g}{4 \pi} \int_{-\infty}^{\infty} \frac{d q^{\prime \prime}}{\left(q^{\prime \prime}-y\right)\left(q^{\prime \prime}-\bar{y}\right)} \\
& \times \frac{\left(q_{0}^{2}-\frac{1}{4} g^{2}-q^{\prime \prime} 2\right)^{1 / 2}}{\left(q_{0}^{2}-\frac{1}{4} g^{2}-q^{\prime \prime}\right)^{1 / 2}-\frac{1}{2} g} \cdot\left[\varphi_{1}\left(q^{\prime \prime}\right)+\varphi_{2}\left(q^{\prime \prime}\right)\right], \\
&(2.15)
\end{aligned}
$$

where

$$
\begin{equation*}
y=-\frac{1}{2} q+i \frac{1}{2} \sqrt{3 t}, \quad \bar{y}=-\frac{1}{2} q-i \frac{1}{2} \sqrt{3} t . \tag{2.16}
\end{equation*}
$$

As solution, we try the ansatz
$\varphi_{1}(q)=\frac{i t-\frac{1}{2} i g}{i t}\left(\frac{A_{1}}{q-q_{0}-i \epsilon}+\frac{B_{1}}{q-x}+\frac{C_{1}}{q-\bar{x}}\right),(2$
$\varphi_{2}(q)=\frac{i t-\frac{1}{2} i g}{i t}\left(\frac{A_{2}}{q-q_{0}-i \epsilon}+\frac{B_{2}}{q-x}+\frac{C_{2}}{q-\bar{x}}\right)$.
$A_{1}, B_{1}, C_{1}$ and $A_{2}, B_{2}, C_{2}$ are independent of $q$, but depend on $q_{0}$ and $g$. The last two terms are suggested by the inhomogeneous term, while the existence of the pole at $q=q_{0}$ is required by the fact that on the energy shell we have finite scattering [see Eqs. (2.21) and (2.22) below)].

We have to determine six unknowns- $A_{1}, B_{1}, C_{1}$ and $A_{2}$ $B_{2}, C_{2}$. Substituting (2.17) and (2.18) into (2.14) and (2.15), and carrying out the elementary complex integrations, we get six linear equations for them, and two additional equations which can be shown to be identically satisfied. The solutions are

$$
\begin{align*}
& A_{1}=-\frac{2}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)}, \\
& B_{1}=0, \quad C_{1}=\frac{2}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)} \tag{2.19}
\end{align*}
$$

and

$$
\begin{align*}
& A_{2}=-\frac{\sqrt{3} q_{0}+\frac{1}{2} i g}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)}, \\
& B_{2}=-\frac{\sqrt{3} q_{0}+\frac{1}{2} i g}{i g\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)}, C_{2}=\frac{\sqrt{3} q_{0}+\frac{1}{2} i g}{\sqrt{3} i g\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)} \tag{2.20}
\end{align*}
$$

The pole at $q_{0}=\frac{1}{2} \sqrt{3} \mathrm{ig}$ corresponds to the three particle bound state of energy $E_{B}=q_{0}^{2}-\frac{1}{4} g^{2}=-g^{2}$. Now to get the scattering amplitudes, we must put (1.9) back on to the energy shell ${ }^{5}$; the physical collision amplitudes are then determined to within a constant factor $c$. We have

$$
\begin{align*}
& \lim _{q^{2} \rightarrow E+\frac{1}{4} g^{2}}\left(E-q^{2}+\frac{1}{4} g^{2}\right)\left(-\frac{g}{2 \pi} \Psi_{1}(q)\right) \\
& =\lim _{q^{2} \rightarrow q_{0}^{2}}\left(q_{0}^{2}-q^{2}\right)\left(-\frac{g}{2 \pi} \Psi_{1}(q)\right) \\
& \quad=-\frac{g}{2 \pi} \cdot \frac{4 q_{0}}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3 i} i g\right)}  \tag{2.21}\\
& \lim _{q^{2} \rightarrow E+\frac{1}{4} g^{2}}\left(E-q^{2}+\frac{1}{4} g^{2}\right)\left(-\frac{g}{2 \pi} \cdot \Psi_{2}(q)\right) \\
& \quad=\lim _{q^{2} \rightarrow q_{0}^{2}}\left(q_{0}^{2}-q^{2}\right)\left(-\frac{g}{2 \pi} \Psi_{2}(q)\right) \\
& \quad=-\frac{g}{2 \pi} \frac{2 q_{0}\left(\sqrt{3} q_{0}+\frac{1}{2} i g\right)}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)} \tag{2.22}
\end{align*}
$$

As the density of states is $(d E / d q)_{q=q_{0}}^{-1}=\frac{1}{2} q_{0}^{-1}$, the $S$ matrix for the bound state scattering, including the undermined constant $c$, is

$$
S=\left\{\begin{array}{ccc}
1+\frac{2 i c g}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)} & \frac{i c g\left(\sqrt{3} q_{0}+\frac{1}{2} i g\right)}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)} & \frac{i c g\left(\sqrt{3} q_{0}+\frac{1}{2} i g\right)}{\sqrt{3}\left(q_{0}-\frac{1}{2} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)}  \tag{2.23}\\
\frac{i c g\left(\sqrt{3} q_{0}+\frac{1}{2} i g\right)}{\sqrt{3\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)}} & 1+\frac{2 i c g}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)} & \sqrt{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)} \\
\frac{i c g\left(\sqrt{3} q_{0}+\frac{1}{2} i g\right)}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)} & \frac{i c g\left(\sqrt{3} q_{0}+\frac{1}{2} i g\right)}{\sqrt{3\left(q_{0}-\sqrt{3} i g\right)\left(\sqrt{3} q_{0}-\frac{1}{2} i g\right)}} & 1+\frac{2 i c g}{\sqrt{3}\left(q_{0}-\frac{1}{2} \sqrt{3} i g\right)}
\end{array}\right\} .
$$

Demanding that $S$ be unitary, we find $c=1$ ( $c=0$ is obviously an unphysical root). This completes the solution.

## 3. CONCLUSION

Dodd ${ }^{1}$ has discussed general features of the scattering amplitudes. He remarks that this problem is soluble because of the cancellation of the two-body branch cut by a compensating factor in the exact
amplitudes. In some recent work, it was shown ${ }^{7}$ that the energies of the three spin wave bound states of the linear Heisenberg chain of spin- $-\frac{1}{2}$ particles can be found by solving the corresponding Faddeev equations. An examination shows great mathematical similarity-especially in the feature of the cancellation of the two-body branch cuts in the two problems. However, the spin problem has more complicated mathematical structure, and explicit analytical solutions have not been obtained yet.
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An approximate solution of the field equations of Brans-Dicke theory is obtained for a static, spherically symmetric metric due to a charged point mass which can be considered to be an analog of the ReissnerNordstrom metric in Einstein's theory.

## 1. INTRODUCTION

In a previous paper, ${ }^{1}$ we have obtained an approximate solution of the vacuum static case of spherical symmetry in Brans-Dicke theory, starting from the variational principle ${ }^{2}$

$$
\begin{equation*}
\delta \int\left(\psi R-\omega \psi_{, i} \psi, i / \psi\right) \sqrt{-g} d^{4} x=0 \tag{1}
\end{equation*}
$$

where $R$ is the scalar curvature, $\omega$ the dimensionless constant, and $\psi$ the scalar playing the role of $G^{-1}$, following a technique used first by Weyl ${ }^{3}$ and then by Pauli. ${ }^{4}$ A similar solution for the static, spherically symmetric metric due to a point charged mass is well worth consideration.
In this paper we obtain an approximate solution of the field equations of Brans-Dicke theory for a static, spherically symmetric metric due to a point charged mass following the same technique. The solution is then compared with the Reissner-Nordstrom solution in Einstein's theory.

## 2. FIELD EQUATIONS

We consider the line element for the static, spherically symmetric metric case in the form

$$
\begin{align*}
d s^{2}= & \left(d x^{1}\right)^{2}+\left(d x^{2}\right)^{2}+\left(d x^{3}\right)^{2} \\
& +l\left(x^{1} d x^{1}+x^{2} d x^{2}+x^{3} d x^{3}\right)^{2}+g_{44}\left(d x^{4}\right)^{2} \tag{2}
\end{align*}
$$

The scalar curvature $R$ has been calculated to be ${ }^{1,4}$

$$
\begin{array}{r}
R=-\frac{1}{r^{2} \Delta} \frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)+\frac{2}{r} \frac{\Delta^{\prime}}{\Delta^{3}} g_{44}-\frac{2}{r^{2} \Delta} \frac{d}{d r}\left(\frac{r g_{44}}{\Delta}\right) \\
-\frac{2}{r^{2}}, \quad \text { at } x^{1}=r, x^{2}=x^{3}=0 \tag{3}
\end{array}
$$

where dashes denote differentiation with respect to $r$ and

$$
\begin{equation*}
g_{11}=h^{2}=1+l r^{2}, \Delta=\sqrt{-g}=h \sqrt{-g_{44}} \tag{4}
\end{equation*}
$$

A charged point mass besides giving rise to a radially symmetrical gravitational (tensor-scalar field) also gives rise to a similar electrostatic field. Since both fields influence one another mutually, they may be determined cojointly and simultaneously.
For the electromagnetic case, the variational principle (1) can be written as ${ }^{5}$

$$
\delta \int\left(\psi R+\frac{8 \pi}{c^{4}} F_{i j} F^{i j}-\frac{\omega \psi . \psi^{i}}{\psi}\right) \sqrt{-g} d^{4} x=0
$$

where
$F_{14} F^{41}=g^{11_{\mathrm{O}}} 44 F_{14} F_{14}=-\Phi^{\prime 2} / \Delta^{2}$ (for the electrostatic field) and hence in the region devoid of masses and charges, Eg. (1') can be written, using CGS units, $\mathrm{as}^{3}$

$$
\begin{equation*}
\delta \int\left(\psi R-\frac{8 \pi}{c^{4}} r^{2} \frac{\Phi^{\prime 2}}{\Delta}+\omega g_{44} \frac{\psi^{\prime 2} r^{2}}{\psi \Delta}\right) d r=0 \tag{5}
\end{equation*}
$$

where
$d^{4} x=d^{4} x^{4} d \Omega d r r^{2}(d \Omega$ is an element of solid angle at the origin), $R$ is given by (3), and $\Phi$ denotes the electrostatic potential.
Now variation with respect to $\psi, \Delta, g_{44}$, and $\Phi$ in (5), respectively, leads to the following field equations:

$$
\begin{align*}
& -\frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)+\frac{2 r g_{44} \Delta^{\prime}}{\Delta^{2}}-\frac{2 d}{d r}\left(\frac{r g_{44}}{\Delta}\right)-2 \Delta \\
& =\frac{\omega r^{2} g_{44} \psi^{\prime 2}}{\Delta \psi^{2}}+2 \omega \frac{d}{d r}\left(\frac{r^{2} g_{44}}{\Delta} \frac{\psi^{\prime}}{\psi}\right)  \tag{6}\\
& -\frac{2 r g_{44}^{\prime}}{\Delta^{2}}-\frac{2 g_{44}}{\Delta^{2}}-2=\frac{\omega r^{2} g_{44}}{\Delta^{2}} \frac{\psi^{\prime 2}}{\psi^{2}}-\frac{k r^{2}}{\psi} \frac{\Phi^{\prime 2}}{\Delta^{2}}  \tag{7}\\
& \frac{2 r \Delta^{\prime}}{\Delta^{2}}=-\frac{\omega r^{2} \psi^{\prime 2}}{\Delta \psi^{2}}  \tag{8}\\
& \frac{d}{d r}\left(\frac{r^{2} \Phi^{\prime}}{\Delta}\right)=0 \tag{9}
\end{align*}
$$

where $k=8 \pi / c^{4}$.

## 3. SOLUTION OF THE FIELD EQUATIONS

We try the following solution:

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{r^{2} g_{44}}{\Delta} \frac{\psi^{\prime}}{\psi}\right)=0 \tag{10}
\end{equation*}
$$

And so from Eq. (6),

$$
\begin{align*}
&-\frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)+\frac{2 r g_{44 \Delta^{\prime}}}{\Delta^{2}}-\frac{2 d}{d r}\left(\frac{r g_{44}}{\Delta}\right)-2 \Delta \\
&=\frac{\omega r^{2} g_{44}}{\Delta} \frac{\psi^{\prime 2}}{\psi^{2}}
\end{align*}
$$

Also we have from (7) and (8),
$-\frac{2 r g_{44}^{\prime}}{\Delta^{2}}-\frac{2 g_{44}}{\Delta^{2}}-2=\frac{\omega r^{2} g_{44}}{\Delta^{2}} \frac{\psi^{\prime 2}}{\psi^{2}}-\frac{k r^{2} \Phi^{\prime 2}}{\psi \Delta^{2}}$,
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An approximate solution of the field equations of Brans-Dicke theory is obtained for a static, spherically symmetric metric due to a charged point mass which can be considered to be an analog of the ReissnerNordstrom metric in Einstein's theory.

## 1. INTRODUCTION

In a previous paper, ${ }^{1}$ we have obtained an approximate solution of the vacuum static case of spherical symmetry in Brans-Dicke theory, starting from the variational principle ${ }^{2}$

$$
\begin{equation*}
\delta \int\left(\psi R-\omega \psi_{, i} \psi, i / \psi\right) \sqrt{-g} d^{4} x=0 \tag{1}
\end{equation*}
$$

where $R$ is the scalar curvature, $\omega$ the dimensionless constant, and $\psi$ the scalar playing the role of $G^{-1}$, following a technique used first by Weyl ${ }^{3}$ and then by Pauli. ${ }^{4}$ A similar solution for the static, spherically symmetric metric due to a point charged mass is well worth consideration.
In this paper we obtain an approximate solution of the field equations of Brans-Dicke theory for a static, spherically symmetric metric due to a point charged mass following the same technique. The solution is then compared with the Reissner-Nordstrom solution in Einstein's theory.

## 2. FIELD EQUATIONS

We consider the line element for the static, spherically symmetric metric case in the form

$$
\begin{align*}
d s^{2}= & \left(d x^{1}\right)^{2}+\left(d x^{2}\right)^{2}+\left(d x^{3}\right)^{2} \\
& +l\left(x^{1} d x^{1}+x^{2} d x^{2}+x^{3} d x^{3}\right)^{2}+g_{44}\left(d x^{4}\right)^{2} \tag{2}
\end{align*}
$$

The scalar curvature $R$ has been calculated to be ${ }^{1,4}$

$$
\begin{array}{r}
R=-\frac{1}{r^{2} \Delta} \frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)+\frac{2}{r} \frac{\Delta^{\prime}}{\Delta^{3}} g_{44}-\frac{2}{r^{2} \Delta} \frac{d}{d r}\left(\frac{r g_{44}}{\Delta}\right) \\
-\frac{2}{r^{2}}, \quad \text { at } x^{1}=r, x^{2}=x^{3}=0 \tag{3}
\end{array}
$$

where dashes denote differentiation with respect to $r$ and

$$
\begin{equation*}
g_{11}=h^{2}=1+l r^{2}, \Delta=\sqrt{-g}=h \sqrt{-g_{44}} \tag{4}
\end{equation*}
$$

A charged point mass besides giving rise to a radially symmetrical gravitational (tensor-scalar field) also gives rise to a similar electrostatic field. Since both fields influence one another mutually, they may be determined cojointly and simultaneously.
For the electromagnetic case, the variational principle (1) can be written as ${ }^{5}$

$$
\delta \int\left(\psi R+\frac{8 \pi}{c^{4}} F_{i j} F^{i j}-\frac{\omega \psi . \psi^{i}}{\psi}\right) \sqrt{-g} d^{4} x=0
$$

where
$F_{14} F^{41}=g^{11_{\mathrm{O}}} 44 F_{14} F_{14}=-\Phi^{\prime 2} / \Delta^{2}$ (for the electrostatic field) and hence in the region devoid of masses and charges, Eg. (1') can be written, using CGS units, $\mathrm{as}^{3}$

$$
\begin{equation*}
\delta \int\left(\psi R-\frac{8 \pi}{c^{4}} r^{2} \frac{\Phi^{\prime 2}}{\Delta}+\omega g_{44} \frac{\psi^{\prime 2} r^{2}}{\psi \Delta}\right) d r=0 \tag{5}
\end{equation*}
$$

where
$d^{4} x=d^{4} x^{4} d \Omega d r r^{2}(d \Omega$ is an element of solid angle at the origin), $R$ is given by (3), and $\Phi$ denotes the electrostatic potential.
Now variation with respect to $\psi, \Delta, g_{44}$, and $\Phi$ in (5), respectively, leads to the following field equations:

$$
\begin{align*}
& -\frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)+\frac{2 r g_{44} \Delta^{\prime}}{\Delta^{2}}-\frac{2 d}{d r}\left(\frac{r g_{44}}{\Delta}\right)-2 \Delta \\
& =\frac{\omega r^{2} g_{44} \psi^{\prime 2}}{\Delta \psi^{2}}+2 \omega \frac{d}{d r}\left(\frac{r^{2} g_{44}}{\Delta} \frac{\psi^{\prime}}{\psi}\right)  \tag{6}\\
& -\frac{2 r g_{44}^{\prime}}{\Delta^{2}}-\frac{2 g_{44}}{\Delta^{2}}-2=\frac{\omega r^{2} g_{44}}{\Delta^{2}} \frac{\psi^{\prime 2}}{\psi^{2}}-\frac{k r^{2}}{\psi} \frac{\Phi^{\prime 2}}{\Delta^{2}}  \tag{7}\\
& \frac{2 r \Delta^{\prime}}{\Delta^{2}}=-\frac{\omega r^{2} \psi^{\prime 2}}{\Delta \psi^{2}}  \tag{8}\\
& \frac{d}{d r}\left(\frac{r^{2} \Phi^{\prime}}{\Delta}\right)=0 \tag{9}
\end{align*}
$$

where $k=8 \pi / c^{4}$.

## 3. SOLUTION OF THE FIELD EQUATIONS

We try the following solution:

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{r^{2} g_{44}}{\Delta} \frac{\psi^{\prime}}{\psi}\right)=0 \tag{10}
\end{equation*}
$$

And so from Eq. (6),

$$
\begin{align*}
&-\frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)+\frac{2 r g_{44 \Delta^{\prime}}}{\Delta^{2}}-\frac{2 d}{d r}\left(\frac{r g_{44}}{\Delta}\right)-2 \Delta \\
&=\frac{\omega r^{2} g_{44}}{\Delta} \frac{\psi^{\prime 2}}{\psi^{2}}
\end{align*}
$$

Also we have from (7) and (8),
$-\frac{2 r g_{44}^{\prime}}{\Delta^{2}}-\frac{2 g_{44}}{\Delta^{2}}-2=\frac{\omega r^{2} g_{44}}{\Delta^{2}} \frac{\psi^{\prime 2}}{\psi^{2}}-\frac{k r^{2} \Phi^{\prime 2}}{\psi \Delta^{2}}$,

[^8]$$
2 r g_{44} \frac{\Delta^{\prime}}{\Delta^{2}}=-\omega r^{2} \frac{g_{44}}{\Delta} \frac{\psi^{\prime 2}}{\psi^{2}}
$$

Equations ( $6^{\prime}$ ), ( $7^{\prime}$ ), and ( $8^{\prime}$ ) constitute only two independent equations which can be taken as

$$
\begin{align*}
& \frac{d}{d r}\left(\frac{r g_{44}}{\Delta}\right)=-\Delta\left[1-\frac{k r^{2} \Phi^{\prime 2}}{2 \psi \Delta^{2}}\right], \quad( \\
& \frac{d}{d r}\left(\frac{r^{2} g_{44}^{\prime}}{\Delta}\right)=\Delta\left[\frac{4 r g_{44^{\Delta^{\prime}}}}{\Delta^{3}}-\frac{k r^{2} \Phi^{\prime 2}}{\psi \Delta^{2}}\right] . \tag{11}
\end{align*}
$$

Also from (9) we get

$$
\begin{equation*}
\frac{r^{2} \Phi^{\prime}}{\Delta}=\mathrm{const}=e \tag{12}
\end{equation*}
$$

(which is identified with the charge $e$ of the point mass). In view of the difficulty in finding an exact solution of the Eqs. (11) and (12), we find an approximate solution correct up to the second order in $1 / r$ by using the method of successive approximation.
Let us consider the field equations (6), (7), (8), and (9). When $\psi=$ const $=\psi_{0}$ (which is to be calculated to the second order in $\psi_{0}^{-1}$ ), we get the ReissnerNordstrom solution

$$
\left.\begin{array}{rl}
\Delta & =1  \tag{13}\\
g_{44} & =-1+2 m / r-k e^{2} / r^{2} \\
\Phi & =e / r
\end{array}\right\}
$$

Now substituting the values from (12) and (13) in the right-hand side of Eqs.(11) and integrating with respect to $r$, we get

$$
\begin{equation*}
g_{44} / \Delta=-\left(1+C / 2 r^{2}-\lambda / r\right) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{44}^{\prime} / \Delta=\mu / r^{2}+C / r^{3} \tag{15}
\end{equation*}
$$

where $\lambda, \mu, C$ are constants. Here $C$ is given by

$$
\begin{equation*}
C=8 \pi e^{2 /} / \psi_{0} c^{4} \tag{16}
\end{equation*}
$$

Eliminating $\Delta$ between (14) and (15), integrating with respect to $r$, and keeping the terms up to the second order in $1 / r$ in the expansion of the resulting expression for $g_{44}$, we get

$$
\begin{equation*}
g_{44} \approx-\left[1+\mu / \gamma+(C+\lambda \mu) / 2 r^{2}\right] \tag{17}
\end{equation*}
$$

In (17) and hereafter in the calculation of $g_{11}, \Phi, \psi$ and $\Delta$, we neglect the terms yielding $\psi_{0}^{-2}$ or $G_{0}^{2}$ which are very small, after identifying the constants later with the Brans-Dicke's weak-field approximations. So (17) becomes now

$$
\begin{equation*}
g_{44} \approx-\left(1+\mu / r+C / 2 r^{2}\right) \tag{18}
\end{equation*}
$$

Now using (18) in (14), we get

$$
\begin{equation*}
\Delta \approx[1+(\lambda+\mu) / r] \tag{19}
\end{equation*}
$$

Now in view of Eqs. (4), (18), and (19) we get

$$
\begin{equation*}
h^{2}=g_{11} \approx\left[1+(2 \lambda+\mu) / r-C / 2 r^{2}\right] \tag{20}
\end{equation*}
$$

Again using (14) in (10) and integrating, we get the value of $\psi$ as
$\psi \approx P\left[1+A / r+\left(1 / 2 r^{2}\right)\left(A \lambda+A^{2}\right)\right], \quad P=\mathrm{const}$,

$$
\begin{equation*}
A=\text { const. } \tag{21}
\end{equation*}
$$

Now equating the coefficients of $1 / r$ in (18), (20), and (21) to Brans-Dicke's ${ }^{2}$ weak-field approximations, we get (since to the first order these values should be the same)

$$
\left.\begin{array}{rl}
-\mu & =2 M G_{0} / c^{2}  \tag{22}\\
2 \lambda+\mu & =\left(2 M G_{0} / c^{2}\right)[(1+\omega) /(2+\omega)] \\
\text { that } & \\
\lambda & =\left(2 M G_{0} / c^{2}\right) /(3+2 \omega) /(4+2 \omega) \\
P & =G_{0}^{-1}(4+2 \omega)(3+2 \omega)^{-1}, \\
A & =2 M G_{0} /(4+2 \omega) c^{2} \gamma
\end{array}\right\}
$$

where

$$
\begin{equation*}
G_{0}=\psi_{0}^{-1}(4+2 \omega)(3+2 \omega)^{-1} \tag{23}
\end{equation*}
$$

Also from (12) and (19), using (22), we get

$$
\begin{equation*}
\Phi=e\left[\left(M G_{0} / r^{2}(4+2 \omega) c^{2}\right)+1 / r\right] \tag{24}
\end{equation*}
$$

Now considering (16), (18), (20), (22), and (24), we can write down the approximate solution for the metric (2) due to a point charged mass in Brans-Dicke's theory as
$g_{44} \approx-1+\frac{2 M G_{0}}{c^{2} r}-\frac{4 \pi e^{2} G_{0}}{c^{4} r^{2}}\left(\frac{3+2 \omega}{4+2 \omega}\right)$,
$g_{11} \approx 1+\frac{2 M G_{0}}{c^{2} r}\left(\frac{1+\omega}{2+\omega}\right)-\frac{4 \pi e^{2} G_{0}}{c^{4} r^{2}}\left(\frac{3+2 \omega}{4+2 \omega}\right)$,
$\Phi \approx e\left(\frac{M G_{0}}{c^{2} r^{2}(4+2 \omega)}+\frac{1}{r}\right)$,
$\psi \approx \psi_{0}+\frac{2 M}{(3+2 \omega) c^{2} r}+\frac{4 M^{2} \psi_{0}^{-1}}{r^{2} c^{4}}\left(\frac{2+\omega}{(3+2 \omega)^{2}}\right)$.
Thus, we see that the solution (25) is an analog of the Reissner-Nordstrom solution in Einstein's theory. It is interesting to note that the coefficient of $1 / r^{2}$ in $g_{44}$ and $g_{11}$ are multiplied by the factor $(3+2 \omega) /$ $(4+2 \omega)$. Also an additional term occurs in the electrostatic potential $\Phi$.
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Dirac's equations are completely solved for four entirely new configurations of the external magnetic field.
The use of the quaternionic formalism simplifies the problem of separation of variables. For three of those new magnetic fields the radial equations just obtained are not classical. Section II studies them and gives their solutions in term of usual transcendental functions. When energy is quantized, energy levels are given.

The problem of finding all electrical or magnetical fields which allow a complete integration of Dirac's equations has always interested physicists. Lam ${ }^{1}$ and Stanciu ${ }^{2}$ have established a quasicomplete bibliography about that problem. However they omitted an important contribution of Harish-Chandra. ${ }^{3}$ We bring our contribution by solving Dirac's equation for four entirely new configurations of the external magnetic field. The mathematical problem involved is rather complicated, and may easily be solved only if we use the following two-step procedure:
(I) separation of variables by a quaternionic method we have previously indicated, ${ }^{4}$
(II) resolution of the separated differential equations which, as we shall see, are not classical.

## I. SEPARATION OF VARIABLES

(A) Let us first consider Dirac's equations in cylindrical coordinates:

$$
\begin{align*}
& i e^{-k \varphi} \frac{\partial u}{\partial r}+\frac{1}{r} j e^{-k \varphi} \frac{\partial u}{\partial \varphi}+k \frac{\partial u}{\partial z} \\
& \quad=-u\left(\frac{m_{0} c}{\hbar} j+\frac{\sqrt{-1 E}}{c \hbar} i\right)-\frac{\epsilon \sqrt{-1}}{\hbar}(\operatorname{vect} P) u \tag{1}
\end{align*}
$$

where $i, j, k$ are the symbols of quaternions, $\sqrt{-1}$ the symbol of complex number, $\operatorname{vect} P=i A_{x}+j A_{y}+k A_{z}$ the magnetic potential, $\epsilon$ the charge of the electron,
The solution of (1) may be found under the separated form ( $m=\cdots,-2,-1,0,1,2, \cdots$ )

$$
\begin{align*}
u=e^{k \varphi / 2} e^{(\sqrt{-1} / \hbar) p_{z} z} & e^{\sqrt{-1}(m+1 / 2) \varphi} \\
& \times\left(R_{1}+i R_{2}+j R_{3}+k R_{4}\right) \tag{2}
\end{align*}
$$

if and only if

$$
\operatorname{vect} P=e^{k \varphi / 2}\left(j S_{3}+k S_{4}\right) e^{-k \varphi / 2}
$$

where $S_{3}$ and $S_{4}$ are arbitrary functions of $r$.
The corresponding magnetic field may be deduced; in vectorial familiar notation it is written $\left(r^{2}=x^{2}+y^{2}\right)$.

$$
\begin{equation*}
\mathbf{B}=\operatorname{curl} \mathbf{A}=\left(\frac{y}{r} \frac{d S_{4}}{d r},-\frac{x}{r} \frac{d S_{4}}{d r}, \frac{d S_{3}}{d r}+\frac{S_{3}}{r}\right) . \tag{3}
\end{equation*}
$$

Introducing (2) into (1), we deduce the radial equation for the quaternion $R=R_{1}+i R_{2}+j R_{3}+k R_{4}$ :

$$
\text { ir } \begin{align*}
& \frac{d R}{d r}+\frac{1}{2} i R+j \sqrt{-1}\left(m+\frac{1}{2}\right) R+\frac{\sqrt{-1}}{\hbar} p_{2} r k R \\
& \quad+r R\left(\frac{m_{0} c}{\hbar} j+\frac{\sqrt{-1} E}{c \hbar} i\right) \\
& \quad+\frac{\epsilon \sqrt{-1}}{\hbar} r\left(j S_{3}+k S_{4}\right) R=0 . \tag{4}
\end{align*}
$$

This quaternionic equation is equivalent to a system
of four coupled differential equations. The extreme complexity of that system can be avoided by using the quaternionic notation. Multiplying (4) at both sides by the constant quaternion $Q=\left(m_{0} c / \hbar\right) j+(\sqrt{-1} E / c \hbar) i$, we see that the equation remains unchanged if we consider the new unknown function $R Q$. Therefore, we have

$$
R Q=\lambda R, \quad \lambda=\text { scalar }
$$

That equation is equivalent to an algebraic homogenous system of four equations; it is compatible only if

$$
\lambda^{2}=a^{2}-b^{2} \quad \text { where } \quad a=E / c \hbar \quad \text { and } \quad b=m_{0} c / \hbar
$$

Equation (4) is then equivalent to a coupled system of two differential equations plus two algebraic relations which give $R_{1}$ and $R_{4}$, for example, when $R_{2}$ and $R_{3}$ are known. Eliminating $R_{1}$ and $R_{4}$ and putting

$$
T_{2}=R_{2}+R_{3} \sqrt{-1}, \quad T_{3}=R_{3}+R_{2} \sqrt{-1}
$$

there only remains the following differential system:

$$
\left\{\begin{array}{l}
r \frac{d T_{2}}{d r}+(m+1) T_{2}+(a+b) \frac{p_{z}+\lambda \hbar+\epsilon S_{4}}{\lambda \hbar} r T_{3} \\
\quad+\frac{\epsilon}{\hbar} S_{3} r T_{2}=0  \tag{5}\\
r \frac{d T_{3}}{d r}-m T_{3}+(a-b) \frac{p_{z}-\lambda \hbar+\epsilon S_{4}}{\lambda \hbar} r T_{2} \\
-\frac{\epsilon}{\hbar} S_{3} r T_{3}=0
\end{array}\right.
$$

That system is exactly soluble in four cases. Let us study them. We first point out that $S_{4}=$ const and $S_{3}=\alpha / r$ are to be rejected because they lead to $\mathbf{B}=0$.

1. $\quad S_{3}=(B / 2) r, \quad S_{4}=0$.

Thus $B=(0,0, B)=$ constant magnetic field. This problem is classical. ${ }^{5}$ The following are new.
2. $S_{3}=\alpha \quad(=$ const $), \quad S_{4}=0$.

Thus $\mathbf{B}=\left(\alpha / \sqrt{x^{2}+y^{2}}\right)(0,0,1)$.
Decoupling system (5), we obtain second-order differential equations for $T_{2}$ and $T_{3}$ which are confluent hypergeometric equations (we deal with the case $m \geqslant 0$; analogous calculations hold when $m<0$ ):

$$
\left\{\begin{array}{l}
T_{2}=\text { const } r^{m+1} e^{-\sqrt{N} r} F(1-n ; 2 m+3 ; 2 \sqrt{N} r) \\
T_{3}=\text { const } r^{m} e^{-\sqrt{N} r} F(-n ; 2 m+1 ; 2 \sqrt{N} r)
\end{array}\right.
$$

where

$$
\begin{aligned}
& N=A D+\left(\frac{\epsilon \alpha}{\hbar}\right)^{2} \text { and } \quad A=(a+b) \frac{p_{z}+\lambda \hbar}{\lambda \hbar} \\
& D=(a-b) \frac{p_{z}-\lambda \hbar}{\lambda \hbar}
\end{aligned}
$$

$n=0,1,2,3, \cdots$, when $n=0, F(1 ; 2 m+3 ; 2 \sqrt{N} r)$ is not a polynomial, but in this case $T_{2}=0$ because the constant it contains is zero on account of (5).
The energy levels are given by the polynomial condition:

$$
E^{2}=m_{0}^{2} c^{4}+c^{2} p_{z}^{2}+(\epsilon \alpha c)^{2} \frac{4 n(n+2 m+1)}{(2 n+2 m+1)^{2}}
$$

3. $\quad S_{3}=0, \quad S_{4}=\gamma / r$.

Thus B $=\left[\gamma /\left(x^{2}+y^{2}\right)^{3 / 2}\right](-y, x, 0)$.
Decoupling system (5), we obtain nonclassical secondorder differential equations for $T_{2}$ and $T_{3}$ :

$$
\begin{align*}
r^{2}[d( & a+b)-A r] \frac{d^{2} T_{2}}{d r^{2}} \\
& +\left\{A r^{2}+2[d(a+b)-A r] r\right\} \frac{d T_{2}}{d r} \\
& +\{(m+1) A r-m(m+1)[d(a+b)-A r] \\
& \left.-[d(a-b)-D r][d(a+b)-A r]^{2}\right\} T_{2}=0 \tag{6}
\end{align*}
$$

(with $d=-\epsilon \gamma / \lambda \hbar$ ) (idem for $T_{3}$ ).
Problem 4 leads to the same conclusion.
4. $\quad S_{3}=\alpha, \quad S_{4}=\gamma / r$.

$$
\mathbf{B}=\frac{1}{\sqrt{x^{2}+y^{2}}}\left(\frac{-\gamma y}{x^{2}+y^{2}}, \frac{\gamma^{x}}{x^{2}+y^{2}}, \alpha\right)
$$

is in fact the superposition of the two former fields. The theorems contained in Sec. II are necessary to solve completely problems 3 and 4 .
(B) Before enunciating these theorems, we shall solve the same problem in spherical coordinates. We start with Dirac's equations in the quaternionic formalism:
$k e^{k \varphi / 2} e^{-j \theta} e^{-k \varphi / 2} \frac{\partial u}{\partial r}+i e^{-k \varphi / 2} e^{-j \theta} e^{-k \varphi / 2} \frac{1}{r} \frac{\partial u}{\partial \theta}$

$$
\begin{equation*}
+\frac{j e^{-k \varphi}}{r \sin \theta} \quad \frac{\partial u}{\partial \varphi}=-u Q-\frac{\epsilon \sqrt{-1}}{\hbar}(\operatorname{vect} P) u \tag{7}
\end{equation*}
$$

The solution of (7) may be found under the separated form ( $m=\cdots,-2,-1,0,1,2, \cdots$ )

$$
u=e^{k^{\varphi / 2}} e^{j \theta / 2} e^{\sqrt{-1}(m+1 / 2 k \varphi}(u)(\theta) R(r)
$$

where $(\mathscr{U})=\mathscr{U}_{1}+k\left(_{4}\right.$ and $R=\left(R_{1}+i R_{2}\right)(1-j)$ if vect $P=(1 / r) e^{k \varphi / 2} e^{j \theta / 2} j g(\theta) e^{-j \theta / 2} e^{-k \varphi / 2}$.

The corresponding magnetic field is

$$
\mathbf{B}=\left(g \cot \theta+g^{\prime}\right) \mathbf{r} / r^{3}
$$

$g$ is an arbitrary scalar function of $\theta$ (except $1 / \sin \theta$ because $\mathbf{B}=0$ in that case). Both ( 14 and $R$ satisfy a quaternionic equation. The $R$ equation is analogous to the radial equation when there is no magnetic field. The (u) equation is identical to the corresponding (u) equation in the relativistic hydrogen problem apart from a factor depending upon $g$ :

That equation which becomes real if we put

$$
\left\{\begin{array}{l}
2()_{1}=T_{1}+\sqrt{-1} T_{4} \\
-2(u)_{\Lambda}=T_{4}+\sqrt{-1} T_{1}
\end{array}\right.
$$

is generally insoluble except in the two following cases.

1. $g=\mu \cot \theta$.

$$
\text { We deduce } \quad \mathbf{B}=\mu \mathbf{r} / r^{3}
$$

Harish-Chandra ${ }^{3}$ has solved that problem when there is no electrical field. Yet equations are also soluble when Coulomb field is simultaneously considered: It might be shown that the (u) equations remains unchanged while the radial equation is analogous to the hydrogen radial equation except that $\left(j+\frac{1}{2}\right)^{2}$ must be replaced by $\left(j+\frac{1}{2}\right)^{2}-(\epsilon \mu / \hbar)^{2}$. The energy levels are therefore given by

$$
E^{2}=m_{0}^{2} c^{4}\left(1+\frac{Z^{2} \alpha^{2}}{\left[n+\sqrt{\left(j+\frac{1}{2}\right)^{2}-(\epsilon \mu / \hbar)^{2}-Z^{2} \alpha^{2}}\right]^{2}}\right)^{-1}
$$

2. $g=\nu \tan \theta$

We deduce $\quad \mathrm{B}=\nu\left(1+r^{2} / z^{2}\right) \mathrm{r} / r^{3}$.
If $m \geqslant 0$, the (u) equation when decoupled leads to $\left[\boldsymbol{u}=\cos ^{2}(\theta / 2) ; T_{1}=u^{m / 2}(1-u)^{(m+1) / 2}(1-2 u)^{\epsilon \nu / h} V_{1}\right]$
$u(1-u)(1-2 u) V_{1}^{\prime \prime}+[(1-2 u)(m+1-2 m u-3 u)$ $-(4 \epsilon \nu / \hbar) u(1-u)] V_{1}^{\prime}+(A+B u) V_{1}=0$,
where $A$ and $B$ are constants. The theorems of Sec.II (idem for $V_{4}$ ) are absolutely necessary to solve completely that problem.

## II. THREE NEW DIF FERENTIAL EQUATIONS

We have studied the three following second-order differential equations:

$$
D P^{\prime \prime}+\left(a z^{2}+b z+c\right) P^{\prime}+\left(d+e z+f z^{2}\right) P=0
$$

where $D \equiv z, z(z-1) \quad$ or $\quad z(1-z)(\alpha-z)$.
They give rise to the following theorems.
Theorem 1: $z P_{n}^{\prime \prime}+\left(a z^{2}+b z+c\right) P_{n}^{\prime}+(d+e z+$ $\left.f z^{2}\right) P_{n}=0$ admits polynomial solutions if

where $\left\{\begin{array}{l}R_{k}=a(k-1-n), \\ S_{k}=d+b k, \\ T_{k}=(k+1)(k+c) .\end{array}\right.$
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The polynomials are written as a linear combination of $j+1$ Hermite polynomials:

$$
P_{n}=\sum_{k=0}^{j} A_{k} H_{n-k} \frac{(a z+b)}{\sqrt{-2 a}}, \quad H_{0}=1, H_{1}=2 x, \text { etc. }
$$

The $A_{k}$ are solutions of the recurrent system

$$
\mathbb{R}_{k} A_{k-1}+S_{k} A_{k}+\tau_{k} A_{k+1}=0
$$

with $\left\{\begin{array}{l}\Omega_{k}=-\sqrt{-2 a}(n-k+1)(k-j-1), \\ S_{k}=(d+b k), \\ \tau_{k}=-\frac{1}{2} \sqrt{-2 a}(k+1) .\end{array}\right.$
Theorem 2: $z(z-1) P_{n}^{\prime \prime}+\left(a z^{2}+b z+c\right) P_{n}^{\prime}+$ $\left(d+e z+f z^{2}\right) P_{n}=0$ admits polynomial solutions if

The polynomials are written as a linear combination of $j+1$ Laguerre polynomials:

$$
P_{n}=\sum_{k=0}^{j} A_{k} F[k-n, a+b+c ; a(1-z)]
$$

$$
F(a, b, y)=1+\frac{a}{b} \frac{y}{1!}+\cdots
$$

The $A_{k}$ are solutions of the recurrent system

$$
\begin{gathered}
\mathfrak{R}_{k} A_{k-1}+S_{k} A_{k}+\mathcal{T}_{k} A_{k+1}=0 \\
\text { with }\left\{\begin{array}{l}
\mathbb{R}_{k}=(k-1-c)(k-1-n), \\
S_{k}=d-c n+k(b+2 c-2 k+2 n), \\
T_{k}=(k+1)(k+1-n-a-b-c) .
\end{array}\right.
\end{gathered}
$$

Remark 1: Another solution deduces from the former if we simultaneously replace

$$
\begin{array}{ll}
z \text { by } 1-z, & c \text { by }-(a+b+c), \\
a \text { by }-a, & d \text { by } d-a n, \\
b \text { by } 2 a+b, & n \text { by } n .
\end{array}
$$

$$
\begin{aligned}
& \text { Theorem 3: } z(1-z)(\alpha-z) P_{n}^{\prime \prime}+\left(a z^{2}+b z+c\right) P_{n}^{\prime} \\
& +\left(d+e z+f z^{2}\right) P_{n}=0 \text { admits polynomial solutions if } \\
& \left\{\begin{array}{l}
e=-n(n+a-1) \\
f=0
\end{array} \quad \begin{array}{lll}
c=-\alpha j & (=0,-\alpha,-2 \alpha, \cdots \text { fixed })
\end{array}\right\} \begin{array}{l}
\begin{array}{l}
\text { necessary conditions } \\
(n=0,1,2, \cdots)
\end{array} \\
\left|\begin{array}{cccc}
S_{0} & T_{0} & \\
R_{1} & S_{1} & T_{1} \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
& \cdot & \cdot & \cdot \\
R_{j-1} & S_{j-1} & T_{j-1} \\
& & R_{j} & S_{j}
\end{array}\right|=0,
\end{array} \\
& \text { where }\left\{\begin{array}{l}
R_{k}=(k-1)(a+k-2)-n(n+a-1) \\
S_{k}=d+b k-(\alpha+1) k(k-1), \\
T_{k}=(k+1)(c+\alpha k) .
\end{array}\right.
\end{aligned}
$$

The polynomials are written as a linear combination of $j+1$ Jacobi polynomials:

$$
P_{n}=\sum_{k=0}^{j} A_{k} F\left(k-n, n-k+a+j-1 ; \frac{a+b+c}{1-\alpha} ; \frac{1-z}{1-\alpha}\right) .
$$

The $A_{k}$ are solutions of the recurrent system

$$
\mathbb{R}_{k} A_{k-1}+S_{k} A_{k}+\tau_{k} A_{k+1}=0
$$

with

$$
\left\{\begin{aligned}
\mathscr{A}_{k}= & \frac{(\alpha-1)(k-1-n)[(a+b+c) /(1-\alpha)-n+k-a-j](2 n-k+a+j)(k-j-1)}{(2 n-2 k+a+j+1)(2 n-2 k+a+j)} \\
\mathrm{S}_{k}= & d-\alpha B k-\alpha n(k-j)-\frac{1-\alpha}{(B-A-1)(B-A+1)} \\
& \times\left\{j A B(2 C-B-A-1)-[B k+n(k-j)]\left(1-B^{2}-A^{2}-C+C B+C A\right)\right\} \\
\tau_{k}= & \frac{(\alpha-1)(n-k+a+j-2)[(a+b+c) /(1-\alpha)-k-1+n](k+1)(2 n+a-k-2)}{(2 n-2 k+a+j-3)(2 n-2 k+a+j-2)},
\end{aligned}\right.
$$

with $A=k-n, B=n-k+a+j-1$, and $C=(a+b+c) /(1-\alpha)$.

Remark 2: As in Theorem 2, other solutions occur when we replace in the starting equation
(a) $z$ by $1-z$,
(c) $z$ by $(\alpha-1) z+1$,
(b) $z$ by $\alpha(1-z)$,
(d) $z$ by $(1-\alpha) z+\alpha$,
(e) $z$ by $\alpha z$.

The demonstrations are similiar for the three theorems. Here we prove only Theorem 3. We start from the equation

$$
\begin{align*}
z(1-z)(\alpha-z) P_{n}^{\prime \prime}+\left(a z^{2}\right. & +b z+c) P_{n}^{\prime} \\
& +\left(d+e z+f z^{2}\right) P_{n}=0 \tag{9}
\end{align*}
$$

Let us introduce into (9) the polynomial form $P_{n}=$ $\sum_{k=0}^{n} \lambda_{k} z^{k}$; it follows that $f=0$ and $e=-n(n+a-1)$ are necessary and that

$$
\begin{aligned}
& {[(k-1)(a+k-2)-n(n+a-1)] \lambda_{k-1}} \\
& \quad+(d+b k-(\alpha+1) k(k-1)] \lambda_{k} \\
& \quad+(k+1)(c+\alpha k) \lambda_{k+1} \\
& \quad=R_{k} \lambda_{k-1}+S_{k} \lambda_{k}+T_{k} \lambda_{k+1}=0
\end{aligned}
$$

That condition is satisfied if

$$
\left|\begin{array}{ccccc}
S_{0} & & T_{0} & &  \tag{10}\\
R_{1} & & S_{1} & T_{1} & \\
\cdot & & \cdot & \cdot & \\
& \cdot & & \cdot & \cdot \\
& \cdot & & \cdot \\
& R_{n-1} & S_{n-1} & T_{n-1} \\
& & & R_{n} & S_{n}
\end{array}\right|=0
$$

It seems very difficult to deduce the general polynomial solution because the order of the determinant increases with the order $n$ of the polynomial. However, if we suppose $c=-\alpha j$ ( $j$ fixed integer) $T_{j}=0$ and condition (10) may be replaced by

$$
\left|\begin{array}{ccccc}
S_{0} & T_{0} & & & \\
R_{1} & S_{1} & T_{1} & \\
\cdot & \cdot & \cdot & \\
& \cdot & \cdot & \cdot & \\
& \cdot & \cdot & \cdot \\
& R_{j-1} & S_{j-1} & T_{j-1} \\
& & R_{j} & S_{j}
\end{array}\right|=\begin{aligned}
& \text { whose order } \\
& \text { does not } \\
& \text { depend upon } n .
\end{aligned}
$$

Now let us introduce $P_{n}=\sum_{k=0}^{j} A_{k} F(k-n, n-k+$ $a+j-1 ;(a+b+c) /(1-\alpha) ;(1-z) /(1-\alpha))$ into equation (9) taking into account the differential equationsatisfied by the $F$ functions, the following remains to be proved:

$$
\left.\sum_{k=0}^{j} A_{k}\right\} j(1-z)(\alpha-z) \frac{d F(k-n)}{d z}
$$

$$
\begin{aligned}
& +\left[\left(2 k n-k^{2}+a k-k+j k-n j\right) z-d\right] \\
& \times F(k-n)\}=0
\end{aligned}
$$

Remembering the recurrence relations existing between $(1-z)(\alpha-z) d F(k-n) / d z$ and $z F(k-n)$ on one side, $F(k-1-n)$ and $F(k+1-n)$ and $F(k-n)$ on another side, it follows that

$$
\sum_{k=0}^{j} F(k-n)\left\{R_{k} A_{k-1}+S_{k} A_{k}+\tau_{k} A_{k+1}\right\}=0
$$

where $\mathscr{R}_{k}, S_{k}$, and $T_{k}$ are given above. Therefore, our theorem is proved and the $A_{k}$ are solutions of $\Omega_{k} A_{k-1}+S_{k} A_{k}+\tau_{k} A_{k+1}=0$. Moreover, for our three theorems the reader will verify the curious equality correct for all $j$-values:

$$
\left|\begin{array}{cccc}
S_{0} & T_{0} & & \\
R_{1} & S_{1} & T_{1} & \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
R_{j-1} & S_{j-1} & T_{j-1} \\
& & R_{j} & S_{j}
\end{array}\right|=\left|\begin{array}{ccccc}
S_{0} & \mathcal{T}_{0} & & \\
R_{1} & S_{1} & \mathcal{T}_{1} & \\
\cdot & \cdot & \cdot & \\
\cdot & & \cdot & \cdot \\
\cdot & & \cdot & \cdot \\
R_{j-1} & S_{j-1} & \widetilde{T}_{j-1} \\
& & R_{j} & S_{j}
\end{array}\right|
$$

## Remarks:

(a) Those theorems remain entirely valid when $n$ is not an integer. In that case of course the solutions are not polynomial.
(b) In the third theorem we deduce from Remark 2 that condition $c=-\alpha j$ can be replaced by $a+b+c$ $=-j(1-\alpha)$ or by

$$
\begin{equation*}
a \alpha^{2}+b \alpha+c=-j \alpha(\alpha-1) \tag{11}
\end{equation*}
$$

following the case.

## III. APPLICATION TO THE PROBLEMS OF SEC. I

A. Dirac's Equations in the Magnetic Field,

$$
\mathbf{B}=\frac{1}{\sqrt{x^{2}+y^{2}}}\left(\frac{-\gamma y}{x^{2}+y^{2}}, \frac{\gamma x}{x^{2}+y^{2}}, \alpha\right)
$$

The radial equations for $T_{2}$ and $T_{3}$ may be solved by using Theorem 2 of Sec. II. It is easily seen that $j=1 . T_{2}$ and $T_{3}$ appear as linear combinations of two confluent hypergeometric functions while energy levels are given by the polynomial condition

$$
\begin{aligned}
E^{2}=m_{0}^{2} c^{4}+c^{2} p_{\alpha}^{2}+ & (\epsilon \alpha c)^{2} \\
& -\left(\frac{\epsilon \alpha c(2 m+1)+2 c p_{z} \epsilon \gamma / \hbar}{2 n+\sqrt{(2 m+1)^{2}+4(\epsilon \gamma / \hbar)^{2}}}\right)^{2}
\end{aligned}
$$

We pass over the explicit writing of $T_{2}$ and $T_{3}$ for the sake of brevity.
B. Dirac's Equations in the Magnetic Field,

$$
\mathbf{B}=\nu\left(1+r^{2} / z^{2}\right) \mathbf{r} / r^{3}
$$
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The $\theta$ functions $T_{1}$ and $T_{4}$ may be found by Theorem 3 of Sec. II only if one among the three relations (11) may be satisfied. Only the third may be, provided that

$$
\begin{equation*}
\nu=-j \hbar / 2 \epsilon \quad \text { (remember } j \text { is an integer) } \tag{12}
\end{equation*}
$$

Remembering that $\nu$ has the dimensions of a magnetic pole, we see that relation (12) is absolutely identical with Dirac's rule of quantization concerning magnetic
poles, ${ }^{6}$ rule he has established in a very different way. Therefore, we may conclude with this very curious remark: Dirac's equation are exactly soluble only when the parameter $\nu$ is quantized following the rules of quantum mechanics.

We omit again the explicit writing of the functions $T_{1}$ and $T_{4}$. They appear as linear combinations of $j+1$ hypergeometric functions. Energy would be quantized if we added Coulomb electrical field.
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The two-time spin-pair correlation function $\sigma(R, t)$ is expressed as a product of a Gaussian distribution function and a power series with respect to time. The width of the Gaussian distribution function is determined by the second derivative with respect to time of the autocorrelation function $\sigma(0, t)$. The coefficients of the power series are determined up to terms of order $t^{8}$ for the square and s.c.isotropic Heisenberg and $X Y$ magnets of $\operatorname{spin} \frac{1}{2}$ at infinite temperature, and up to terms of $t^{10}$ for the linear magnets. The expressions obtained by truncating the power series to the exactly known terms give a very good fit at short times to the exact expression for the linear $X Y$ model, and to the results of the computer simulation due to Windsor for the s.c. Heisenberg ferromagnet. The Fourier-time transforms of the expressions thus obtained are shown to be the GramCharlier expansions. Thus we conclude that the Gram-Charlier expansion of the Fourier-time transform of $\sigma(R, t), \tilde{\sigma}(R, \omega)$, and that of its Fourier-space transform $I(k, t), S(k, \omega)$, is especially useful in the cases when the short-time behavior of $\sigma(R, t)$ or $I(k, t)$ is considered important; generally speaking, this is the case at large $k$ or at $\omega$ which is not very small. When the width of the Gaussian distribution function is determined by the second derivative of $I(k, t)$, a convergent result is not obtained for small values of $k$. For larger $k$, the convergence is as good as for the case when the width is determined by the autocorrelation function.

## 1. INTRODUCTION

The two-time spin-pair correlation function is the quantity of primary importance in the theory of neutron scattering from magnetic materials. ${ }^{1,2}$ In a number of papers, ${ }^{3-8}$ calculations are focused on the function at infinite temperature, for simplicity of the treatment. For example, Windsor ${ }^{4}$ performed a computer simulation calculation for the Heisenberg magnet of classical spins at infinite temperature. Carboni and Richards ${ }^{5}$ gave an exact calculation, for a finite chain, of the Heisenberg magnet of spin $\frac{1}{2}$ at infinite temperature.

In the preceding paper, ${ }^{9}$ the author gave the numerical values of the coefficients of the expansion in powers of time of the two-time spin-pair correlation function $\left\langle s_{i}^{z}(t) s_{f}^{z}(0)\right\rangle$ of $\operatorname{spin} \frac{1}{2}$ at infinite temperature. In the present paper, we express $\left\langle s_{i}^{2}(t) s_{f}^{z}(0)\right\rangle$ and its Fourier-space transform $\left\langle S_{k}^{z}(t) S_{-k}^{z}(0)\right\rangle$ as a product of a Gaussian distribution function and a power series.

It is noted that the Fourier-time transform of this expression gives the Gram-Charlier expansion, which was proposed by Collins and Marshall ${ }^{7}$ for the analysis of the Fourier-time transform of $\left\langle S_{k}^{z}(t) S_{-k}^{z}(0)\right\rangle$. The convergence of those expansions is discussed for the Heisenberg magnet and the $X Y$ magnet. For the onedimensional $X Y$ magnet, the results are compared with the exact solution.

In the remaining part of this introduction, definitions adopted in this paper are given. The Hamiltonian of the system is

$$
\begin{equation*}
H=-\sum_{f} \sum_{g}\left[J_{\perp}(f, g) s_{f}^{-} s_{g}^{+}+J_{11}(f, g) s_{f}^{z} s_{g}^{z}\right] \tag{1,1}
\end{equation*}
$$

where $J_{\perp}(f, g)$ and $J_{11}(f, g)$ are equal to $J_{\perp}$ and $J_{\| 1}$, respectively, when $f$ and $g$ are nearest neighbors of each other and zero otherwise. For the Heisenberg magnet, $J_{\perp}=J_{\|} \equiv J$. If $J_{\|}=0$ and the system is one-dimensional, the system is the $X Y$ model. We shall call the case of $J_{\|}=0$ the $X Y$ magnet in general. The two-time spinpair correlation function $\sigma\left(R_{i f}, t\right)$ is defined by

$$
\begin{equation*}
\sigma\left(R_{i f}, t\right)=\left\langle s_{i}^{z}(t) s_{f}^{z}(0)\right\rangle-\left\langle s_{i}^{z}\right\rangle\left\langle s_{f}^{z}\right\rangle, \tag{1.2}
\end{equation*}
$$

where

$$
s_{i}^{z}(t)=e^{i H t} s_{i}^{z} e^{-i H t}
$$

We shall introduce the Fourier-space transform of $s_{i}^{z}(t)$ by

$$
\begin{equation*}
S_{k}^{z}(t)=\sum_{f} s_{f}^{z}(t) e^{i k \cdot R_{f}} \tag{1.3}
\end{equation*}
$$

The Fourier-space transform of $\sigma\left(R_{i f}, t\right)$ is the socalled "intermediate scattering function." It will be denoted by $I(k, t)$ :

$$
\begin{equation*}
I(k, t)=\sum_{f} \sigma\left(R_{i f}, t\right) e^{i k \cdot R_{i f}} \tag{1.4}
\end{equation*}
$$

It is the correlation function of $S_{k}^{z}(t)$ :

$$
\begin{equation*}
I(k, t)=N^{-1}\left\langle S_{k}^{z}(t) S_{-k}^{z}(0)\right\rangle, \quad k \neq 0 \tag{1.5}
\end{equation*}
$$

where $N$ is the total number of spins in the system. We shall focus our attention mainly on $\sigma\left(R_{i f}, t\right)$ in Secs. 2 and 3, and on $I(k, t)$ in Sec. 4.

The $\theta$ functions $T_{1}$ and $T_{4}$ may be found by Theorem 3 of Sec. II only if one among the three relations (11) may be satisfied. Only the third may be, provided that

$$
\begin{equation*}
\nu=-j \hbar / 2 \epsilon \quad \text { (remember } j \text { is an integer) } \tag{12}
\end{equation*}
$$

Remembering that $\nu$ has the dimensions of a magnetic pole, we see that relation (12) is absolutely identical with Dirac's rule of quantization concerning magnetic
poles, ${ }^{6}$ rule he has established in a very different way. Therefore, we may conclude with this very curious remark: Dirac's equation are exactly soluble only when the parameter $\nu$ is quantized following the rules of quantum mechanics.

We omit again the explicit writing of the functions $T_{1}$ and $T_{4}$. They appear as linear combinations of $j+1$ hypergeometric functions. Energy would be quantized if we added Coulomb electrical field.
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## 1. INTRODUCTION

The two-time spin-pair correlation function is the quantity of primary importance in the theory of neutron scattering from magnetic materials. ${ }^{1,2}$ In a number of papers, ${ }^{3-8}$ calculations are focused on the function at infinite temperature, for simplicity of the treatment. For example, Windsor ${ }^{4}$ performed a computer simulation calculation for the Heisenberg magnet of classical spins at infinite temperature. Carboni and Richards ${ }^{5}$ gave an exact calculation, for a finite chain, of the Heisenberg magnet of spin $\frac{1}{2}$ at infinite temperature.

In the preceding paper, ${ }^{9}$ the author gave the numerical values of the coefficients of the expansion in powers of time of the two-time spin-pair correlation function $\left\langle s_{i}^{z}(t) s_{f}^{z}(0)\right\rangle$ of $\operatorname{spin} \frac{1}{2}$ at infinite temperature. In the present paper, we express $\left\langle s_{i}^{2}(t) s_{f}^{z}(0)\right\rangle$ and its Fourier-space transform $\left\langle S_{k}^{z}(t) S_{-k}^{z}(0)\right\rangle$ as a product of a Gaussian distribution function and a power series.

It is noted that the Fourier-time transform of this expression gives the Gram-Charlier expansion, which was proposed by Collins and Marshall ${ }^{7}$ for the analysis of the Fourier-time transform of $\left\langle S_{k}^{z}(t) S_{-k}^{z}(0)\right\rangle$. The convergence of those expansions is discussed for the Heisenberg magnet and the $X Y$ magnet. For the onedimensional $X Y$ magnet, the results are compared with the exact solution.

In the remaining part of this introduction, definitions adopted in this paper are given. The Hamiltonian of the system is

$$
\begin{equation*}
H=-\sum_{f} \sum_{g}\left[J_{\perp}(f, g) s_{f}^{-} s_{g}^{+}+J_{11}(f, g) s_{f}^{z} s_{g}^{z}\right] \tag{1,1}
\end{equation*}
$$

where $J_{\perp}(f, g)$ and $J_{11}(f, g)$ are equal to $J_{\perp}$ and $J_{\| 1}$, respectively, when $f$ and $g$ are nearest neighbors of each other and zero otherwise. For the Heisenberg magnet, $J_{\perp}=J_{\|} \equiv J$. If $J_{\|}=0$ and the system is one-dimensional, the system is the $X Y$ model. We shall call the case of $J_{\|}=0$ the $X Y$ magnet in general. The two-time spinpair correlation function $\sigma\left(R_{i f}, t\right)$ is defined by

$$
\begin{equation*}
\sigma\left(R_{i f}, t\right)=\left\langle s_{i}^{z}(t) s_{f}^{z}(0)\right\rangle-\left\langle s_{i}^{z}\right\rangle\left\langle s_{f}^{z}\right\rangle, \tag{1.2}
\end{equation*}
$$

where

$$
s_{i}^{z}(t)=e^{i H t} s_{i}^{z} e^{-i H t}
$$

We shall introduce the Fourier-space transform of $s_{i}^{z}(t)$ by

$$
\begin{equation*}
S_{k}^{z}(t)=\sum_{f} s_{f}^{z}(t) e^{i k \cdot R_{f}} \tag{1.3}
\end{equation*}
$$

The Fourier-space transform of $\sigma\left(R_{i f}, t\right)$ is the socalled "intermediate scattering function." It will be denoted by $I(k, t)$ :

$$
\begin{equation*}
I(k, t)=\sum_{f} \sigma\left(R_{i f}, t\right) e^{i k \cdot R_{i f}} \tag{1.4}
\end{equation*}
$$

It is the correlation function of $S_{k}^{z}(t)$ :

$$
\begin{equation*}
I(k, t)=N^{-1}\left\langle S_{k}^{z}(t) S_{-k}^{z}(0)\right\rangle, \quad k \neq 0 \tag{1.5}
\end{equation*}
$$

where $N$ is the total number of spins in the system. We shall focus our attention mainly on $\sigma\left(R_{i f}, t\right)$ in Secs. 2 and 3, and on $I(k, t)$ in Sec. 4.

## 2. SHORT-TIME EXPANSION OF $\sigma\left(R_{i f}, t\right)$

The short-time expansion of the two-time spin-pair correlation function $\sigma\left(R_{i f}, t\right)$ has been given in the following form:
$\sigma\left(R_{i f}, t\right)=\sigma_{\alpha}^{(0)}\left(R_{i f}\right)+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(2 n)!} \sigma_{\alpha}^{(2 n)}\left(R_{i f}\right)(J t)^{2 n}$,
where $\sigma_{\alpha}^{(2 n)}\left(R_{i f}\right)$ is $\sigma_{t}^{(2 n)}\left(R_{i f}\right)$ or $\sigma_{0}^{(2 n)}\left(R_{i f}\right)$ according as the system is the isotropic Heisenberg magnet or the $X Y$ magnet. For the case of the $X Y$ magnet, $J$ must be replaced by $J_{\perp}$. The numerical values of $\sigma_{t}^{(2 n)}\left(R_{i f}\right)$ and $\sigma_{0}^{(2 n)}\left(R_{i f}\right)$ are listed in Tables IV-VI of Ref. 9 .
When $R_{i f}=0, \sigma(0, t)$ is equal to $\sigma_{\alpha}^{(0)}(0)$ at $t=0$ and decays with finite second derivative $-\sigma_{\alpha}^{(2)}(0) J^{2}$. It is natural to approximate this behavior by the Gaussian distribution function

$$
\begin{equation*}
\sigma(0, t) \approx \sigma_{\alpha}^{(0)}(0) e^{-\tau^{2} / 2} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau^{2}=(J t)^{2} \sigma_{\alpha}^{(2)}(0) / \sigma_{\alpha}^{(0)}(0) \tag{2.3}
\end{equation*}
$$

For spin $\frac{1}{2}$ at infinite temperature, $\sigma_{\alpha}^{(0)}(0)=\frac{1}{4}$ and $\sigma_{\alpha}^{(2)}(0)=\frac{1}{2} z$, and hence

$$
\begin{equation*}
\tau^{2}=2 \tilde{z}(J t)^{2} \tag{2.4}
\end{equation*}
$$

where $z$ is the coordination number of the lattice.
Assuming this general decay of $\sigma\left(R_{i f}, t\right)$, we express $\sigma\left(R_{i f}, t\right)$ as a product of $\exp \left(-\tau^{2} / 2\right)$ and a power series in $t$ :
$\sigma\left(R_{i f}, t\right)=\frac{1}{4} e^{-\tau^{2} / 2}\left(\eta_{\alpha}^{(0)}\left(R_{i f}\right)+\sum_{n=1}^{\infty} \frac{\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)}{(2 n)!(2 z)^{n}} \tau^{2 n}\right)$.
The factor $\frac{1}{4}$ on the right-hand side is for $\sigma_{\alpha}^{(0)}(0)$. By comparing (2.1) and (2.5), we can determine the exact coefficients $\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)$ for $0 \leq n \leq N$ when $\sigma_{\alpha}^{(2 n)}\left(R_{i f}\right)$ are known for $0 \leq n \leq N$. The coefficients $\eta_{\alpha}^{\alpha(2 n)}\left(R_{i f}\right)$ for the Heisenberg magnet ( $\alpha=t$ ) and the $X Y$ magnet ( $\alpha=0$ ), respectively, are given in Table I for $0 \leq 2 n \leq 10$ for the linear chain. The corresponding tables for $0 \leq 2 n \leq 8$ for the square and simple cubic lattices are Tables II and III.

The $\sigma\left(R_{i f}, l\right)$ are calculated as a function of $t$ by truncating the sum on the right-hand side of (2.5) at the

TABLE I. Coefficients $\eta_{\alpha}^{(2 \pi)}\left(R_{i f}\right)$ for the Linear Chain I. a. Isotropic Heisenberg Magnet of $\operatorname{Spin} \frac{1}{2}$.

|  | I. a. |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| $R_{i f}$ | $\eta_{t}^{(0)}$ | $\eta_{t}^{(2)}$ | $\eta_{t}^{(4)}$ | $\eta_{t}^{(6)}$ | $\eta_{t}^{(8)}$ | $\eta_{i}^{(10)}$ |
| $(0)$ | 1 | 0 | -4 | 68 | 5812 | 279184 |
| $(1)$ | 0 | 2 | 20 | 216 | 2288 | 24784 |
| $(2)$ | 0 | 0 | 6 | 210 | 6664 | 219120 |
| $(3)$ | 0 | 0 | 0 | 20 | 1512 | 90852 |
| $(4)$ | 0 | 0 | 0 | 0 | 70 | 9240 |
| $(5)$ | 0 | 0 | 0 | 0 | 0 | 252 |


| I. b. $X Y$ Model. |  |  |  |  |  |  |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: |
| $R_{i f}$ | $\eta_{0}^{(0)}$ | $\eta_{0}^{(2)}$ | $\eta_{0}^{(4)}$ | $\eta_{0}^{(6)}$ | $\eta_{0}^{(8)}$ | $\eta_{0}^{(10)}$ |
| $(0)$ | 1 | 0 | -12 | -160 | 420 | 173376 |
| $(1)$ | 0 | 2 | 24 | 300 | 2800 | -47880 |
| $(2)$ | 0 | 0 | 6 | 240 | 8680 | 322560 |
| $(3)$ | 0 | 0 | 0 | 20 | 1680 | 112140 |
| $(4)$ | 0 | 0 | 0 | 0 | 70 | 10080 |
| $(5)$ | 0 | 0 | 0 | 0 | 0 | 252 |

TABLE II. Coefficients $\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)$ for the Square Lattice

| II. a. |  |  |  |  | Isotropic Heisenberg Magnet. |
| :--- | :--- | :--- | ---: | ---: | ---: |
| $R_{i f}$ | $\eta_{t}^{(0)}$ | $\eta_{t}^{(2)}$ | $\eta_{t}^{(4)}$ | $\eta_{t}^{(6)}$ | $\eta_{t}^{(8)}$ |
| $(0,0)$ | 1 | 0 | 8 | 440 | 44120 |
| $(1,0)$ | 0 | 2 | 28 | 680 | 22080 |
| $(2,0)$ | 0 | 0 | 0 | 310 | 17192 |
| $(3,0)$ | 0 | 0 | 0 | 20 | 2296 |
| $(4,0)$ | 0 | 0 | 0 | 0 | 70 |
| $(1,1)$ | 0 | 0 | 12 | 680 | 39424 |
| $(2,1)$ | 0 | 0 | 0 | 60 | 7224 |
| $(3,1)$ | 0 | 0 | 0 | 0 | 280 |
| $(2,2)$ | 0 | 0 | 0 | 0 | 420 |


| II.b. $X Y$ Magnet. |  |  |  |  |  |
| :--- | :--- | :--- | ---: | ---: | ---: |
| $R_{i f}$ | $\eta_{0}{ }^{(0)}$ | $\eta_{0}^{(2)}$ | $\eta_{0}^{(4)}$ | $\eta_{0}^{(6)}$ | $\eta_{0}^{(8)}$ |
| $(0,0)$ | 1 | 0 | -40 | -1472 | -46536 |
| $(1,0)$ | 0 | 2 | 40 | 948 | 21168 |
| $(2,0)$ | 0 | 0 | 6 | 400 | 25928 |
| $(3,0)$ | 0 | 0 | 0 | 20 | 2800 |
| $(4,0)$ | 0 | 0 | 0 | 0 | 70 |
| $(1,1)$ | 0 | 0 | 12 | 800 | 51408 |
| $(2,1)$ | 0 | 0 | 0 | 60 | 8400 |
| $(3,1)$ | 0 | 0 | 0 | 0 | 280 |
| $(2,2)$ | 0 | 0 | 0 | 0 | 420 |

TABLE III. Coefficients $\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)$ for the s.c. Lattice
III. a. Isotropic Heisenberg Magnet.

| $R_{i f}$ | $\eta_{i}{ }^{(0)}$ | $\eta_{i}^{(2)}$ | $\eta_{t}^{(4)}$ | $\eta_{t}{ }^{(6)}$ | $\eta_{t}^{(8)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (0,0,0) | 1 | 0 | 36 | 444 | 206892 |
| (1, 0, 0) | 0 | 2 | 36 | 1656 | 63952 |
| (2,0,0) | 0 | 0 | 6 | 410 | 36232 |
| $(3,0,0)$ | 0 | 0 | 0 | 20 | 3080 |
| $(4,0,0)$ | 0 | 0 | 0 | 0 | 70 |
| (1, 1, 0) | 0 | 0 | 12 | 880 | 77728 |
| (2, 1, 0) | 0 | 0 | 0 | 60 | 9576 |
| $(3,1,0)$ | 0 | 0 | 0 | 0 | 280 |
| (2, 2, 0) | 0 | 0 | 0 | 0 | 420 |
| (1, 1, 1) | 0 | 0 | 0 | 120 | 19488 |
| (2, 1, 1) | 0 | 0 | 0 | 0 | 840 |
| III. b. XY Magnet. |  |  |  |  |  |
| $R_{\text {if }}$ | $\eta_{0}{ }^{(0)}$ | $\eta_{0}{ }^{(2)}$ | $\eta_{0}{ }^{(4)}$ | $\eta_{0}{ }^{(6)}$ | $\eta_{0}{ }^{(8)}$ |
| (0,0,0) | 1 | 0 | -84 | - 5472 | - 324996 |
| $(1,0,0)$ | 0 | 2 | 56 | 2012 | 62832 |
| (2,0,0) | 0 | 0 | 6 | 560 | 53480 |
| $(3,0,0)$ | 0 | 0 | 0 | 20 | 3920 |
| $(4,0,0)$ | 0 | 0 | 0 | 0 | 70 |
| (1, 1, 0) | 0 | 0 | 12 | 1120 | 106512 |
| (2, 1, 0) | 0 | 0 | 0 | 60 | 11760 |
| $(3,1,0)$ | 0 | 0 | 0 | 0 | 280 |
| $(2,2,0)$ | 0 | 0 | 0 | 0 | 420 |
| (1, 1, 1) | 0 | 0 | 0 | 120 | 23520 |
| $(2,1,1)$ | 0 | 0 | 0 | 0 | 840 |

2nd, 3rd, $\cdot$. terms. When one needs $m$ steps along the axis to go from the $i$ th site to the $f$ th site, the first nonzero coefficient $\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)$ occurs for $n=m$. The approximation where $n$ coefficients $\eta_{\alpha}^{(2 m)}\left(R_{i f}\right)$ through $\eta_{\alpha}^{(2 m+2 n-2)}\left(R_{i f}\right)$ are used and the higher terms are ignored in the sum of (2.5) will be called the " $n$-term approximation." Typical curves are shown in Figs. $1-5$. For the origin, the Gaussian approximation (2.2) is the two-term approximation. For convenience of comparison with previous work, $4 \sigma\left(R_{i f}, t\right)$ is plotted as a function of $\tau=(2 z)^{1 / 2} \mathrm{Jt}$. The curves are labeled as $n$ term or simply as $n(n=1,2,3,4$, or 5$)$ for the $n$-term approximations.
When we are interested in neutron diffraction, the quantity of interest is the space-time Fourier trans-
form of $\sigma\left(R_{i f}, t\right)$. The Fourier transform with respect to time is taken with the aid of the following formula ${ }^{11}$ :
$\int_{0}^{\infty} \tau^{2 n} e^{-\tau^{2} / 2 \alpha^{2}} \cos u \tau d \tau$ $=\left(\frac{1}{2} \pi\right)^{1 / 2}(-1)^{n} a^{2 n+1} e^{-a^{2} u^{2} / 2} H e_{2 n}(a u)$,


FIG. 1. Time dependence of the autocorrelation function for the one-dimensional $X Y$ model. The two-term approximation is the Gaussian distribution function. The six-term approximation is given by Eq. (2.5) and Table I.b. The exact curve is due to Katsura et al. ${ }^{10}$


FIG. 2. Time dependence of the autocorrelation function for the s.c.Heisenberg magnet. The two-term approximation is the Gaussian distribution function. The five-term approximation is given by Eq. (2.5) and Table III. a. Circles with center dot are due to Windsor 4 Dashed curve (B-H) is the result of Blume and HubWindso
bard. 6


FIG. 3. Time dependence of the correlation function of nearest neighbor spins for the s.c. Heisenberg magnet. The onethrough four-term approximations are given. The circles with a center dot are due to Windsor and the dashed curve $(\mathrm{B}-\mathrm{H})$ to a center dot are due
Blume and Hubbard.
where $H e_{n}(x)$ is the Hermite polynomial defined by

$$
\begin{equation*}
H e_{n}(x)=n!\sum_{m=0}^{[n / 2]} \frac{(-1)^{m} x^{n-2 m}}{m!2^{m}(n-2 m)!} \tag{2.7}
\end{equation*}
$$

Parameter $a$ is included in (2.6) for later use.
We define the Fourier-time transform of $\sigma\left(R_{i f}, t\right)$ by

$$
\begin{equation*}
\tilde{\sigma}\left(R_{i f}, \omega\right)=\int_{0}^{\infty} \sigma\left(R_{i f}, t\right) \cos \omega t d t \tag{2.8}
\end{equation*}
$$

Then we have

$$
\begin{align*}
\tilde{\sigma}\left(R_{i f}, \omega\right)= & \left(\frac{\pi}{2}\right)^{1 / 2} \frac{1}{4(2 z)^{1 / 2} J} e^{-u^{2} / 2}\left(\eta_{\alpha}^{(0)}\left(R_{i f}\right)\right. \\
& \left.+\sum_{n=1}^{\infty} \frac{(-1)^{n} \eta_{\alpha}^{(2 n)}\left(R_{i f}\right)}{(2 n)!(2 z)^{n}} H e_{2 n}(u)\right) \tag{2.9}
\end{align*}
$$

where

$$
\begin{equation*}
u^{2}=\omega^{2} / 2 z J^{2} \tag{2.10}
\end{equation*}
$$

The curves of $\tilde{\sigma}\left(R_{i f}, \omega\right)$ are shown in Figs. 6-8.


FIG.4. Time dependence of the autocorrelation function for the linear Heisenberg magnet. The two- and six-term approximations are shown.


FIG.5. Time dependence of the autocorrelation function for the square Heisenberg magnet. The two- and five-term approximations are shown.

The inverse relation to (2.8) is

$$
\begin{equation*}
\sigma\left(R_{i f}, l\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \tilde{\sigma}\left(R_{i f}, \omega\right) \cos \omega t d \omega \tag{2.11}
\end{equation*}
$$

Expanding both sides in powers of $t$, we confirm that the moments of $\omega$ calculated by (2.9) are the same as the ones given by the coefficients of (2.1). Hence the expansion (2.9) represents the Gram-Charlier expansion introduced by Collins and Marshall ${ }^{7}$ for the neutron scattering problem. Thus Tables I-III give the coefficients for the Gram-Charlier expansion.


FIG.6. Fourier-time transform of the autocorrelation function for the linear Heisenberg magnet; cf. Fig. 4. The six-term approximation and Carboni and Richards' result (C-R) are compared.


FIG. 7. Fourier-time transform of the auto-correlation function for the s.c. Heisenberg magnet. The five-term approximation is compared with the two-term (Gaussian) approximation, Windsor's result (black circles), and Blume and Hubhard's result (dashed curve); cf. Fig. 2.


FIG. 8. Fourier-time transform of the autocorrelation function of the one-dimensional $X Y$ model. The six-term approximation is compared with the two-term (Gaussian) approximation and the exact curve; cf. Fig. 1.

## 3. DISCUSSION OF THE RESULTS FOR $\sigma\left(R_{i f}, l\right)$ and $\tilde{\sigma}\left(R_{i f}, \omega\right)$

Figure 1 shows the autocorrelation function for the one-dimensional $X Y$ model. The six-term approximation represents the curve which Eq. (2.5) gives when $\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)$, given for $R_{i f}=0$ in Table I. b, are used up to $2 n=10$ and higher terms are ignored. It is compared with the exact result obtained by Katsura et $a l .{ }^{10}$ We notice that the six-term approximation is a great improvement over the two-term approximation (Gaussian distribution function) for $0 \leq \tau \lesssim 2.0$. But the approximation is not good for $\tau>2.0$.

Figures 2 and 3 show the autocorrelation function and the correlation function of spins on the nearest neighbors, for the s.c.lattice. The curves are obtained by Eq. (2.5) with Table IIIa. The curves in the fiveterm and four-term approximations, respectively, show very good agreement with Windsor's results (scaled properly) for $0 \leq \tau \leq 2.0$. The agreement with Blume and Hubbard's ${ }^{6}$ results is not so complete in this range. For $2.0<\tau$, the present result deviates from Windsor's result. This deviation is due to the inaccuracy of the present result. This situation is clear in Fig. 3, where the curves obtained in the two- and three-term approximations are also given. The convergence is good for $0 \leq \tau \lesssim 2.0$ at the four-term approximation. But, the values for $2<\tau$ are still changing towards the curve due to Windsor as the higher terms are included.

From these observations, we conclude that Eq. (2.5) with Tables I-III gives a very good estimate of $\sigma\left(R_{i f}, t\right)$ for $0 \leq \tau \leqslant 2.0$, if more than two nonzero values of $\eta_{\alpha}^{(2 n)}\left(R_{i f}\right)$ are available. All these figures show that the curves decay to zero too fast at $\tau>\mathbf{2 . 0}$.

Figure 4 shows the time dependence of the autocorrelation function of the one-dimensional Heisenberg magnet. In the six-term approximation, we have a tail extending up to $\tau \sim 4.0$. But in Windsor's result, we see that the tail is extended to still larger values of $\tau$. This situation can be seen more clearly in Fig. 6, where the Fourier-time transform is compared. At $\omega=0, \tilde{\sigma}(R, \omega)$ in the six-term approximation is a little higher than that of the Gaussian curve. This is due to the tail around $\tau \sim 3$ of Fig. 4. But the result of Carboni and Richards ${ }^{5}$ suggests a divergence of $\tilde{\sigma}\left(R_{i f}, \omega\right)$ at $\omega=0$, which is connected with a very long tail in $\sigma\left(R_{i f}, t\right)$. Except for the divergence of $\tilde{\sigma}(R, \omega)$ at $\omega=0$, the curve obtained by the six-term approximation fits well to the Carboni and Richards result.
Figure 5 shows the autocorrelation function for the square lattice. Compared with Windsor's result, the tail is again too short-ranged.
Figure 7 shows the Fourier-time transform of the curves given in Fig. 2 for the autocorrelation function of the Heisenberg magnet for the s.c. lattice. The five-term approximation is slightly nearer to Windsor's curve, compared with the two-term approximation.

Figure 8 shows the Fourier-time transforms of the curves shown in Fig. 1 of the autocorrelation function for the one-dimensional $X Y$ model. The good fit of the six-term approximation at short time in Fig. 1 is now indicated only by a tendency toward improving from the two-term approximation to the exact one. At the end of the last section. we noticed that the present approximations used in evaluating $\sigma\left(R_{i f}, t\right)$ gives the Gram-Charlier expansion for $\ddot{\sigma}\left(R_{i f}, \omega\right)$. The above analysis shows that improvements in $\tilde{\sigma}\left(R_{i f}, \omega\right)$ are attained by including more terms if the values of $\sigma\left(R_{i f}, t\right)$ for $0<\tau \lesssim 2.0$ play a main role in its calculation for the given value of $\omega$. Thus we cannot expect very good results for $\tilde{\sigma}\left(R_{i f}, \omega\right)$ at small $\omega$ which is most affected by the tail of $\sigma\left(R_{i f}, l\right)$.
4. $I(k, t)$ and $S(k, \omega)$

In this section, we investigate the Fourier-space transforms of the quantities discussed in the preceding section. On the one hand, we simply take the Fourier-space transforms of the results (2.5) and (2.9) obtained in the preceding section:
$I(k, t)=\frac{1}{4} e^{-\tau^{2} / 2}\left(\zeta_{\alpha}^{(0)}(k)+\sum_{n=1}^{\infty} \frac{\zeta_{\alpha}^{(2 n)}(k)}{(2 n)!(2 z)^{n}} \tau^{2 n}\right)$,
and

$$
\begin{align*}
S(k, \omega)=\left(\frac{\pi}{2}\right)^{1 / 2} & \frac{1}{4(2 z)^{1 / 2 J}} e^{-u^{2} / 2}\left(\zeta_{\alpha}^{(0)}(k)\right. \\
& \left.+\sum_{n=1}^{\infty} \frac{(-1)^{n} \zeta_{\alpha}^{(2 n)}(k)}{(2 n)!(2 z)^{n}} H e_{2 n}(u)\right) \tag{4.2}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta_{\alpha}^{(2 n)}(k)=\sum_{f} \eta_{\alpha}^{(2 n)}\left(R_{i f}\right) e^{i k^{\cdot} l_{i j}} \tag{4.3}
\end{equation*}
$$

Examples of curves of $I(k, t)$ and $S(k, \omega)$ obtained by (4.1) and (4.2) are shown by dashed lines in Figs. 9-12 and 13-15, respectively. Fig. 9 shows the comparison of $I(k, t)$ for the one-dimensional $X Y$ model with the exact result. ${ }^{10}$ Agreement is good at $0<\tau ふ 2.0 . I(k, l)$ obtained by truncating the expan-
sion (4.1) decays too fast and cannot reproduce the oscillatory behavior of the exact $J_{0}(2 \tau)$. The Fouriertime transform $S(k, \omega)$ is compared in Fig. 13. We notice now that the approximate expression cannot reproduce the singular behavior of $S(k, \omega)$. The curves for $I(k, t)$ obtained by (4.1) are considered to be very good for $0<\tau \lesssim 2.0$.
In another approach, we substitute (2.1) into (1.4) and obtain the short time expansion of $I(k, t)$ as

$$
\begin{equation*}
I(k, t)=I_{\alpha}^{(0)}(k)+\sum_{n=1}^{\infty} \frac{(-1)^{\cdot \cdot} I_{\alpha}^{(2 n)}(k)}{(2 n)!(2 z)^{n}} \tau^{2 n} \tag{4.4}
\end{equation*}
$$



FIG. 9. Time dependence of $I(k, i)$ for the one-dimensional $X Y$ model, where $k=(\pi)$. The six-term approximations are compared with the exact result.


FIG. 10. Time dependence of $I(k, t)$ for the s.c. Heisenberg magnet, where $k=(\pi / 2,0,0)$. The solid lines show the one- through fiveterm approximations, the Gaussian distribution function is determined by the coefficients of $O\left(l^{\circ}\right)$ and $O\left(l^{2}\right)$. The expansion does not converge. The dashed lines are for the case where $a$ is deternot converge. The dashed lines are for the case where $a$ is deter-
mined by the expansion of the autocorrelation function. They are mined by the expansion of the autocorrelation function
compared with Blume and Hubbard's curved ( $\mathrm{B}-\mathrm{H}$ ).

$$
\begin{equation*}
I_{\alpha}^{(2 n)}(k)=\sum_{f} \sigma_{\alpha}^{(2 n)}\left(R_{i f}\right) e^{i k \cdot R_{i f}} \tag{4.5}
\end{equation*}
$$

In analogy with the case of $\sigma\left(R_{i f}, t\right)$ for $R_{i f}=0$ in Sec. 2 , we introduce the Gaussian distribution function by using the first two terms of (4.4):

$$
\begin{equation*}
I_{\alpha}^{(0)}(\mathfrak{k}) e^{-\tau^{2} / 2 a^{2}} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
a^{2}=2 z I_{c}^{(0)}(k) / I_{\alpha}^{(2)}(k) \tag{4.7}
\end{equation*}
$$

$I(k, t)$ is expressed as a product of (4.6) and a power series of $\tau^{2}$ :
$I(k, t)=I_{\alpha}^{(0)}(k) e^{-\tau^{2} / 2 a^{2}}\left(1+\sum_{n=1}^{\infty} \frac{\xi^{(2 n)}(k)}{(2 n)!(2 z)^{n}} \tau^{2 n}\right)$.
With the aid of formula (2.7), its Fourier-time transform is
$S(k, \omega)=I_{\alpha}^{(0)}(k)\left(\frac{\pi}{2}\right)^{1 / 2} \frac{a e^{-a^{2} u^{2} / 2}}{(2 z)^{1 / 2} J}$


FIG.11. Time dependence of $I(k, t)$ for the s.c. Heisenberg magnet, where $k=(\pi, 0,0)$. Convergence is good for both values of $a^{2}=1.5$ and $a^{2}=1.0$. The curves are compared with Blume and Hubbard's result $(\mathrm{B}-\mathrm{H})$.

$$
=0.8
$$

FIG. 12. Time dependence of $I(k, t)$ for the s.c. Heisenberg magnet, where $k=(\pi, \pi, \pi)$.

$$
\begin{equation*}
\times\left(1+\sum_{n=1}^{\infty}(-1)^{n} \frac{\xi^{(2 n)}(k) a^{2 n}}{(2 n)!(2 z)^{n}} H e_{2 n}(a u)\right) . \tag{4.9}
\end{equation*}
$$

This is the Gram-Charlier expansion of $S(k, \omega)$ proposed by Collins and Marshall. ${ }^{7}$
Curves obtained for $I(k, t)$ and $S(k, \omega)$ by (4.8) and (4.9) are shown by solid lines in Figs. 9-12 and 13-15, respectively. For small values of $k$, parameter $a^{2}$ is larger than unity and expansion (4.8) for $I(k, t)$ does not converge; such an example is shown in Fig. 10. This feature is stronger for larger dimen-


FIG. 13. Frequency-dependence of $S(k, \omega)$ for the one-dimensional $X Y$ model, where $k=(\pi)$. The six-term approximations are compared with the exact result.


FIG. 14. Frequency-dependence of $S(k, \omega)$ for the s.c. Heisenberg magnet, where $k=(\pi, 0,0)$; cf. Fig. 11 .


FIG. 15. Frequency-dependence of $S(k, \omega)$ for the s.c. Heisenberg magnet, where $k=(\pi, \pi, \pi)$; cf. Fig. 12 .
sion. For large values of $k, a^{2}$ is smaller than unity and $I(k, t)$ and $S(k, \omega)$ converge fairly well. We notice that the curves obtained by (4.1) and (4.8) agree well with each other at $0 \leq \tau \lesssim 2.0$. From a comparison of Fig. 10 with Figs. 11 and 12, we see that $I(k, t)$ for small $k$ decays slower than for larger $k$. This means that the present result gives a better fit for larger $k$.

Discrepancy of the curves in the five-term approximation from Blume and Hubbard's curve near $\tau \sim 2.0$ in Fig. 12 will be due to a similar discrepancy of $\sigma\left(R_{i f}, t\right)$ for nearest neighbors shown in Fig. 3.

## 5. CONCLUSION

The short-time expansions of the two-time spin-pair correlation function $\sigma\left(R_{i f}, t\right)$ and its Fourier transform $I(k, t)$ are expressed as a product of a Gaussian distribution function and a power series. When the Gaussian distribution function is chosen to fit the first two terms of the expansion of the autocorrelation function, the results for $\sigma\left(R_{i f}, t\right)$ and $I(k, t)$ are found very good for $0<\tau ふ 2.0$. At $\tau>2.0$, the quantities damps too fast. In case when the values at $\tau<2.0$ of $\sigma\left(R_{i f}, t\right)$ or $I(k, t)$ play an important role, these expansions must be useful. Generally speaking, this is the case for $I(k, t)$ and $S(k, \omega)$ at large $k$ and for $\tilde{\sigma}\left(R_{i f}, \omega\right)$ at $\omega$ which is not very small.
In the Gram-Charlier expansion proposed by Collins and Marshall, 7 the Gaussian distribution function is determined by the first two terms of the expansion of $I(k, t)$. It is found that it gives a divergent result for small values of $k$.
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The gyroscopic Lagrangian system $\ddot{\xi}+A \dot{\xi}+H \xi(l)=0$ on the finite-dimensional complex Hilbert space $E$ is shown to be stable if and only if there exist Hermitian operators $i \alpha$ and $P>0$ such that $A=P \alpha+\alpha P$ and $H=P\left(\frac{1}{4}+\alpha^{2}\right) P$. Structural stability is shown to be equivalent to the uniqueness of $P$ and $\alpha$, and to the existence of a Liapunov operator on $E \times E$ of the form $L p(T)$, where $L=\left(i_{i A}^{-i}\right)^{-i}, T=\left(\begin{array}{c}0 \\ i\end{array} \frac{-i}{i}\right)$, and $p(x)$ is a real polynomial of degree not exceeding the least of the quantities $2 \operatorname{dim} E-1$ and $4 N+1$, where $N$ denotes the number of negative eigenvalues of $H$.

## I. INTRODUCTION

This paper continues the discussion presented earlier ${ }^{1-5}$ of the linear gyroscopic Lagrangian system

$$
\begin{equation*}
\ddot{\xi}+A \dot{\xi}+H \xi(t)=0, \quad t \geq 0 . \tag{1}
\end{equation*}
$$

Here the operators $H$ and $i A$ are assumed to be timeindependent linear Hermitian operators on and into the complex $n$-dimensional Hilbert space $E$, with $\xi(t) \in E$ for each $t \geq 0$. We obtain some necessary and sufficient conditions for stability (Sec. II); in particular, it is shown that the system (1) is stable if and only if
there exist Hermitian operators $i \alpha$ and $P>0$ such that $A=P \alpha+\alpha P$ and $H=P\left(\frac{1}{4}+\alpha^{2}\right) P$. This result provides a simple means of generating stable systems. In Sec. III we consider the problem of the construction of Liapunov functionals. It was shown in Ref. 1 that for any real polynomial $p(x)$, the operator $L p(T)$ is Hermitian and $\langle\zeta, L p(T) \zeta\rangle$ is a constant of the motion of the equivalent system $\dot{\zeta}=W \zeta$ in $E \times E$, where
$W=\left(\begin{array}{rr}0 & I \\ -H & -A\end{array}\right), \quad L=\left(\begin{array}{rr}-i A & -i \\ i & 0\end{array}\right), \quad$ and $\quad T=-i W$.
Thus if $L p(T)>0,\langle\zeta, L p(T) \zeta\rangle$ is a Liapunov functional


FIG. 15. Frequency-dependence of $S(k, \omega)$ for the s.c. Heisenberg magnet, where $k=(\pi, \pi, \pi)$; cf. Fig. 12 .
sion. For large values of $k, a^{2}$ is smaller than unity and $I(k, t)$ and $S(k, \omega)$ converge fairly well. We notice that the curves obtained by (4.1) and (4.8) agree well with each other at $0 \leq \tau \lesssim 2.0$. From a comparison of Fig. 10 with Figs. 11 and 12, we see that $I(k, t)$ for small $k$ decays slower than for larger $k$. This means that the present result gives a better fit for larger $k$.

Discrepancy of the curves in the five-term approximation from Blume and Hubbard's curve near $\tau \sim 2.0$ in Fig. 12 will be due to a similar discrepancy of $\sigma\left(R_{i f}, t\right)$ for nearest neighbors shown in Fig. 3.

## 5. CONCLUSION

The short-time expansions of the two-time spin-pair correlation function $\sigma\left(R_{i f}, t\right)$ and its Fourier transform $I(k, t)$ are expressed as a product of a Gaussian distribution function and a power series. When the Gaussian distribution function is chosen to fit the first two terms of the expansion of the autocorrelation function, the results for $\sigma\left(R_{i f}, t\right)$ and $I(k, t)$ are found very good for $0<\tau ふ 2.0$. At $\tau>2.0$, the quantities damps too fast. In case when the values at $\tau<2.0$ of $\sigma\left(R_{i f}, t\right)$ or $I(k, t)$ play an important role, these expansions must be useful. Generally speaking, this is the case for $I(k, t)$ and $S(k, \omega)$ at large $k$ and for $\tilde{\sigma}\left(R_{i f}, \omega\right)$ at $\omega$ which is not very small.
In the Gram-Charlier expansion proposed by Collins and Marshall, 7 the Gaussian distribution function is determined by the first two terms of the expansion of $I(k, t)$. It is found that it gives a divergent result for small values of $k$.
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The gyroscopic Lagrangian system $\ddot{\xi}+A \dot{\xi}+H \xi(l)=0$ on the finite-dimensional complex Hilbert space $E$ is shown to be stable if and only if there exist Hermitian operators $i \alpha$ and $P>0$ such that $A=P \alpha+\alpha P$ and $H=P\left(\frac{1}{4}+\alpha^{2}\right) P$. Structural stability is shown to be equivalent to the uniqueness of $P$ and $\alpha$, and to the existence of a Liapunov operator on $E \times E$ of the form $L p(T)$, where $L=\left(i_{i A}^{-i}\right)^{-i}, T=\left(\begin{array}{c}0 \\ i\end{array} \frac{-i}{i}\right)$, and $p(x)$ is a real polynomial of degree not exceeding the least of the quantities $2 \operatorname{dim} E-1$ and $4 N+1$, where $N$ denotes the number of negative eigenvalues of $H$.

## I. INTRODUCTION

This paper continues the discussion presented earlier ${ }^{1-5}$ of the linear gyroscopic Lagrangian system

$$
\begin{equation*}
\ddot{\xi}+A \dot{\xi}+H \xi(t)=0, \quad t \geq 0 . \tag{1}
\end{equation*}
$$

Here the operators $H$ and $i A$ are assumed to be timeindependent linear Hermitian operators on and into the complex $n$-dimensional Hilbert space $E$, with $\xi(t) \in E$ for each $t \geq 0$. We obtain some necessary and sufficient conditions for stability (Sec. II); in particular, it is shown that the system (1) is stable if and only if
there exist Hermitian operators $i \alpha$ and $P>0$ such that $A=P \alpha+\alpha P$ and $H=P\left(\frac{1}{4}+\alpha^{2}\right) P$. This result provides a simple means of generating stable systems. In Sec. III we consider the problem of the construction of Liapunov functionals. It was shown in Ref. 1 that for any real polynomial $p(x)$, the operator $L p(T)$ is Hermitian and $\langle\zeta, L p(T) \zeta\rangle$ is a constant of the motion of the equivalent system $\dot{\zeta}=W \zeta$ in $E \times E$, where
$W=\left(\begin{array}{rr}0 & I \\ -H & -A\end{array}\right), \quad L=\left(\begin{array}{rr}-i A & -i \\ i & 0\end{array}\right), \quad$ and $\quad T=-i W$.
Thus if $L p(T)>0,\langle\zeta, L p(T) \zeta\rangle$ is a Liapunov functional
for the system $\dot{\zeta}=W \zeta$. Furthermore, $L p(T)$ then symmetrizes $T$ and hence reduces (1) to self-adjoint form. Thus the construction of such operators (called Liapunov operators) is of some interest. We show that an operator $L p(T)>0$ exists if and only if the system (1) is structurally stable (i.e., if and only if the system is stable and remains stable for all sufficiently small Hermitian perturbations of $H$ and anti-Hermitian perturbations of $A$ ), and that if an operator $L p(T)>0$ exists at all, then one exists for a polynomial $p(x)$ of degree not exceeding the least of the numbers $2 \operatorname{dim} E-1$ and $4 N+1$, where $N$ denotes the number of negative eigenvalues of $H$ counted according to their multiplicity.
In the sequel, we make extensive use of the results and notation of Ref. 1 ; in particular, the latter is used freely without further explanation. The reader should consult Ref. 1 for definitions.

## II. SOME NECESSARY AND SUFFICIENT CONDITIONS FOR STABILITY

Theorem 1: The system (1) is stable if and only if there exists a linear operator $D_{1}$ from $E$ into $E$ such that

$$
\begin{align*}
H & =\left(D_{1}-i A\right) D_{1}  \tag{2}\\
P & \equiv D_{1}+D_{1}^{+}-i A>0 \tag{3}
\end{align*}
$$

and

The existence of $D_{1}$ implies the existence of a complete $L$-canonical set of eigenvectors

$$
\zeta_{k}=\binom{\xi_{k}}{i \omega_{k} \xi_{k}}, \quad k=1,2, \ldots, 2 n
$$

such that Eqs. (28)-(36) of Ref. 1 hold.
Proof: Suppose the system (1) is stable. The existence of an operator $D_{1}$ satisfying Eqs. (2) and (3) is an immediate consequence of Theorems 2(C), 5(B), and 7 of Ref. 1.
Conversely, assume that Eqs. (2) and (3) hold. Then

$$
\begin{equation*}
P D_{1}=\left(D_{1}-i A\right) D_{1}+D_{1}^{\dagger} D_{1}=H+D_{1}^{\dagger} D_{1} \tag{4}
\end{equation*}
$$

Since $P>0$ and $H+D_{1}^{\dagger} D_{1}$ is Hermitian, there exist $n$ linearly independent vectors $\xi_{k}$ and real numbers $\omega_{k}, k=1,2, \ldots, n$, satisfying the equations

$$
\begin{align*}
& \omega_{k} P \xi_{k}=\left(H+D_{1}^{\dagger} D_{1}\right) \xi_{k}, \quad k=1,2, \ldots, n  \tag{5}\\
& \left(\xi_{k}, P \xi_{l}\right)=\delta_{k l}, \quad k=1,2, \ldots, n \tag{6}
\end{align*}
$$

Thus by Eq. (4), $\omega_{k} P \xi_{k}=P D_{1} \xi_{k}, k=1,2, \ldots, n$, so that $D_{1} \xi_{k}=\omega_{k} \xi_{k}, k=1, \ldots, n$. Now

$$
\begin{align*}
H_{\omega} \equiv \omega^{2}-\omega i A-H= & \omega^{2}-\omega i A-\left(D_{1}-i A\right) D_{1} \\
& =\left(\omega+D_{1}-i A\right)\left(\omega-D_{1}\right), \tag{7}
\end{align*}
$$

so that $H_{\omega_{k}} \xi_{k}=0, k=1, \ldots, n$. Let $D_{2} \equiv i A-D_{1}^{\dagger}$. Then $P=D_{1}-D_{2}=-\left(D_{2}+D_{2}^{+}-i A\right)$, so that $P D_{2}=$ $-\left(D_{2}-i A\right) D_{2}-D_{2}^{\dagger} D_{2}=-H-D_{2}^{\dagger} D_{2}$. Since $P>0$ and $H+D_{2}^{\dagger} D_{2}$ is Hermitian, there exist $n$ linearly independent vectors $\xi_{k}$ and $n$ real numbers $\omega_{k}, k=$ $n+1, \ldots, 2 n$, satisfying the equations

$$
\begin{gather*}
\omega_{k} P \xi_{k}=-\left(H+D_{2}^{+} D_{2}\right) \xi_{k}, \quad k=n+1, \ldots, 2 n,  \tag{8}\\
\left(\xi_{k}, P \xi_{l}\right)=\delta_{k l}, \quad k, l=n+1, \ldots, 2 n . \tag{9}
\end{gather*}
$$

Then $P D_{2} \xi_{k}=\omega_{k} P \xi_{k}, k=n+1, \ldots, 2 n$, so that $D_{2} \xi_{k}=$ $\omega_{k} \xi_{k}, k=n+1, \ldots, 2 n$. For real $\omega$, the adjoint of Eq. (7) gives $H_{\omega}=\left(\omega-D_{1}^{\dagger}\right)\left(\omega+D_{1}^{\dagger}-i A\right)=\left(\omega-D_{1}^{\dagger}\right) \times$ $\left(\omega-D_{2}\right)$, so that $H_{\omega_{k}} \xi_{k}=0, k=n+1, \ldots, 2 n$, Therefore the $\xi_{k}$ are, for all $k=1, \ldots, 2 n$, eigenvectors of Eq. (1) with eigenvalues $\omega_{k}$, and therefore the vectors

$$
\zeta_{k} \equiv\binom{\xi_{k}}{i \omega_{k} \xi_{k}}, \quad k=1, \ldots, 2 n
$$

are eigenvectors of the operator $T$ with corresponding real eigenvalues $\omega_{k}$. Now

$$
\begin{aligned}
\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\left(\omega_{k}+\omega_{l}\right) & \left(\xi_{k}, \xi_{l}\right)-\left(\xi_{k}, i A \xi_{l}\right) \\
& =\left(\omega_{k} \xi_{k}, \xi_{l}\right)+\left(\xi_{k}, \omega_{l} \xi_{l}\right)-\left(\xi_{k}, i A \xi_{l}\right)
\end{aligned}
$$

so that

$$
\begin{gathered}
\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\left(\xi_{k},\left[D_{1}^{+}+D_{1}-i A\right] \xi_{l}\right)=\left(\xi_{k}, P \xi_{l}\right)=\delta_{k l} \\
1 \leq k, l \leq n \\
\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\left(\xi_{k},\left[D_{2}^{+}+D_{2}-i A\right] \xi_{l}\right)=- \\
\\
\\
\quad\left(\xi_{k}, P \xi_{l}\right)=-\delta_{k l} \\
n+1 \leq k, l \leq 2 n \\
\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\left(\xi_{k},\left[D_{1}^{+}+D_{2}-i A\right] \xi_{l}\right)=0, \quad 1 \leq k \leq n \\
n+1 \leq l \leq 2 n
\end{gathered}
$$

and therefore

$$
\begin{equation*}
\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\gamma_{k} \delta_{k l}, \tag{10}
\end{equation*}
$$

where

$$
\gamma_{k}=\left\{\begin{aligned}
1, & k=1, \ldots, n \\
-1, & k=n+1, \ldots, 2 n .
\end{aligned}\right.
$$

This completes the verification of Eqs. (28)-(36) of Ref.1. It follows at once from Eq. (10) that the vectors $\zeta_{k}, k=1, \ldots, 2 n$, form a basis for $E^{2}$ and thus constitute a complete $L$-canonical set of eigenvectors with real eigenvalues $\omega_{k}$; the stability of the system (1) now follows from Theorem 5 of Ref. 1.

Corollary 1: The system (1) is stable if and only if there exists a positive definite Hermitian operator $P$ and an anti-Hermitian operator $a$ such that

$$
\begin{equation*}
H=\left[\frac{1}{2}(P-i A)+a\right]\left[\frac{1}{2}(P+i A)+a\right] . \tag{11}
\end{equation*}
$$

If Eq. (11) holds for some $P>0$ and an anti-Hermitian operator $a$, then $a$ is the unique solution of the equation $P a+a P=\frac{1}{2} i(A P-P A)$.

Proof: Assume that the system is stable. Then by Theorem 1, there exists $D_{1}$ satisfying Eqs. (2) and (3). Let $a \equiv D_{1}-\frac{1}{2}(P+i A)$, where $P \equiv D_{1}+$ $D_{1}^{\dagger}-i A>0$. Then $a^{\dagger}=D_{1}^{\dagger}-\frac{1}{2}(P+i A)$ and $a^{1}+a^{\dagger}=$ $D_{1}+D_{1}^{\dagger}-(P+i A)=0$, so that $a$ is anti-Hermitian. Therefore $D_{1}=\frac{1}{2}(P+i A)+a$ and $H=\left(D_{1}-i A\right) D_{1}=$ $\left[\frac{1}{2}(P-i A)+a\right]\left[\frac{1}{2}(P+i A)+a\right]$. Conversely, suppose there exists $P>0$ and an anti-Hermitian operator $a$ such that Eq. (11) holds. Define $D_{1} \equiv \frac{1}{2}(P+i A)+a$. Then by Eq. (11), $H=\left(D_{1}-i A\right) D_{1}$ and $D_{1}+D_{1}^{\dagger}-i A=$ $\frac{1}{2}(P+i A)+a+\frac{1}{2}(P+i A)-a-i A=P^{1}>0$; thus Theorem 1 implies that the system is stable. Since $H$ is Hermitian, we infer from Eq. (11) that $\left[\frac{1}{2}(P-i A)\right.$
$+a]\left[\frac{1}{2}(P+i A)+a\right]=\left[\frac{1}{2}(P+i A)-a\right]\left[\frac{1}{2}(P-i A)-a\right]$, which holds if and only if $P a+a P=\frac{1}{2} i(A P-P A)$. Since $P>0$, this equation has a unique solution for $a$.

Corollary 2: The system (1) is stable if and only if there exists a positive-definite Hermitian operator $P$ and an anti-Hermitian operator $\alpha$ such that

$$
\text { and } \begin{align*}
A & =P \alpha+\alpha P  \tag{12}\\
H & =P\left(\frac{1}{4}+\alpha^{2}\right) P .
\end{align*}
$$

Proof: Suppose the system is stable. Then by Corollary 1, Eq. (11) holds for $P>0$ and $a$ antiHermitian, with $a$ the unique solution of $P a+a P=$ $\frac{1}{2} i(A P-P A)$. We define $\alpha$ to be the unique (since $P>0$ ) solution of the equation $P \alpha+\alpha P=A$, which implies that $\alpha$ is anti-Hermitian. Now $P\left[\frac{1}{2} i(\alpha P-\right.$ $P \alpha)]+\left[\frac{1}{2} i(\alpha P-P \alpha)\right] P=\frac{1}{2} i(A P-P A)$, so that $a=$ $\frac{1}{2} i(\alpha P-P \alpha)$. The substitution of $P \alpha+\alpha P$ for $A$ and $\frac{1}{2} i(\alpha P-P \alpha)$ for $a$ into Eq. (11) yields Eq. (13). Conversely, let Eqs. (12) and (13) hold with $P>0$. Equation (12) implies that $\alpha$ is anti-Hermitian, so that $a \equiv \frac{1}{2} i(\alpha P-P \alpha)$ is anti-Hermitian. We have

$$
\begin{aligned}
& {\left[\frac{1}{2}(P-i A)+a\right]\left[\frac{1}{2}(P+i A)+a\right] } \\
&= \frac{1}{4}(P-i P \alpha-i \alpha P+i \alpha P-i P \alpha) \\
& \quad \times(P+i P \alpha+i \alpha P+i \alpha P-i P \alpha) \\
&= P\left(\frac{1}{4}+\alpha^{2}\right) P=H,
\end{aligned}
$$

and the system is stable by Corollary 1.
Given a stable system (1) and operators $\alpha$ (antiHermitian) and $P(>0)$ satisfying Eqs. (12) and (13), it is not difficult to construct from $\alpha$ and $P$ a positivedefinite operator $\Pi \in V$ (a positive $\Pi \in V$ must exist by Theorem 5 of Ref.1). Indeed,

$$
\begin{align*}
& \Pi \equiv\left(\begin{array}{lc}
\frac{1}{4} P-P \alpha P^{-1} \alpha P & -P \alpha P^{-1} \\
P^{-1} \alpha P & P^{-1}
\end{array}\right) \\
& =\left(\begin{array}{ll}
P^{1 / 2} & 0 \\
0 & P^{-1 / 2}
\end{array}\right)\left(\begin{array}{ll}
\frac{1}{4}+\beta \beta^{\dagger} & -\beta \\
-\beta^{\dagger} & 1
\end{array}\right)\left(\begin{array}{ll}
P^{1 / 2} & 0 \\
0 & P^{-1 / 2}
\end{array}\right), \tag{14}
\end{align*}
$$

where $\beta \equiv P^{1 / 2} \alpha P^{-1 / 2}$, is clearly positive definite, and
$\Pi W=\left(\begin{array}{ll}P\left(\frac{1}{4} \alpha+\alpha^{3}\right) P & P\left(\frac{1}{4}+\alpha^{2}\right) \\ -\left(\frac{1}{4}+\alpha^{2}\right) P & -\alpha\end{array}\right)$
is anti-Hermitian, so that $\Pi \in V$ by Theorem 2(B) of Ref.1. Note that if $r$ is any invertible operator from $E^{2}$ into $E^{2}$ that commutes with $W$, then $r^{+} \mathrm{II} r$ is also a positive-definite operator in $V$. This follows from Theorem 2(B) of Ref. 1, since $r^{\dagger} \Pi r$ is Hermitian and $\tilde{a} \equiv \Pi W$ is anti-Hermitian, so that $r^{\dagger} \Pi r W=r^{\dagger} \Pi W r=$ $r^{\dagger} \tilde{a} r$ is anti-Hermitian.

The following theorem gives necessary and sufficient conditions guaranteeing the uniqueness of the operators $D_{1}$ of Eqs. (2) and (3) and $P$ and $\alpha$ of Eqs. (12) and (13).

Theorem 2: Suppose the system (1) is stable. Then the operator $D_{1}$ satisfying Eqs. (2) and (3) and the operators $P(>0)$ and $\alpha$ (anti-Hermitian) satisfying Eqs. (12) and (13) are uniquely determined if
and only if, for each eigenspace $S_{\omega},\langle\zeta, L \zeta\rangle$ is of one sign for all nonzero $\zeta \in S_{\omega}$.

Proof: Since the system is stable, all the eigenvalues $\omega$ are real and $\sum_{\omega^{\prime}} \operatorname{dim} S_{\omega}=2 n$ (Theorem 5 of Ref. 1). Choose a basis for each eigenspace $S_{\omega}$ according to Theorem 3(E) of Ref.1, with $G=L$; the union of all these basis sets, enumerated as $\left\{\zeta_{1}, \ldots, \zeta_{2 n}\right\}$, forms a complete $L$-canonical set of eigenvectors satisfying

$$
\begin{equation*}
\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\gamma_{k} \delta_{k l}, \tag{15}
\end{equation*}
$$

where $\gamma_{k}= \pm 1, k=1, \ldots, 2 n$. By Theorem 7 of Ref. 1 , we may assume, without loss of generality, that

$$
\gamma_{k}=\left\{\begin{align*}
1, & k=1, \ldots, n  \tag{16}\\
-1, & k=n+1, \ldots, 2 n
\end{align*}\right.
$$

Each

$$
\zeta_{k}=\left(\frac{\xi_{k}}{i \omega_{k} \xi_{k}}\right),
$$

where $\xi_{k} \in E$ and $\omega_{k}$ is the eigenvalue corresponding to the eigenvector $\zeta_{k}$. Suppose that for some eigenvalue $\Omega,\langle\zeta, L \zeta\rangle$ is not of one sign on $S_{\Omega}$. The nonempty set $\left\{\zeta_{k} \mid \zeta_{k} \in S_{\Omega}, 1 \leq k \leq 2 n\right\}$ is a basis for $S_{\Omega}$, so that if the $\gamma_{k}$ in the set $\left\{\gamma_{k} \mid \zeta_{k} \in S_{\Omega}\right\}$ were either all positive or all negative, then by Eq. (15), $\langle\zeta, L \zeta\rangle$ would be strictly positive or negative, respectively, for all nonzero $\zeta \in S_{\Omega}$. Therefore $\left\{\gamma_{k} \mid \zeta_{k} \in S_{\Omega}\right\}$ contains $\gamma_{k}$ 's of both signs, and $m \equiv \operatorname{dimS}_{\Omega} \geq 2$. Without loss of generality, we may assume that $\zeta_{k} \in S_{\Omega}$ for $1 \leq k \leq r$ and $n+1 \leq$ $k \leq n+m-r$, where $1 \leq r<m$, i.e., $\left\{\zeta_{k} \mid 1 \leq k \leq r\right.$, $n+1 \leq k \leq n+m-r\}$ is the basis of eigenvectors for $S_{\Omega}$. Then the set $\left\{\xi_{k} \mid \zeta_{k} \in S_{5}\right\}$ is linearly independent. Let $z$ be any complex number. We define
$\tilde{\zeta}_{k}(z) \equiv \begin{cases}\left(|z|^{2}+1\right)^{1 / 2 \zeta_{1}+z \zeta_{n+1},} \quad & k=1, \\ \bar{z} \zeta_{1}+\left(|z|^{2}+1\right)^{1 / 2} \zeta_{n+1}, & k=n+1, \\ \zeta_{k}, & 2 \leq k \leq n, n+2 \leq k \leq 2 n .\end{cases}$
Then $\left\langle\tilde{\zeta}_{k}(z), L \bar{\zeta}_{l}(z)\right\rangle=\gamma_{k} \delta_{k l}, k, l=1_{2} \ldots, 2 n$, where the $\gamma_{k}$ are given by Eq. (16), and the $\zeta_{k}(z), k=1, \ldots$, $2 n$, form a complete $L$-canonical set of eigenvectors. Let $\tilde{\xi}_{k}(z)$ denote the first component of $\tilde{\zeta}_{k}(z)$, so that

$$
\tilde{\zeta}_{k}(z)=\binom{\tilde{\xi}_{k}(z)}{i \omega_{k} \tilde{\xi}_{k}(z)}, \quad k=1, \ldots, 2 n .
$$

By Theorem 6 of Ref. $1,\left\{\tilde{\xi}_{1}(z), \ldots, \tilde{\xi}_{n}(z)\right\}$ is a basis for $E$. For each complex number $z$, we define the operator $D_{1}(z)$ from $E$ into $E$ by $D_{1}(z) \xi=\sum_{1}^{n} \alpha_{k} \omega_{k} \xi_{k}(z)$ where $\xi=\sum_{1}^{n} \alpha_{k} \xi_{k}(z)$. Since the set $\left\{\xi_{k} \mid 1 \leq k \leq r\right.$, $k=n+1\}$ is linearly independent, it follows that $D_{1}\left(z_{1}\right) \neq D_{1}\left(z_{2}\right)$ if $z_{1} \neq z_{2}$. But $D_{1}(z)$ satisfies Eqs. (2) and (3) for every complex $z$, as demonstrated in the proof of Theorem 7 of Ref. 1 ; thus we conclude that if $\langle\zeta, L \zeta\rangle$ is not of one sign on each $S_{\omega}$, then there are infinitely many operators $D_{1}$ satisfying Eqs. (2) and (3). Suppose now that for each $S_{\omega},\langle\zeta, L \zeta\rangle$ is of one sign for all nonzero $\zeta \in S_{\omega}$. Let $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{q}$ denote the distinct elements of the set of eigenvalues $\left\{\omega \mid\langle\zeta, L \zeta\rangle>0\right.$ on $S_{\omega}$ for $\left.\zeta \neq 0\right\}$. By Theorem 7 of Ref. 1, every complete $L$-canonical set of eigenvectors has $n$ positive $\gamma_{k}$ and $n$ negative $\gamma_{k}$; hence
$\sum_{1}^{q} \operatorname{dim} S_{\Omega_{k}}=n$, so that $E$ is the direct sum of the subspaces

$$
s_{\Omega_{k}} \equiv\left\{\xi \left\lvert\,\binom{\xi}{i \Omega_{k} \xi} \in S_{\Omega_{k}}\right.\right\}, \quad k=1, \ldots, q .
$$

Then for every $\eta \in E, \eta$ admits the unique representation $\eta=\sum_{1}^{q} \beta_{k} \eta_{k}$, where $\eta_{k} \in s_{\Omega_{k}}, k=1, \ldots, q$, and we define the operator $D$ from $E$ into $E$ by $D \eta \equiv$ $\sum_{1}^{q} \beta_{k} \Omega_{k} \eta_{k}$. Let $D_{1}$ satisfy Eqs. (2) and (3). Then by the construction of Theorem 1 , there exist $n$ vectors $\xi_{k} \in E$ satisfying Eqs. (5) and ( 6 ); $\left\{\xi_{k}\right\}_{1}^{n}$ is a basis for $E ; D_{1} \xi_{k}=\omega_{k} \xi_{k}, k=1, \ldots, n ;$ and

$$
\zeta_{k} \equiv\binom{\xi_{k}}{i \omega_{k} \xi_{k}}, \quad k=1, \ldots, n
$$

are eigenvectors of $T$ with eigenvalues $\omega_{k}$ satisfying $\left\langle\zeta_{k}, L \zeta_{l}\right\rangle=\delta_{k l}, k, l=1, \ldots, n$. Then for each $k$, $1 \leq k \leq n, \omega_{k}=\Omega_{l}$ for some $l, 1 \leq l \leq q$, and $\xi_{k} \in$ $s_{\Omega_{l}} ;$ hence $D \xi_{k}=\omega_{k} \xi_{k}, k=1, \ldots, n$. Since $\left\{\xi_{k}\right\}_{1}^{n}$ is a basis for $E$, we conclude that $D_{1}=D$, which proves that $D_{1}$ is unique. We have now demonstrated the theorem for the operator $D_{1}$. We complete the proof by showing that $D_{1}$ is unique if and only if $P$ and $\alpha$ are unique. Suppose then that $D_{1}$ is unique, and let $A=P_{l} \alpha_{l}+\alpha_{l} P_{l}, H=P_{l}\left(\frac{1}{4}+\alpha_{l}^{2}\right) P_{l}, l=1,2$, where $P_{l}>0$ and $\alpha_{l}$ is anti-Hermitian. Define $D_{1 l} \equiv$ $\frac{1}{2}\left(P_{l}+i A\right)+a_{l}, a_{l} \equiv \frac{1}{2} i\left(\alpha_{l} P_{l}-P_{l} \alpha_{l}\right), l=1,2$. Then $D_{1 l}$ satisfies $H=\left(D_{1 l}-i A\right) D_{1 l}$ and $P_{l}=D_{1 l}+D_{1 l}^{\dagger}-$ $i A>0$ for $l=1,2$, so that $D_{11}=D_{12}$. Therefore $P_{1}+i A=D_{11}+D_{11}^{\dagger}=D_{12}+D_{12}^{\dagger} \xlongequal[=]{=} P_{2}+i A$, so that $P_{1}=P_{2}$ and hence $\alpha_{1}=\alpha_{2}$. Finally, suppose that $P$ and $\alpha$ are unique. Let $D_{11}$ and $D_{12}$ satisfy Eqs. (2) and (3), i.e.,

$$
\begin{align*}
& H=\left(D_{1 l}-i A\right) D_{1 l}, \quad l=1,2 \\
& D_{1 l}+D_{1 l}^{\dagger}-i A>0, \quad l=1,2
\end{align*}
$$

Then as shown in the proofs of Corollaries 1 and 2, $P_{l} \equiv D_{1 l}+D_{1 l}^{\dagger}-i A$ and $\alpha_{l}$, defined as the unique solution of $P_{l} \alpha_{l}+\alpha_{l} P_{l}=A$, satisfy $A=P_{l} \alpha_{l}+\alpha_{l} P_{l}$ and $H=P_{l}\left(\frac{1}{4}+\alpha_{l}^{2}\right) P_{l}$. By the uniqueness of $P$, we must have $P_{1}=P_{2}=P$, i.e., $D_{1 l}+D_{1 l}^{\dagger}-i A=P$ for $l=$ 1,2 . Hence $D_{1 l}=\frac{1}{2}(P+i A)+a_{l}, l=1,2$, where $a_{l}$ is anti-Hermitian. Thus by Eg. $\left(2^{\prime}\right), H=\left[\frac{1}{2}(P-i A)+a_{l}\right]$ $\left[\frac{1}{2}(P+i A)+a_{l}\right], l=1,2$, and we conclude from Corollary 1 that $a_{i}$ must be the unique solution $a$ of the equation $P a+a P=\frac{1}{2} i(A P-P A)$, i.e., $a_{1}=a_{2}$, and therefore $D_{11}=D_{12}$. This completes the proof of the theorem.
Corollary 2 provides a simple characterization of the class of stable systems, and is particularly useful for synthesizing operator pairs $A$ and $H$ for which the system (1) will be stable-one merely chooses a positive definite operator $P$ and an anti-Hermitian operator $\alpha$ and computes $A$ and $H$ from Eqs.(12) and (13). Given a particular operator $A$, the entire class of operators $H$ for which the system (1) will be stable can be constructed by letting $P$ range through the set of positive operators; for each such $P$ the unique solution $\alpha$ of Eq. (12) is computed, and then the corresponding $H$ (now a function of $P$ ) is obtained from Eq. (13). The problem of determining an operator $A$,
given the operator $H$, so that (1) will be stable, is also readily solved: The operator $P>0$ is chosen so that $P^{-1} H P^{-1}-\frac{1}{4} \leq 0$ (i.e., so that $H-\frac{1}{4} P^{2}$ is negative definite or negative semi-definite) and $\alpha$ is taken to by any one of the anti-Hermitian square roots of $P^{-1} H P^{-1}-\frac{1}{4} ; A$ is then computed from Eq. (12). Observe that if the operators $P(>0)$ and $\alpha$ (anti-Hermitian) satisfying Eqs. (12) and (13) are known, then $D_{1}=\left(\frac{1}{2}+i \alpha\right) P$ satisfies Eqs. (2) and (3), so that by Eqs. (5), (6), (8), and (9), the $2 n$ eigenvectors $\xi_{k}$ of Eq. (1) with eigenvalues $\omega_{k}$ satisfy the self-adjoint (with weight operator $P$ ) eigenvalue problems

$$
\begin{array}{ll}
\omega_{k} P \xi_{k}=P\left(i \alpha+\frac{1}{2}\right) P \xi_{k}, & k=1, \ldots, n, \\
\omega_{k} P \xi_{k}=P\left(i \alpha-\frac{1}{2}\right) P \xi_{k}, & k=n+1, \ldots, 2 n,
\end{array}
$$

where $\left(\xi_{k}, P \xi_{l}\right)=\delta_{k l}$ for $k, l=1, \ldots, n$ and $k, l=$ $n+1, \ldots, 2 n$, so that all the usual variational principles apply.
If $H$ and $A$ commute, then it is easy to see that the system (1) is stable if and only if $4 H-A^{2}>0$; in this case, we can take $P=\left(4 H-A^{2}\right)^{1 / 2}$ and $\alpha=$ $\frac{1}{2} P^{-1} A$, and $P, \alpha, H$, and $A$ all commute. Indeed, if $H$ and $A$ commute and $4 H-A^{2}>0$, set $P \equiv(4 H-$ $\left.A^{2}\right)^{1 / 2}>0$ and $\alpha \equiv \frac{1}{2} P^{-1} A$. Then $P$ commutes with $H, A$, and $\alpha$, and it is readily verified that Eqs. (12) and (13) hold, so that the system is stable. Conversely, suppose that $H$ and $A$ commute and the system is stable. Then there exists an orthonormal basis of simultaneous eigenvectors $\left\{\eta_{k}\right\}_{1}^{n}$ of $A$ and $H$ such that $H \eta_{k}=\lambda_{k} \eta_{k}, i A \eta_{k}=\mu_{k} \eta_{k}$, where $\lambda_{k}$ and $\mu_{k}$ are real, $k=1, \ldots, n$. Then $H_{\omega} \eta_{k}=0$ provided $\omega=\frac{1}{2}\left[\mu_{k} \pm\right.$ $\left.\left(\mu_{k}^{2}+4 \lambda_{k}\right)^{1 / 2}\right]$. Clearly we must have $\mu_{k}^{2}+4 \lambda_{k} \geq 0$, $k=1, \ldots, n$, or the system would be exponentially unstable. In fact we must have $\mu_{k}^{2}+4 \lambda_{k}>0$ for every $k=1, \ldots, n$, for if $\mu_{k}^{2}+4 \lambda_{k}=0$ for some $k$, then $\xi(t) \equiv t \eta_{k} \exp \left(\frac{1}{2} i \mu_{k} t\right)$ satisfies Eq. (1) and the system would be unstable. Thus $\mu_{k}^{2}+4 \lambda_{k}>0$ for all $k=1$, $2, \ldots, n$, which implies that $4 H-A^{2}>0$.

## III. STRUCTURAL STABILITY AND THE CONSTRUC TION OF LIAPUNOV OPERATORS

It was shown in Theorem 5 of Ref. 1 that the system (1) is stable if and only if there exists a positivedefinite operator $\Pi \in V$. We call such an operator a Liapunov operator. Given the real polynomial $p(x)$, the operator $L p(T)$ is in $V$ by Theorem 2 of Ref. 1; we now proceed to determine the subclass of stable systems possessing Liapunov operators of the form $L p(T)$. Suppose that the system (1) is stable. Then there exists a complete $L$-canonical set of eigenvectors $\left\{\zeta_{k}\right\}_{1}^{2 n}$ with real eigenvalues $\omega_{k}$ satisfying

$$
\begin{equation*}
\omega_{k} \varphi_{k}=T \varphi_{k}, \quad k=1, \ldots, 2 n \tag{17}
\end{equation*}
$$

and Eqs. (15) and (16). Let $\zeta \in E^{2}$. Then $\zeta=$ $\sum_{1}^{2 n} \beta_{k} \zeta_{k}$, so that

$$
\begin{align*}
\langle\zeta, L p(T) \zeta\rangle & =\sum_{k, l=1}^{2 n} \bar{\beta}_{k} \beta_{l}\left\langle\zeta_{k}, L p(T) \zeta_{l}\right\rangle \\
& =\sum_{k, l=1}^{2 n} \bar{\beta}_{k} \beta_{l} p\left(\omega_{l}\right)\left\langle\zeta_{k}, L \zeta_{l}\right\rangle \\
& =\sum_{1}^{2 n}\left|\beta_{k}\right|^{2} p\left(\omega_{k}\right) \gamma_{k} . \tag{18}
\end{align*}
$$

Clearly $L p(T)$ can be positive if and only if

$$
\begin{equation*}
p\left(\omega_{k}\right) \gamma_{k}>0, \quad k=1, \ldots, 2 n \tag{19}
\end{equation*}
$$

Suppose $\omega_{k}=\omega_{l}$ for $k \neq l$. Then if Eq. (19) holds, $p\left(\omega_{k}\right) \gamma_{k}>0$ and $p\left(\omega_{k}\right) \gamma_{l}=p\left(\omega_{l}\right) \gamma_{l}>0$, so that $\gamma_{k}$ and $\gamma_{l}$ must be of the same sign; thus for each eigenspace $S_{\omega},\langle\eta, L \eta\rangle$ must be of one sign for all nonzero $\eta \in S_{\omega}$. Conversely, suppose that $\langle\eta, L \eta\rangle(\eta \neq 0)$ is of one sign on each $S_{\omega}$, and let $\Omega_{1}, \ldots, \Omega_{m}$ denote the distinct eigenvalues of $T$. Then $m \leq 2 n$, and we can construct a real polynomial $p(x)$ of degree not exceeding $m-1$ such that for each $k=1, \ldots, m$,
$p\left(\Omega_{k}\right)= \begin{cases}\Delta_{k}>0 & \text { if }\langle\eta, L \eta\rangle>0 \text { on } S_{\Omega_{k}}, \eta \neq 0, \\ \Delta_{k}<0 & \text { if }\langle\eta, L \eta\rangle<0 \text { on } S_{\Omega_{\Omega_{k}}}, \eta \neq 0 .\end{cases}$
Then Eq. (19) holds, and $L p(T)$ is a Liapunov operator. Hence a Liapunov operator of the form $L p(T)$ with $p(x)$ a real polynomial of degree $\leq 2 n-1$ exists if and only if the system (1) is stable and $\langle\eta, L \eta\rangle$ is of one $\operatorname{sign}$ on each $S_{\omega}(\eta \neq 0)$.
The existence of a Liapunov operator of the form $L p(T)$ implies that the system (1) remains stable for all sufficently small perturbations of the operators $A$ and $H$ which keep these operators anti-Hermitian and Hermitian, respectively. A system having this property is said to be structurally stable; more precisely, we say that the system (1) is structurally stable if and only if there exists $\epsilon>0$ such that for all Hermitian operators $i \tilde{A}$ and $\tilde{H}$ satisfying $\|\tilde{A}\| \leq \epsilon$ and $\|\tilde{H}\| \leq \epsilon$, the system

$$
\begin{equation*}
\ddot{\xi}+(A+\tilde{A}) \dot{\xi}+(H+\tilde{H}) \xi(t)=0 \tag{21}
\end{equation*}
$$

is stable. The structural stability of a system possessing a Liapunov operator of the form $L p(T)$ follows from the fact that $L$ and $T$ are continuous in $A$ and $H$ (indeed, if
$T^{\prime}=\left(\begin{array}{ll}0 & -i \\ i(H+\tilde{H}) & i(A+\tilde{A})\end{array}\right)$ and $L^{\prime}=\left(\begin{array}{cr}-i(A+\tilde{A}) & -i \\ i & 0\end{array}\right)$, then $\left\|T^{\prime}-T\right\| \leq \sqrt{ } 2 \epsilon$ and $\left\|L^{\prime}-L\right\| \leq \epsilon$ provided $\|\tilde{A}\| \leq \epsilon$ and $\|H\| \leq \epsilon$ ) so that $L p(T)$ is continuous in $A$ and $H$. The application of Theorem 2 of Ref. 1 to the system (21) shows that $L^{\prime} p\left(T^{\prime}\right)$ is Hermitian and will be a Liapunov operator for the system (21) if $L^{\prime} p\left(T^{\prime}\right)>0$; but if $L p(T)>0$, the continuity of $L p(T)$ in $A$ and $H$ and the fact that $L^{\prime} p\left(T^{\prime}\right)$ is Hermitian implies the existence of $\epsilon>0$ such that $L^{\prime} p\left(T^{\prime}\right)>0$ provided $\|\tilde{A}\| \leq \epsilon$ and $\|\tilde{H}\| \leq \epsilon$.
Suppose, on the other hand, that the system (1) does not admit a Liapunov operator of the form $L p(T)$. Then either the system is unstable or the system is stable but $\langle\zeta, L \zeta\rangle$ is not of one sign on each eigenspace $S_{\omega}(\zeta \neq 0)$. Suppose the latter is true; then for some eigenvalue $\omega$ (real) there exist eigenvectors $\zeta_{1}, \zeta_{2} \in S_{\omega}$ such that $\left\langle\zeta_{k}, L \zeta_{1}\right\rangle=\gamma_{k} \delta_{k l}, k, l=1,2$, with
$\gamma_{1}=1$ and $\gamma_{2}=-1$. Let $\zeta \equiv \zeta_{1}+\zeta_{2}$. Then $\zeta \in S_{\omega}$, $\zeta \neq 0$, so that

$$
\zeta=\binom{\eta}{i \omega \eta}
$$

with $\eta \neq 0, H_{\omega} \eta=0$, and

$$
\begin{equation*}
2 \omega(\eta, \eta)-(\eta, i A \eta)=\langle\zeta, L \zeta\rangle=\gamma_{1}+\gamma_{2}=0 \tag{22}
\end{equation*}
$$

Let $h$ be any Hermitian operator from $E$ into $E$ satisfying $h \eta=-(2 i \omega+A) \eta$; the necessary and sufficient condition for the existence of such an $h$ is that ( $\eta$, $[2 i \omega+A] \eta)=0$, which is just Eq. (22). Then it is readily verified that for every $\epsilon>0, \xi(t) \equiv \eta \exp (i \omega+$ $\epsilon) t$ satisfies the equation

$$
\ddot{\xi}+A \dot{\xi}+\left(H+\epsilon h-\epsilon^{2} I\right) \xi(t)=0
$$

so that the system (1) is not structurally stable.
We summarize these results together with the results of Theorem 2 in the next theorem.

Theorem 3: The following statements are equivalent:
(A) The system (1) is structurally stable.
(B) A Liapunov operator of the form $L p(T)$ exists where $p(x)$ is a real polynomial of degree not exceeding $2 n-1$.
(C) There exist unique operators $P(>0)$ and $\alpha$ (anti-Hermitian) satisfying Eqs. (12) and (13).
(D) There exists a unique operator $D_{1}$ satisfying Eqs. (2) and (3).
(E) The system (1) is stable, and for each eigenspace $S_{\omega},\langle\zeta, L \zeta\rangle$ is of one sign for all nonzero $\zeta \in S_{\omega}$.
Now that we have seen that structural stability is equivalent to the existence of Liapunov operators of the form $L p(T)$, we consider the problem of constructing such operators. Although it is not necessary to consider polynomials $p(x)$ of degree exceeding $2 n-1$, this is not terribly comforting if $n$ is not small. Fortunately, however, the number $N$ of negative eigenvalues (counted according to their multiplicities) of $H$ is a primary factor in determining the maximum degree of the polynomial $p(x)$ required, and can often be used to advantage.

Theorem 4: Let $H$ have $J$ positive eigenvalues (counted according to their multiplicities) and let $M$ be the dimension of the nullspace of $H$. Let the system (1) be stable, so that there exists a complete $L$-canonical set of eigenvectors $\left\{\zeta_{k}\right\}_{1}^{2 n}$ satisfying Eqs. (15) and (16), with real eigenvalues $\omega_{k}$ enumerated so that $\omega_{1} \geq \omega_{2} \geq \cdots \geq \omega_{n}$ and $\omega_{n+1} \geq \omega_{n+2} \geq \cdots \geq \omega_{2 n}$. Then $\omega_{J}>0, \omega_{J+M} \geq 0, \omega_{2 n-J+1}<0$, and $\omega_{2 n-J-M+1} \leq 0$, i.e., at least $J$ of the $\omega_{1}, \ldots, \omega_{n}$ are positive and at least $J+M$ are nonnegative, while at least $J$ of the $\omega_{n+1}, \ldots, \omega_{2 n}$ are negative and at least $J+M$ are nonpositive.

Proof: We write

$$
\zeta_{k}=\binom{\xi_{k}}{i \omega_{k} \xi_{k}}, \quad k=1, \ldots, 2 n
$$

and by Theorem 7 of Ref. 1, there exist linear operators $D_{1}, D_{2}$, and $P>0$ such that Eqs. (33), (35), and (36) of Ref. 1 hold, i.e., $\eta_{k} \equiv P^{1 / 2} \xi_{k}$ and $\omega_{k}$ are eigenvectors and eigenvalues, respectively, of the Hermitian eigenvalue problems
$\omega_{k} \eta_{k}=P^{-1 / 2}\left(H+D_{1}^{+} D_{1}\right) P^{-1 / 2} \eta_{k}, \quad k=1, \ldots, n$,
$\omega_{k} \eta_{k}=-P^{-1 / 2}\left(H+D_{2}^{+} D_{2}\right) P^{-1 / 2} \eta_{k}, k=n+1, \ldots, 2 n$.

Since $D_{1}^{\dagger} D_{1} \geq 0$, it follows immediately from the minimax principle for the eigenvalues of a Hermitian operator that $H+D_{1}^{+} D_{1}$ has at least as many positive eigenvalues as does $H$ and at least as many nonnegative eigenvalues as $H$; since $P^{-1 / 2}$ is Hermitian positive definite, the number of positive eigenvalues as well as the number of zero eigenvalues of the operators $H+D_{1}^{+} D_{1}$ and $P^{-1 / 2}\left(H+D_{1}^{\dagger} D_{1}\right) P^{-1 / 2}$ are identical. Therefore $P^{-1 / 2}\left(H+D_{1}^{\dagger} D_{1}\right) P^{-1 / 2}$ has at least $J$ positive eigenvalues and at least $J+M$ nonnegative eigenvalues. Similarly, since $D_{2}^{\dagger} D_{2} \geq 0$, $-P^{-1 / 2}\left(H+D_{2}^{+} D_{2}\right) P^{-1 / 2}$ has at least $J$ negative eigenvalues and at least $J+M$ nonpositive eigenvalues.

Theorem 5: Let $N(<n \equiv \operatorname{dim} E)$ be the number of negative eigenvalues of $H$ counted according to their multiplicity. Suppose the system (1) admits a Liapunov operator of the form $L p(T)$, where $p(x)$ is a real polynomial in $x$ (i.e., suppose the system is structurally stable). Then the degree of $p(x)$ need not exceed $4 N+1$, i.e., there exists a real poly nomial $f(x)$ of degree less than or equal to $4 N+1$ such that $L f(T)$ is a Liapunov operator.

Proof: Let $N(<n)$ be the number of negative eigenvalues of $H$ and let $\left\{\zeta_{k}\right\}_{1}^{2 n}$ be a complete $L$ canonical set of eigenvectors satisfying Eqs. (15) and (16) with real eigenvalues $\omega_{k}$ enumerated so that $\omega_{1} \geq \omega_{2} \geq \cdots \geq \omega_{n}$ and $\omega_{n+1} \geq \omega_{n+2} \geq \cdots \geq \omega_{2 n}$. If 0 is not an eigenvalue of $H$, we conclude from Theorem 4, with $J=n-N$, that $\omega_{n+N+1}<0<\omega_{n-N}$. If 0 is an eigenvalue of $H$, then 0 is an eigenvalue of $T[H \eta=0$ implies $T(\eta)=0]$. By assumption, the system is structurally stable, so that the sets $Q_{+} \equiv$ $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ and $Q_{-} \equiv\left\{\omega_{n+1}, \ldots, \omega_{2 n}\right\}$ are disjoint,
and therefore either $0 \in Q_{+}$or $0 \in Q_{-}$, but 0 cannot be in both. If $0 \in Q_{+}$, then we conclude from Theorem 4 (with $J+M=n-N$ ) that $\omega_{n+N+1}<0 \leq \omega_{n-N}$, while if $0 \in Q_{\text {- }}$, Theorem 4 implies that $\omega_{n+N+1} \leq 0<\omega_{n-N}$. Thus, in any case, $\omega_{n+N+1}<\omega_{n-N}$. Let $r$ be the greatest integer $\leq n$ such that $\omega_{r}>\omega_{n+N+1}$, and let $u$ be the least integer $\geq n+1$ such that $\omega_{u}<\omega_{r}$. Then $n-N \leq r \leq n, n+1 \leq u \leq n+N+1, \omega_{k}<\omega_{u}$ for $r+1 \leq k \leq n$, and $\omega_{k}>\omega_{r}$ for $n+1 \leq k \leq u-1$. Let $\omega_{u}<\rho<\omega_{r}$, and define $p_{1}(x) \equiv x-\rho$. Then $p_{1}\left(\omega_{k}\right) \gamma_{k}>$ 0 for $1 \leq k \leq r$ and $u \leq k \leq 2 n$. Let $\Omega_{1}^{+}, \ldots, \Omega_{q}^{+}$denote the distinct elements of the set $\left\{\omega_{k}^{\prime} \mid r+1 \leq k \leq n\right\}$ and let $\Omega_{1}^{-}, \ldots, \Omega_{y}^{-}$denote the distinct elements of the set $\left\{\omega_{k} \mid n+1 \leq k \leq u-1\right\}$, so that $q \leq n-r \leq N$ and $y \leq u-1-n \leq N$. Since $\Omega_{k}^{+} \in Q_{+}$and $Q_{+} \cap Q_{-}=\phi$, there exists $\epsilon>0$ such that the $q$ closed intervals $I_{k}^{+} \equiv\left[\Omega_{k}^{+}-\epsilon, \Omega_{k}^{+}+\epsilon\right]$ are all disjoint and satisfy $I_{k}^{+} \cap Q_{-}=\phi, k=1, \ldots, q$. Similarly, there exists $\delta>0$ such that the $y$ closed intervals $I_{k}^{-} \equiv\left[\Omega_{k}^{-}-\delta\right.$, $\left.\Omega_{k}^{-}+\delta\right]$ are all disjoint and satisfy $I_{k}^{-} \cap Q_{+}=\phi, k=$ $1, \ldots, y$. We define

$$
\begin{align*}
& p(x) \equiv p_{1}(x)\left[\begin{array}{c}
q \\
\prod_{1}\left(x-\Omega_{k}^{+}+\epsilon\right)\left(x-\Omega_{k}^{+}-\epsilon\right)
\end{array}\right] \\
& \times\left[\begin{array}{l}
y \\
\prod_{1} \\
\left(x-\Omega_{k}^{-}+\delta\right)\left(x-\Omega_{k}^{-}-\delta\right)
\end{array}\right] \tag{24}
\end{align*}
$$

Then by construction, Eq. (19) holds, so that $L p(T)>0$ and is therefore a Liapunov operator. The degree of $p(x)$ is given by $1+2 q+2 y \leq 1+2 N+2 N=1+4 N$, and the proof is complete.
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The Schrödinger exchange operator for arbitrary spin has been used to form an interaction Hamiltonian for a nearest-neighbor model of ferromagnetism. Through use of the cluster expansion method and new group theoretic results in conjunction with the diagrammatic method, eight terms in the high temperature series for the zero-field partition function and the low-field susceptibility are obtained for arbitrary spin and general crystal lattice. Critical parameters are estimated from these series by means of various ratio tests and Pade approximants. For the cubic lattices the Curie temperature $T_{c}$ and the critical index $\gamma$ are given by

$$
\begin{aligned}
k_{B} T_{C} / J & =0.547(q-1.6)\left(Y^{-1}+0.21\right) \\
\text { and } \quad \gamma & =0.48+2.16 Y^{-1} \quad \text { for } S>\frac{1}{2} ; \\
& =1.41 \pm 0.02 \quad \text { for } S=\frac{1}{2},
\end{aligned}
$$

respectively, where $Y=2 S+1$. Comparison of these results with those appropriate to the Heisenberg model as well as to experimental values is made. The concept of multipolar ordering is also discussed. It is shown that for the present model all of the $2 S$ "independent" multipolar phase transitions are exactly degenerate with the usual dipolar transition.

## I. INTRODUCTION

For the Heisenberg model of ferromagnetism, high temperature series for various thermodynamic quan-
tities have been extensively studied and used to investigate critical properties of ferromagnetic systems. If we consider a ferromagnetic system contain-

Since $D_{1}^{\dagger} D_{1} \geq 0$, it follows immediately from the minimax principle for the eigenvalues of a Hermitian operator that $H+D_{1}^{+} D_{1}$ has at least as many positive eigenvalues as does $H$ and at least as many nonnegative eigenvalues as $H$; since $P^{-1 / 2}$ is Hermitian positive definite, the number of positive eigenvalues as well as the number of zero eigenvalues of the operators $H+D_{1}^{+} D_{1}$ and $P^{-1 / 2}\left(H+D_{1}^{\dagger} D_{1}\right) P^{-1 / 2}$ are identical. Therefore $P^{-1 / 2}\left(H+D_{1}^{\dagger} D_{1}\right) P^{-1 / 2}$ has at least $J$ positive eigenvalues and at least $J+M$ nonnegative eigenvalues. Similarly, since $D_{2}^{\dagger} D_{2} \geq 0$, $-P^{-1 / 2}\left(H+D_{2}^{+} D_{2}\right) P^{-1 / 2}$ has at least $J$ negative eigenvalues and at least $J+M$ nonpositive eigenvalues.

Theorem 5: Let $N(<n \equiv \operatorname{dim} E)$ be the number of negative eigenvalues of $H$ counted according to their multiplicity. Suppose the system (1) admits a Liapunov operator of the form $L p(T)$, where $p(x)$ is a real polynomial in $x$ (i.e., suppose the system is structurally stable). Then the degree of $p(x)$ need not exceed $4 N+1$, i.e., there exists a real poly nomial $f(x)$ of degree less than or equal to $4 N+1$ such that $L f(T)$ is a Liapunov operator.

Proof: Let $N(<n)$ be the number of negative eigenvalues of $H$ and let $\left\{\zeta_{k}\right\}_{1}^{2 n}$ be a complete $L$ canonical set of eigenvectors satisfying Eqs. (15) and (16) with real eigenvalues $\omega_{k}$ enumerated so that $\omega_{1} \geq \omega_{2} \geq \cdots \geq \omega_{n}$ and $\omega_{n+1} \geq \omega_{n+2} \geq \cdots \geq \omega_{2 n}$. If 0 is not an eigenvalue of $H$, we conclude from Theorem 4, with $J=n-N$, that $\omega_{n+N+1}<0<\omega_{n-N}$. If 0 is an eigenvalue of $H$, then 0 is an eigenvalue of $T[H \eta=0$ implies $T(\eta)=0]$. By assumption, the system is structurally stable, so that the sets $Q_{+} \equiv$ $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ and $Q_{-} \equiv\left\{\omega_{n+1}, \ldots, \omega_{2 n}\right\}$ are disjoint,
and therefore either $0 \in Q_{+}$or $0 \in Q_{-}$, but 0 cannot be in both. If $0 \in Q_{+}$, then we conclude from Theorem 4 (with $J+M=n-N$ ) that $\omega_{n+N+1}<0 \leq \omega_{n-N}$, while if $0 \in Q_{\text {- }}$, Theorem 4 implies that $\omega_{n+N+1} \leq 0<\omega_{n-N}$. Thus, in any case, $\omega_{n+N+1}<\omega_{n-N}$. Let $r$ be the greatest integer $\leq n$ such that $\omega_{r}>\omega_{n+N+1}$, and let $u$ be the least integer $\geq n+1$ such that $\omega_{u}<\omega_{r}$. Then $n-N \leq r \leq n, n+1 \leq u \leq n+N+1, \omega_{k}<\omega_{u}$ for $r+1 \leq k \leq n$, and $\omega_{k}>\omega_{r}$ for $n+1 \leq k \leq u-1$. Let $\omega_{u}<\rho<\omega_{r}$, and define $p_{1}(x) \equiv x-\rho$. Then $p_{1}\left(\omega_{k}\right) \gamma_{k}>$ 0 for $1 \leq k \leq r$ and $u \leq k \leq 2 n$. Let $\Omega_{1}^{+}, \ldots, \Omega_{q}^{+}$denote the distinct elements of the set $\left\{\omega_{k}^{\prime} \mid r+1 \leq k \leq n\right\}$ and let $\Omega_{1}^{-}, \ldots, \Omega_{y}^{-}$denote the distinct elements of the set $\left\{\omega_{k} \mid n+1 \leq k \leq u-1\right\}$, so that $q \leq n-r \leq N$ and $y \leq u-1-n \leq N$. Since $\Omega_{k}^{+} \in Q_{+}$and $Q_{+} \cap Q_{-}=\phi$, there exists $\epsilon>0$ such that the $q$ closed intervals $I_{k}^{+} \equiv\left[\Omega_{k}^{+}-\epsilon, \Omega_{k}^{+}+\epsilon\right]$ are all disjoint and satisfy $I_{k}^{+} \cap Q_{-}=\phi, k=1, \ldots, q$. Similarly, there exists $\delta>0$ such that the $y$ closed intervals $I_{k}^{-} \equiv\left[\Omega_{k}^{-}-\delta\right.$, $\left.\Omega_{k}^{-}+\delta\right]$ are all disjoint and satisfy $I_{k}^{-} \cap Q_{+}=\phi, k=$ $1, \ldots, y$. We define

$$
\begin{align*}
& p(x) \equiv p_{1}(x)\left[\begin{array}{c}
q \\
\prod_{1}\left(x-\Omega_{k}^{+}+\epsilon\right)\left(x-\Omega_{k}^{+}-\epsilon\right)
\end{array}\right] \\
& \times\left[\begin{array}{l}
y \\
\prod_{1} \\
\left(x-\Omega_{k}^{-}+\delta\right)\left(x-\Omega_{k}^{-}-\delta\right)
\end{array}\right] \tag{24}
\end{align*}
$$

Then by construction, Eq. (19) holds, so that $L p(T)>0$ and is therefore a Liapunov operator. The degree of $p(x)$ is given by $1+2 q+2 y \leq 1+2 N+2 N=1+4 N$, and the proof is complete.
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The Schrödinger exchange operator for arbitrary spin has been used to form an interaction Hamiltonian for a nearest-neighbor model of ferromagnetism. Through use of the cluster expansion method and new group theoretic results in conjunction with the diagrammatic method, eight terms in the high temperature series for the zero-field partition function and the low-field susceptibility are obtained for arbitrary spin and general crystal lattice. Critical parameters are estimated from these series by means of various ratio tests and Pade approximants. For the cubic lattices the Curie temperature $T_{c}$ and the critical index $\gamma$ are given by

$$
\begin{aligned}
k_{B} T_{C} / J & =0.547(q-1.6)\left(Y^{-1}+0.21\right) \\
\text { and } \quad \gamma & =0.48+2.16 Y^{-1} \quad \text { for } S>\frac{1}{2} ; \\
& =1.41 \pm 0.02 \quad \text { for } S=\frac{1}{2},
\end{aligned}
$$

respectively, where $Y=2 S+1$. Comparison of these results with those appropriate to the Heisenberg model as well as to experimental values is made. The concept of multipolar ordering is also discussed. It is shown that for the present model all of the $2 S$ "independent" multipolar phase transitions are exactly degenerate with the usual dipolar transition.

## I. INTRODUCTION

For the Heisenberg model of ferromagnetism, high temperature series for various thermodynamic quan-
tities have been extensively studied and used to investigate critical properties of ferromagnetic systems. If we consider a ferromagnetic system contain-
ing $N$ particles of spin $S$ with isotropic nearestneighbor exchange interactions, the Heisenberg Hamiltonian is given by

$$
\begin{equation*}
\mathfrak{K}=-2 J \sum_{\langle i j\rangle} \mathbf{S}_{i} \cdot \mathbf{S}_{j}-g \mu H \sum_{i=1}^{N} S_{z i}, \tag{1}
\end{equation*}
$$

where $J$ is the nearest-neighbor exchange constant, $S_{i}$ is the spin operator of an atom located at the lattice site labeled $i, g$ is the gyromagnetic ratio, $\mu$ the Bohr magneton, $H$ the $z$-directed external magnetic field, and $S_{2 i}$ is the $z$ component of $\mathbf{S}_{i}$. The first term in the Hamiltonian represents the exchange energy and the summation is taken over all nearest-neighbor pairs of atoms, denoted $\langle i j\rangle$; the sum in the second term is over all atoms and is the Zeeman energy of the system.
The Heisenberg Hamiltonian linear in $\mathrm{S}_{i} \cdot \mathrm{~S}_{j}$ which arises from a consideration of the Coulomb interaction together with the Pauli principle is in fact only the lowest-order significant term in a perturbation expansion which when carried further leads to terms nonlinear in $S_{i} \cdot S_{j}{ }^{1}$
In order to study the properties of systems containing nonlinear terms $J_{n}\left(\mathbf{S}_{i} \cdot \mathrm{~S}_{j}\right)^{n}$, in the Hamiltonian, the Schrödinger exchange operator has been used to form an interaction Hamiltonian for a nearest-neighbor model of ferromagnetism, ${ }^{2,3}$

$$
\begin{equation*}
\mathfrak{H}=-J \sum_{\langle i j\rangle} P_{i j}-g \mu H \sum_{i=1}^{N} S_{z i} . \tag{2}
\end{equation*}
$$

Here $P_{i j}$ is the Schrödinger exchange operator and is a polynomial of degree $2 S$ in $S_{i} \cdot S_{j}$ :

$$
\begin{equation*}
P_{i j}=\sum_{n=0}^{2 S} A_{n}(S)\left(\mathbf{S}_{i} \cdot \mathbf{S}_{j}\right)^{n}, \quad i \neq j \tag{3}
\end{equation*}
$$

The coefficients $A_{n}$ are determined from the property that $P_{i j}$ exchanges, or permutes, the spin coordinates of two atoms labeled $i$ and $j$ :

$$
\begin{equation*}
P_{i j}|m\rangle_{i}\left|m^{\prime}\right\rangle_{j}=\left|m^{\prime}\right\rangle_{i}|m\rangle_{j} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
P_{i j} O(i, j)=O(j, i) P_{i j}, \tag{5}
\end{equation*}
$$

where $O(i, j)$ is any operator which contains the spin operators of atoms $i$ and $j$ and $|m\rangle_{i}$ and $\left.\mid m\right)_{j}$ are eigenstates of $S_{z i}$ and $S_{z j}$, respectively. Schrödinger ${ }^{4}$ has explicitly shown that
$P_{i j}=(-1)^{2 s}\left(1+\sum_{p=1}^{2 S} \frac{(-1) p}{(p!)^{2}} \prod_{q=1}^{p}[M-q(q-1)]\right)$,
where $M \doteq 2\left[\mathbf{S}(S+1)+\mathbf{S}_{i} \cdot \mathbf{S}_{j}\right]$. The coefficients $A_{n}$ typically have the values

$$
\begin{align*}
S=\frac{1}{2}: & A_{0}=\frac{1}{2}, \quad A_{1}=2, \\
S=1: & A_{0}=-1, \quad A_{1}=1, \quad A_{2}=1, \\
S=\frac{3}{2}: & A_{0}=-\frac{67}{32}, \quad A_{1}=-\frac{9}{8}, \quad A_{2}=\frac{11}{18},  \tag{7}\\
& A_{3}=\frac{2}{9}, \\
S=2: & A_{0}=-1, \quad A_{1}=-\frac{5}{2}, \quad A_{2}=-\frac{13}{16}, \\
& A_{3}=\frac{1}{6}, \quad A_{4}=\frac{1}{36},
\end{align*}
$$

etc.
Inclusion of these special combinations of nonlinear terms in the Hamiltonian may not be realized in
nature. However, a study of this model gives detailed information about what effect such nonlinear terms should have on the critical properties of the system.
Due to the permutation property of the Schrödinger exchange operator (5), the high temperature series can be extended further with less effort for the present Hamiltonian than for the Heisenberg Hamiltonian. For the case $S=\frac{1}{2}$, the present Hamiltonian is identical to that of the Heisenberg model; Baker et al. ${ }^{5}$ obtained terms through $T^{-9}$ for the closepacked lattices and $T^{-10}$ for the loose-packed lattices for the zero-field partition function series and the low-field susceptibility series. For $S=1$, Allan and Betts ${ }^{2}$ obtained eight terms in these series for the face-centered cubic lattice. Such a large number of terms was obtained through the use of the cluster expansion method in conjunction with a technique making use of "Branching diagrams"; this is practicable only for the case of $S$ equal to $\frac{1}{2}$ or 1 . We have developed a new method which can be applied to the case of arbitrary spin directly and hence obtained eight terms in the high temperature series for general crystal lattices.

High temperature series expansions and the cluster expansion method are discussed in Secs.II and III, respectively; these ideas can be applied to any of the spin Hamiltonians usually studied. Sections IV and V contain group theoretical considerations and the diagrammatic method required to calculate the series coefficients for the present model. Details of the calculations are given in Sec.VI and the explicit series results are presented in Sec.VII. Several checking procedures on the results are considered in Sec. VIII. In Sec.IX these high temperature series are used to estimate various critical properties by means of ratio tests and the method of Padé approximants. The significance of the results as well as the concept of multipolar ordering is found in Sec.X.

## II. HIGH TEMPERATURE SERIES EXPANSIONS

## A. Preliminary Remarks

For any spin Hamiltonian $\mathfrak{H}$ the high temperature series expansion method introduced by Kramers ${ }^{6}$ and Opechowski ${ }^{7}$ makes use of a result of the form

$$
\begin{align*}
Z= & \operatorname{tr} e^{-\beta \mathscr{H}} \\
= & \operatorname{trI}\left[1-\beta\langle\mathfrak{H}\rangle+\left(\beta^{2} / 2!\right)\left\langle\mathscr{K}^{2}\right\rangle\right. \\
& \left.-\left(\beta^{3} / 3!\right)\left\langle\mathfrak{H}^{3}\right\rangle+\cdots\right], \tag{8}
\end{align*}
$$

where $Z$ is the partition function, $\beta=\left(k_{B} T\right)^{-1}, k_{B}$ is Boltzmann's constant, $\left\langle\mathscr{H}^{n}\right\rangle=\operatorname{tr} \mathscr{F}^{n} / \operatorname{tr} \mathrm{I}$, and I is the unit matrix. Related thermodynamic functions can then be expressed as ascending series in powers of $1 / T$ by evaluating the leading coefficients in the series for various crystal lattices. The first few terms of these series provide a good approximation to each thermodynamic quantity at high temperatures. Furthermore, extrapolations from such truncated expansion series are considered to be the most powerful theoretical approach yet developed for obtaining estimates of the various critical parameters.

## B. Zero-Field Partition Function and Related Thermodynamic Functions

Since the various thermodynamic functions are re-
lated to the partition function by $\ln Z$, it is convenient to express the partition function in the form $\ln Z$. Moreover, since $\ln Z$ is an extensive quantity, considerable simplification can be made in the derivation of high temperature series by means of the cluster expansion method, as will be discussed in the next section. We introduce the following convenient notations: $Y=2 S+1, X=S(S+1), \alpha=g \mu H / J, K=J / k_{B} T$, and

$$
\begin{align*}
Q & =\sum_{i=1}^{N} S_{z i},  \tag{9}\\
Q & =\sum_{\langle i j>} P_{i j}, \quad \text { for the exchange interaction model, }  \tag{10}\\
& =2 \sum_{\langle i j\rangle} S_{i} \cdot S_{j}, \quad \text { for the Heisenberg model } \\
& =2 \sum_{\langle i j\rangle} S_{z i} S_{z j}, \quad \text { for the Ising model. }
\end{align*}
$$

Then,

$$
\begin{equation*}
\mathfrak{H}=-J(\odot+\alpha Q)=\mathfrak{K}_{0}-J \alpha Q \tag{11}
\end{equation*}
$$

For a system which consists of $N$ particles of $\operatorname{spin} S$, $\operatorname{trI}=Y^{N}$. In zero external field,

$$
\begin{align*}
& \qquad Z=Y^{N}\left(1+\sum_{n=1}^{\infty} \frac{K^{n}}{n!}\left\langle\rho^{n}\right\rangle\right)  \tag{12}\\
& \text { and } \\
& \qquad \ln Z=N \ln Y+\ln \left(1+\sum_{n=1}^{\infty} \frac{K^{n}}{n!}\left\langle\rho^{n}\right\rangle\right),
\end{align*}
$$

from which it follows on expanding the logarithm

$$
\begin{equation*}
\ln Z=N \ln Y+\sum_{n=1}^{\infty} e_{n} \frac{K^{n}}{n!} \tag{14}
\end{equation*}
$$

with

$$
\begin{array}{r}
e_{n}=\sum \frac{(-1)^{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{p}-1}\left(\alpha_{1}+\alpha_{2}+\cdots+\alpha_{p}-1\right)!}{\alpha_{1}!\alpha_{2}!!_{p}^{1}!\left(a_{1}!\right)^{\alpha_{1}}\left(a_{2}!\right)^{\alpha_{2}} \ldots\left(a_{p}!\right)^{\alpha} p} \\
\times\left\langle\mathcal{\rho}^{\left.a_{1}\right\rangle^{\alpha_{1}}\left\langle\rho^{a_{2}}\right\rangle^{\alpha \alpha_{2}} \ldots\left\langle\rho^{a} p\right\rangle^{\alpha} p}\right. \tag{15}
\end{array}
$$

The summation is taken over all partitions of the integer $n$, namely, all sets of positive integers ( $a_{1}, a_{2}$, $\ldots, a_{p} ; \alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}$ ) which satisfy the conditions

$$
\begin{align*}
& a_{1} \alpha_{1}+a_{2} \alpha_{2}+\cdots+a_{p} \alpha_{p}=n  \tag{16}\\
& a_{1}<a_{2}<\cdots<a_{p} \tag{17}
\end{align*}
$$

and

Each thermodynamic function series can now be directly obtained from Eq. (14):

$$
\text { internal energy: } \quad \begin{align*}
E & =k_{B} T^{2} \frac{\partial}{\partial T}(\ln Z) \\
& =-J \frac{\partial}{\partial K}(\ln Z) \tag{18}
\end{align*}
$$

entropy: $S=k_{B} \frac{\partial}{\partial T}(T \ln Z)$

$$
\begin{equation*}
=-k_{B} K^{2} \frac{\partial}{\partial K} \frac{(\ln Z)}{K} \tag{19}
\end{equation*}
$$

specific heat: $C_{v}=k_{B} \frac{\partial}{\partial T}\left(T^{2} \frac{\partial}{\partial T} \ln Z\right)$

$$
\begin{equation*}
=k_{B} K^{2} \frac{\partial^{2}}{\partial K^{2}}(\ln Z) \tag{20}
\end{equation*}
$$

## C. Low-Field Susceptibility

The low-field susceptibility is defined as
$x=\lim _{H \rightarrow 0} k_{B} T \frac{\partial^{2}}{\partial H^{2}} \ln Z=\lim _{\alpha \rightarrow 0} k_{B} T\left(\frac{g \mu}{J}\right)^{2} \frac{\partial^{2}}{\partial \alpha^{2}} \ln Z$.
Since $Q$ and $Q$ commute, $(\partial / \partial \alpha)(P+\alpha Q)^{n}=$ $n(Q+\alpha Q)^{n-1} Q$. It is then straightforward to show that

$$
\begin{equation*}
x=\left[(g \mu)^{2 /} / k_{B} T\right] \Delta(Q) \tag{22}
\end{equation*}
$$

where $\Delta(Q)=\left\langle Q^{2}\right\rangle_{B}-\langle Q\rangle_{B}^{2}$ is the zero-field thermal fluctuation of $Q$, and, for any operator $A$,

$$
\begin{equation*}
\langle A\rangle_{\beta}=\frac{\operatorname{tr} A e^{-\beta \mathscr{F}_{0}}}{\operatorname{tr} e^{-B K_{0}}}=\sum_{n=0}^{\infty} \frac{K^{n}}{n!}\left\langle\rho^{n} A\right\rangle / \sum_{n=0}^{\infty} \frac{K^{n}}{n!}\left\langle\rho^{n}\right\rangle . \tag{23}
\end{equation*}
$$

As a consequence of the fact that $\ln Z$ is an even function of the external field, $\operatorname{tr} \mathcal{Q}^{n} Q=0$ for all $n$; hence, $\langle Q\rangle_{B}=0$, so that we can rewrite $X$ in the form

$$
\begin{equation*}
x=\frac{(g \mu)^{2} \mathbf{X}}{3 k_{B} T}\left(N+\sum_{n=1}^{\infty} a_{n} \frac{K^{n}}{n!}\right) \tag{24}
\end{equation*}
$$

It is easy to show that the coefficients $a_{n}$ satisfy the recursion relation

$$
\begin{equation*}
a_{n}=\frac{3}{\mathbf{X}}\left\langle\wp^{n} Q^{2}\right\rangle-\sum_{k=0}^{n-1} \frac{n!}{k!(n-k)!} a_{k}\left\langle\wp^{n-k}\right\rangle \tag{25}
\end{equation*}
$$

with $a_{0}=N$. In order to obtain the terms $e_{k}$ and $a_{k}$, we must calculate the quantities $\left\langle\mathcal{Q}^{n}\right\rangle$ and $\left\langle\mathcal{Q}^{n} Q^{2}\right\rangle$ for $n \leqslant k$. Here the matrices $\mathcal{P}$ and $Q$ are of order $(2 S+1)^{N}$. For real crystals, $N \rightarrow \infty$, and direct computation of the required traces is impossible. However, there are two alternative methods of handling the calculation. In the next section we discuss the cluster expansion method, while the diagrammatic method is considered in Sec.V.

## III. CLUSTER EXPANSION METHOD

## A. Preliminary Remarks

The use of the cluster expansion method in deriving series expansions for magnetic systems was first suggested by Domb. 8 It was pointed out that high temperature series for extensive quantities for infinite lattices $(N \rightarrow \infty)$ can be obtained simply by calculating the corresponding series for clusters of finite sites. One advantage of this method as compared to the diagrammatic method is that the number of configurations that one has to consider are considerably smaller than that required in the diagrammatic method. More important, however, is the fact that most of the calculations called for in the cluster expansion method can easily be done on a fast computer.

The general method of the cluster expansions has been developed by many authors and derived in a number of different ways. In this section we introduce a new proof of an essential theorem of this method (Theorem 1), which can be applied directly to the calculation of the high temperature series for any spin Hamiltonian.

## B. General Concepts

A (linear) graph is a collection of points with lines joining certain pairs of points. If a subset of points
are joined successively by lines, the assembly of these lines is called a path connecting the initial and the final points. A graph is said to be connected if any two points in the graph are connected by a path. Otherwise, the graph is said to be disconnected. Clearly, any graph consists of connected graphs, and each connected graph is called a component. If the initial point and the final point of a path coincide, we speak of a cycle. A set of different cycles is said to be independent if none of the cycles can be made up of parts of other cycles. The maximum number of independent cycles in a graph is called the cyclomatic number of the graph. It is well known that for a connected graph

$$
\begin{equation*}
c=\ell-p+1 \tag{26}
\end{equation*}
$$

where $c$ is the cyclomatic number, $\ell$ the number of lines, and $p$ the number of points in a graph. In general, if we denote the number of connected components in a graph by $n$, then

$$
\begin{equation*}
c=l-p+n . \tag{27}
\end{equation*}
$$

A connected graph is said to be closed if any point in the graph has at least two lines connected to it. Otherwise, it is said to be open.

If $g_{r}$ and $g_{s}$ are two graphs having no points in common, the union of these two graphs, denoted $g_{r} \cup g_{s}$, is the collection of all points and lines of $g_{r}$ and $g_{s}$. A graph $g$ is a subgraph of $G$ if any point in $g$ is a point in $G$ and any line in $g$ is a line in $G$. A graph $G^{\prime}$ is said to be isomorphic with $G$ if there is a one-to-one correspondence between their points such that pairs of points are joined by lines in $G^{\prime}$ if and only if the corresponding pairs of points are joined in $G$. The lattice constant ${ }^{9}$ of a graph $g$ on a graph $G$ is the number of subgraphs of $G$ isomorphic with $g$, denoted $(g ; G) .(g ; G)$ is sometimes abbreviated as $[g]$ if $G$ is not specified. Lattice constants of disconnected graphs can be expressed in terms of lattice constants of connected graphs. For example, consider the equation shown in Fig. 1. The first term on the right-hand side is of second order while the others are of first order in the lattice constants of connected graphs. In general, lattice constants of disconnected graphs having $n$ connected components will consist of terms from the first order to the $n$th order in lattice constants of connected graphs.

## C. New Derivation of the Cluster Expansions

Let $\phi(g)$ be any quantity associated with the graph $g$. $\phi$ is said to be extensive if, for any graphs $g_{r}$ and $g_{\sigma}$ having no points in common,

$$
\begin{equation*}
\phi\left(g_{r} \cup g_{s}\right)=\phi\left(g_{r}\right)+\phi\left(g_{s}\right) ; \tag{28}
\end{equation*}
$$

that is, the quantity $\phi$ of two graphs considered together is the sum of the quantities of the two graphs considered separately. The number of lines and the number of points in a graph are obviously extensive. $(g ; G)$ is also an extensive quantity of $G$, i.e.,


FIG.1. Example of expressing the lattice constant of a disconnected graph in terms of lattice constants of connected graphs.

$$
\begin{equation*}
\left(g ; g_{v} \cup g_{s}\right)=\left(g ; g_{v}\right)+\left(g ; g_{\mathrm{s}}\right) . \tag{29}
\end{equation*}
$$

Suppose that a graph $G$ consists of the number $\pi_{i}$ of connected graphs $g_{i}, i=1,2,3, \cdots$. Let $\phi(G ; t)$ be an extensive quantity of $G$ and $t$ be a set of parameters independent of graphs. By the extensive property of $\phi$,

$$
\begin{equation*}
\phi(G ; t)=\sum_{i} \phi\left(g_{i} ; t\right) \pi_{i} . \tag{30}
\end{equation*}
$$

Using the extensive property of the lattice constant as expressed by Eq. (29), set $g=g_{j}$ for $j=1,2,3, \cdots$. We then have a set of linear equations

$$
\begin{equation*}
\left(g_{j} ; G\right)=\sum_{i}\left(g_{j} ; g_{i}\right) \pi_{i}, \quad j=1,2,3, \cdots \tag{31}
\end{equation*}
$$

If the graphs are labeled in the graph dictionary order such that

$$
\begin{equation*}
l_{i} \leqslant l_{j}, \quad \text { for } i<j, \tag{32}
\end{equation*}
$$

where $l_{i}$ and $l_{j}$ are the numbers of lines of graphs $g_{i}$ and $g_{j}$, respectively, it is then obvious that

$$
\begin{align*}
\left(g_{j} ; g_{i}\right) & =0, \quad \text { for } j>i,  \tag{33}\\
& =1, \quad \text { for } j=i .
\end{align*}
$$

Define a matrix $A$ with elements $A_{m n}=\left(g_{m} ; g_{n}\right)$. Equation (33) then means that $A$ is a triangular matrix with the lower triangular elements equal to zero. Furthermore, all the diagonal elements are unity. Therefore, $A$ is nonsingular and its inverse exists. From Eq. (31), we get

$$
\begin{equation*}
\pi_{i}=\sum_{j}\left(A^{-1}\right)_{i j}\left(g_{j} ; G\right), \quad i=1,2,3, \ldots \tag{34}
\end{equation*}
$$

where $\left(A^{-1}\right)_{i j}$ are elements of the inverse matrix of $A$. Substituting Eq. (34) into Eq. (30) yields

$$
\begin{align*}
\phi(G ; t) & =\sum_{i} \sum_{j} \phi\left(g_{i} ; t\right)\left(A^{-1}\right)_{i j}\left(g_{j} ; G\right) \\
& =\sum_{j} F_{j}(t)\left(g_{j} ; G\right), \tag{35}
\end{align*}
$$

where $F_{j}(t)=\sum_{i}\left(g_{j} ; t\right)\left(A^{-1}\right)_{i j}$ is independent of $G$. Since $G$ may be any graph, let $G=g_{i}$. Equation (35) yields

$$
\begin{equation*}
\phi\left(g_{i} ; t\right)=\sum_{j} F_{j}(t)\left(g_{j} ; g_{i}\right) . \tag{36}
\end{equation*}
$$

On substituting Eq. (33) into Eq. (36) and rearranging terms, we obtain an important theorem formulated by Sykes et al. ${ }^{10}$

Theorem 1: If $\phi(G ; t)$ satisfies the extensive property, then $\phi$ can be expressed by Eq. (35) in which $F_{j}(t)$ are given by the recursion formula

$$
\begin{equation*}
F_{j}(t)=\phi\left(g_{j} ; t\right)-\sum_{i=1}^{j-1}\left(g_{i} ; g_{j}\right) F_{i}(t) \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{1}(t)=\phi\left(g_{1} ; t\right) . \tag{38}
\end{equation*}
$$

## D. Application to Magnetic Systems

In a nearest-neighbor model of any of the spin Hamiltonians, if spin sites are represented by points and interactions between nearest-neighbor sites are repre-
sented by lines joining the corresponding pairs of points, then systems represented by graphs isomorphic to each other will have the same physical properties and systems which consist of a number of independent subsystems will be represented by disconnected graphs. Let $\phi(G)$ be any quantity of a magnetic system represented by a graph $G$. It is clear then that $\ln Z(G)$ and $\mathrm{x}(G)$ satisfy Eq. (28) since $\ln Z$ and x are extensive thermodynamic quantities. We can thenuse Theorem 1 to calculate $\ln Z(G ; t)$ and $\chi(G ; t)$ for any cluster or crystal lattice $G$ and for a set of parameters $t$, such as temperature $T$, spin value $S$, external magnetic field $H$, exchange constant $J$, etc. In high temperature series expansions, we express $F_{j}$ [in Eq. (35)] in powers of $K\left(=J / k_{B} T\right)$

$$
\begin{equation*}
F_{j}=\sum_{n}^{\infty} f_{0}\left(g_{j}\right) K^{n} . \tag{39}
\end{equation*}
$$

Theorem 1 is useful because in most cases $f_{n}\left(g_{j}\right)=0$ for $n<l_{j}$. This will be explicitly shown in Sec. $V$ for the present Hamiltonian when $\phi=\ln Z$ or $x$. Therefore, if we want to obtain series up to the $k$ th power in $K$ for $\phi(G)$, we need only calculate $\phi\left(g_{j}\right)$ and hence $F_{j}$ for connected graphs having up to $k$ lines. Thus, instead of considering infinite lattices, we have reduced the problem to clusters of finite size.

## IV. APPLICATION OF GROUP THEORY

## A. Symmetric Group

A rearrangement of the order of $N$ symbols is called a permutation. There are $N!$ number of possible permutations on $N$ symbols. The set of all these permutations form a group called the symmetric group of degree $N$, denoted $S_{N}$. Each elements in $S_{N}$ can be written as a product of independent cycles. For example, the permutation by which $\{a, b, c, d, e, f, g\}$ is replaced by $\{b, f, c, e, d, a, g\}$ can be written as ( $a b f$ ) $(c)(d e)(g)$. Each ( ) is called a cycle, and the number of symbols in () is the order of the cycle. In writing a permutation as the product of cycles, cycles of order 1 need not be mentioned. Furthermore, the sequence of appearance of the cycles as well as the first symbol in each cycle is arbitrary.
Cycles having no symbols in common are said to be independent. A cycle of order 2 is called an interchange. Any cycle of higher order can be expressed as a product of interchanges (having symbols in common). For example,

$$
\begin{equation*}
(a b c \cdots d e)=(a e)(a d) \cdots(a c)(a b) \tag{40}
\end{equation*}
$$

Permutations which are products of an even number of interchanges are called even permutations. Otherwise, they are called odd permutations. It is straightforward to show that

$$
\begin{equation*}
(f g)(f a \cdots b g c \cdots d)=(f a \cdots b)(g c \cdots d) \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
(f g)(f a \cdots b)(g c \cdots d)=(f a \cdots b g c \cdots d) \tag{42}
\end{equation*}
$$

Equations (41) and (42) imply that for any group element, say $P$, when multiplied by an interchange $(f g)$, ( $f y$ ) $P$ has one more cycle than $P$ if $f, g$ belong to the same cycle in $P$ and has one less cycle than $P$ if $f, g$ belong to different independent cycles in $P$.
Elements in $S_{N}$ are divided into classes. Elements
which have the same cycle structure are transforms of one another by elements in $S_{N}$ and belong to the same class. Elements which belong to the class $\left(a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} \ldots a_{p}^{\alpha_{p}}\right)$ have $\alpha_{1}$ cycles of order $a_{1}, \alpha_{2}$ cycles of order $a_{2}, \ldots$, and $\alpha_{p}$ cycles of order $a_{p}$. The number of classes in $S_{N}$ is equal to the number of partitions of the integer $N$, and each class is labeled by a partition of $N$. The number of group elements in a class is called the order of the class. For the class $k=\left(a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} \ldots a_{p}^{\alpha_{p}}\right)$, its order $h_{k}$ is

$$
\begin{equation*}
h_{k}=N!/ \alpha_{1}!\alpha_{2}!\cdots \alpha_{p}!a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} \cdots a_{p}^{\alpha_{p}} \tag{43}
\end{equation*}
$$

Associated with $S_{N}$ there is a finite number of inequivalent representations, called irreducible representations. Each irreducible representation is also labeled by a partition of $N$. Since elements of a class are transforms of one another, their matrices in any representation, say $\nu$, have the same trace. This value is referred to as the character of the class $k$ in the representation $\nu$, denoted $\chi_{k}^{(\nu)}$.
Below we summarize some group theoretic results which will be useful in deriving high temperature series for the present Hamiltonian.
For the irreducible representations $\nu$ and $\nu^{\prime}$, we have the orthogonality relations

$$
\begin{align*}
& \sum_{k} \frac{h_{k}}{h} \chi_{k}^{(\nu)} \chi_{k}^{(\nu)}=\delta_{\nu u^{\prime}}  \tag{44}\\
& \text { and }  \tag{45}\\
& \sum_{\nu} \frac{h_{k}}{h} \chi_{k}^{(\nu)} \chi_{k \prime}^{(\nu)}=\delta_{k k^{\prime}}
\end{align*}
$$

where $h_{k}$ is the order of the class $k, h=N!$ is the order of $S_{N}$, and the summations $\sum_{k}$ and $\sum_{\nu}$ are taken over all classes $k$ and all irreducible representations $\nu$, respectively.
Let $P^{(\Gamma)}$ be any matrix representation of an element $P$ in $S_{N} . P^{(\Gamma)}$ can be resolved into a direct sum of $n_{\nu}$ number of $\nu$ irreducible representations, i.e., the matrix $P^{(\Gamma)}$ now takes the form of a series of blocks, the irreducible representations, placed along the principal diagonal, which can be written as

$$
\begin{equation*}
P^{(\Gamma)}=\sum_{\nu} n_{\nu} P^{(\nu)} \tag{46}
\end{equation*}
$$

From Eq. (44), we get

$$
\begin{equation*}
n_{\nu}=\sum_{k} \frac{h_{k}}{h} \chi_{k}^{(\nu)} \chi_{k}^{(\Gamma)} \tag{47}
\end{equation*}
$$

For two irreducible representations labeled by a pair of conjugate partitions $\nu$ and $\tilde{\nu}$, we have

$$
\begin{equation*}
\mathrm{X}_{k}^{(\nu)}= \pm \mathrm{X}_{k}^{(\tilde{\nu})} \tag{48}
\end{equation*}
$$

with the plus sign applying for even classes and the minus sign for odd classes of permutations.
If we sum the matrices of an irreducible representation $\nu$ for all elements of a class $k$, we obtain a multiple of the unit matrix:

$$
\begin{equation*}
\sum_{P \in k} P^{(\nu)}=\left[\left(h_{k} \chi_{k}^{(\nu)}\right) / \chi_{1}^{(\nu)}\right] \mathrm{I} \tag{49}
\end{equation*}
$$

where $x_{1_{N}^{N}}^{(\nu)}$ is the matrix dimension of the irreducible representation $\nu$.

Using these equations, we now prove several useful new theorems.

## B. New Theorems

Theorem 2 : If $R$ is any matrix which commutes with all elements of $S_{N}$ in a matrix representation $\Gamma$, then
$\operatorname{tr}\left[\left(\sigma^{(\Gamma)}\right)^{n} R\right]=\sum_{\nu} \sum_{k} \operatorname{tr}\left(\rho^{(\nu)}\right)^{n} \frac{h_{k}}{h} \chi_{k}^{(\nu)} \operatorname{tr}\left[P_{k}^{(\Gamma)} R\right]$,
where $\mathcal{Q}^{(\Gamma)}$ and $\mathscr{\rho}^{(\nu)}$ are sums of elements in $S_{N}$ in the $I$ and the $\nu$ representations, respectively, $P_{k}$ is any element in the class $k$, and the summations are taken over all irreducible representations $\nu$ and all classes $k$.

Proof: The condition that $R$ commutes with all elements of $S_{N}$ in a matrix representation $\Gamma$ and the fact that elements of a class are transforms of one another imply that $\operatorname{tr} P^{(\Gamma)} R$ have the same value for all elements $P$ which belong to the same class. Since products of elements in $S_{N}$ are also elements in $S_{N}, Q^{n}$ as well as $\odot$ is a sum of elements in $S_{N}$. It is then sufficient to show that for any element, say $P$, in $S_{N}$

$$
\begin{equation*}
\operatorname{tr} P^{(\Gamma)} R=\sum_{\nu} \sum_{k} \operatorname{tr} P^{(\nu)} \frac{h_{k}}{h} \mathrm{X}_{k}^{(\nu)} \operatorname{tr} P_{k}^{(\Gamma)} R \tag{51}
\end{equation*}
$$

Let $P$ belong to the class $k^{\prime} ; \operatorname{tr} P^{(\nu)}=\chi_{k}^{(\nu)}$. By Eq. (45)

$$
\begin{align*}
& \sum_{\nu} \sum_{k} \chi_{k^{\prime}}^{(\nu)} \frac{h_{k}}{h} \chi_{k}^{(\nu)} \operatorname{tr} P_{k}^{(\Gamma)} R \\
& \quad=\sum_{k} \delta_{k k^{\prime}}, \operatorname{tr} P_{k}^{(\Gamma)} R  \tag{52}\\
& \quad=\operatorname{tr} P\left(\Gamma_{k^{\prime}}^{(\Gamma)} R\right.
\end{align*}
$$

Equation (51) and hence Eq. (50) then follow.
Theorem 3: If $\nu$ and $\tilde{v}$ are two irreducible representations labeled by a pair of conjugate partitions of $N$ and $\mathscr{P}$ is a sum of odd permutations in $S_{N}$, then

$$
\begin{equation*}
\operatorname{tr}\left(\rho^{(\nu)}\right)^{n}=(-1)^{n} \operatorname{tr}\left(\rho^{(\nu)}\right)^{n} \tag{53}
\end{equation*}
$$

Proof: Since a product of $n$ odd permutations is an even permutation if $n$ is an even number and is an odd permutation if $n$ is odd, Eq. (53) follows from Eq. (48).

## C. The $(2 S+1)^{N}$-Dimensional Representation of $S_{N}$

For a system containing $N$ particles of spin $S$, it is clear that matrices of the Schrödinger exchange operators $P_{i j}$ and their products form a $(2 S+1)^{N}$-dimensional representation of $S_{N}$. It is convenient to choose the basis of the $(2 S+1)^{N}$-dimensional vector space as the eigenstates of the $z$ component of the spins of the $N$ particles, $\left|m_{1}\right\rangle\left|m_{2}\right\rangle \cdots\left|m_{N}\right\rangle$. In this section we restrict our attention to this representation. Unless otherwise specified, matrix representation of operators will be in this representation. We first prove the following results:

$$
\begin{align*}
\operatorname{tr}(i j k \cdots \cdot l) & =\sum_{m_{i}} \sum_{m_{j}} \cdots \sum_{m_{k}} \sum_{m_{l}}\left(\delta_{m_{i}, m_{j}} \delta_{m_{i}, m_{k}} \cdots \delta_{m_{i}, m_{l} l}\right) \\
& =\sum_{m_{i}}(1)=Y \tag{54}
\end{align*}
$$

All sums in this equation, and those following directly after, range from $-S$ to $+S$. Similarly,

$$
\begin{align*}
\operatorname{trS} S_{z i}^{n}(i j k \cdots l) & =\sum_{m_{i}} \sum_{m_{j}} \cdots \sum_{m_{k}} \sum_{m_{l}}\left(m_{i}^{n} \delta_{m_{i}, m_{j}} \delta_{m_{i}, m_{k}} \cdots \delta_{m_{i}, m_{l}}\right) \\
& =\sum_{m_{i}}\left(m_{i}^{n}\right)=Y W_{n}, \tag{55}
\end{align*}
$$

$$
\begin{equation*}
W_{n}=Y-1 \sum_{m}\left(m^{n}\right) \tag{56}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{tr} S_{z i}^{n} & S_{z j}^{n}(i k \cdots j l \cdots) \\
& =\sum_{m_{i}} \sum_{m_{k}} \cdots \sum_{m_{j}} \sum_{m_{l}} \cdots\left(m_{i}^{n} m_{j}^{n} \delta_{m_{i}, m_{k}} \cdots \delta_{m_{i}, m_{j}} \delta_{m_{i}, m_{l}} \cdots\right) \\
& =\sum_{m_{i}}\left(m_{i}^{2 n}\right)=Y W_{2 n} . \tag{57}
\end{align*}
$$

Let us express any element in $S_{N}$, say $P$, as a product of independent cycles:

$$
\begin{equation*}
P=(a b c \cdots d)(i j k \cdots l) \cdots(x y \cdots z) \tag{58}
\end{equation*}
$$

$P$ may be considered as a direct product of each cycle,

$$
\begin{equation*}
P=(a b c \cdots d) \times(i j k \cdots l) \times \cdots \times(x y \cdots z) \tag{59}
\end{equation*}
$$

By the trace property of the direct product,

$$
\begin{equation*}
\operatorname{tr}(A \times B)=(\operatorname{tr} A)(\operatorname{tr} B) \tag{60}
\end{equation*}
$$

it follows from Eqs. (54), (55), and (57) that

$$
\begin{equation*}
\operatorname{trS}_{z i}^{n} P=W_{n} \operatorname{tr} P \tag{61}
\end{equation*}
$$

and

$$
\begin{aligned}
\operatorname{tr} S_{z i}^{n} S_{z j}^{n} P=W_{2 n} \operatorname{tr} P, & \quad \text { if } i=j \text { or } i, j \text { belong to } \\
& \text { the same cycle in } P, \\
= & W_{n}^{2} \operatorname{tr} P,
\end{aligned} \quad \begin{aligned}
& \text { if } i, j \text { belong to different } \\
& \\
& \text { independent cycles in } P .(62)
\end{aligned}
$$

For the case $n=1, W_{1}=0$ and $W_{2}=X / 3$. If the element $P$ belongs to the class $k=\left(a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} \cdots a_{p}^{\alpha_{p}}\right)$, then, from Eqs. (54), (60), and (62),

$$
\begin{align*}
& \operatorname{tr} P_{k}=Y^{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{p}}  \tag{63}\\
& \text { and } \begin{aligned}
\operatorname{tr} P_{k} Q^{2} & =\sum_{i} \sum_{j} \operatorname{tr} S_{2 i} S_{z j} P_{k} \\
& =(X / 3)\left(\alpha_{1} a_{1}^{2}+\alpha_{2} a_{2}^{2}+\cdots+\alpha_{p} a_{p}^{2}\right) Y^{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{p}}
\end{aligned}
\end{align*}
$$

where the summations are from 1 to $N$.
It also follows from Eqs. (41), (42) and Eqs. (54), (60) that

$$
\begin{align*}
& \operatorname{tr} P_{i j} P=Y \operatorname{tr} P, \quad \text { if } i, j \text { belong to the }  \tag{65}\\
& \text { same cycle in } P, \\
&=Y^{-1} \operatorname{tr} P, \begin{array}{l}
\text { if } i, j \text { belong to different } \\
\\
\text { independent cycles in } P .
\end{array}
\end{align*}
$$

## V. DLAGRAMMATIC METHOD

## A. Preliminary Remarks

The diagrammatic method has been extensively used in deriving high temperature series for various spin Hamiltonians. In this section, the procedure previously used for the Heisenberg Hamiltonian by Rushbrooke and Wood ${ }^{11}$ will be modified for the exchange interaction Hamiltonian. The labor of evaluating series
coefficients by this method is much greater than the labor involved in the previously described cluster expansion method. However, there are a number of important results that can be directly proved by the diagrammatic technique which are not at all obvious from a consideration of the cluster expansion method.

## B. Zero-Field Partition Function

For the exchange interaction model $\varphi^{n}$ in Eq.(12) is a sum of products $\Pi P_{i j}$ and each product contains $n$ factors $P_{i j}$. There is a correspondence between products in $Q^{n}$ and diagrams of $n$ lines on the lattice. For each of the $n$ factors $P_{i j}$ in the product, when we draw a straight line connecting lattice sites $i$ and $j$, we obtain a diagram of $n$ lines. The diagrams may be connected or disconnected, and may have more than one line joining a pair of points.
Following Rushbrooke and Wood, ${ }^{11}$ we can write

$$
\begin{equation*}
\left\langle\beta^{n}\right\rangle=\sum_{i=n}\left[D_{i}\right]\left\langle D_{i}\right\rangle, \tag{66}
\end{equation*}
$$

where $\sum_{\iota_{i=n}}$ sums over all diagrams $D_{i}$ of $n$ lines. $\left[D_{i}\right]$ is the number of times that the diagram $D_{i}$ will occur on the lattice. $\left\langle D_{i}\right\rangle$ is the weighting factor, or the contribution of the diagram $D_{i}$ to $\left\langle\odot^{n}\right\rangle$. For a diagram $D$ having $n$ lines between $p$ points, following Rushbrooke and Wood,

$$
\begin{equation*}
\langle D\rangle=Y^{-p} \sum_{\text {perm }} \operatorname{tr}()() \cdots() \tag{67}
\end{equation*}
$$

where each bracket is a Schrödinger exchange operator $P_{i j}$ which corresponds to the line joining points $i$ and $j$ in the diagram $D$ and $\sum_{\text {perm }}$ sums over all different permutations in the order of appearence of the brackets.
The occurrence factor of a diagram on a lattice has the same meaning as the lattice constant of a graph. The only difference is that for graphs we speak of diagrams which have at most one line connecting a pair of points. Some typical examples of the relation between the occurrence factors of diagrams and lattice constants of graphs are shown in Fig. 2. As mentioned in Sec. III, lattice constants of disconnected graphs can be expressed in terms of lattice constants of connected graphs. Let $\Lambda_{i} \Phi$ signify that part of $\Phi$ which is of $i$ th order in the lattice constants of connected graphs. We can then write

$$
\begin{equation*}
\langle\rho n\rangle=\Lambda_{1}\left\langle\rho^{n}\right\rangle+\Lambda_{2}\left\langle\rho^{n}\right\rangle+\cdots \tag{68}
\end{equation*}
$$

As shown in the section on the cluster expansion method, Eq. (35), any extensive quantity, such as $\ln 2$ or $x$ is of first order in lattice constants of connected graphs. Hence by Eq. (12),

$$
\begin{equation*}
\ln Z=N \ln Y+\sum_{n=1}^{\infty} \frac{K^{n}}{n!} \Lambda_{1}\left\langle\rho^{n}\right\rangle \tag{69}
\end{equation*}
$$

Those parts of higher order in lattice constants of connected graphs will cancel exactly when transformed from $Z$ to $\ln Z$. Comparing Eqs. (14) and (69), we have

$$
\begin{equation*}
e_{n}=\Lambda_{1}\left\langle\mathcal{Q}^{n}\right\rangle=\sum_{i=n} \Lambda_{1}\left[D_{i}\right]\left\langle D_{i}\right\rangle \tag{70}
\end{equation*}
$$

In the limit $N \rightarrow \infty$, lattice constants of connected graphs will be directly proportional to $N . \Lambda_{1}$ then means nothing more than "the part proportional to $N$."

## C. Low-Field Susceptibility

When a finite external magnetic field is applied, the partition function can be written in the form

$$
\begin{equation*}
\ln Z=N \ln Y+\sum_{n=1}^{\infty} \frac{K^{n}}{n!} \Lambda_{1}\left\langle(\rho+\alpha Q)^{n}\right\rangle . \tag{71}
\end{equation*}
$$

Since $\mathcal{P}$ and $Q$ commute and $\left\langle\mathcal{P}^{n} Q\right\rangle=0$, it is easy to show that

$$
\begin{align*}
x & =\lim _{H \rightarrow 0} k_{B} T \frac{\partial^{2}}{\partial H^{2}} \ln Z \\
& =\frac{g^{2} \mu^{2}}{k_{B} T} \sum_{n=0}^{\infty} \frac{K^{n}}{n!} \Lambda_{1}\left\langle\rho^{n} Q^{2}\right\rangle . \tag{72}
\end{align*}
$$

For $n=0,\left\langle Q^{2}\right\rangle=N X / 3$. Comparing Eqs. (24) and (72) yields

$$
\begin{equation*}
a_{n}=(3 / X) \Lambda_{1}\left\langle Q^{n} Q^{2}\right\rangle \tag{73}
\end{equation*}
$$

The situation in calculating $\left\langle\rho^{n} Q^{2}\right\rangle$ is similar to that involved in $\langle\rho n\rangle$. We again have a correspondence between terms $\Pi P_{i j}$ produced on expanding $\rho^{n}$ and diagrams of $n$ lines on the lattice, but now, besides the $n$ lines, a diagram will contain two crosses. These are denoted + , and are placed on those sites from which we have extracted terms like $S_{z i} S_{z j}$ from $Q^{2}$. When two crosses coincide, we speak of a double cross, denoted *.

There are five kinds of ways in which two crosses may be added to a diagram $D$ :
(a) $D^{*}$, a double cross superposed on $D$,
(b) $D^{++}$, two crosses superposed on different sites of D,
(c) $D^{+}+$, one cross superposed on $D$, another not on $D$
(d) $D *$, a double cross not superposed on $D$,
(e) $D++$, two separated crosses not superposed on D.

Since $\left\langle S_{z i}\right\rangle=0$ and $\left\langle S_{z i}^{2}\right\rangle=X / 3$, by the trace property of the direct product, we immediately find that diagrams (c) and (e) have zero contributions to $\left\langle\mathcal{P}^{n} Q^{2}\right\rangle$ and that diagram (d) contributes an amount $(X / 3)\langle D\rangle$ to $\left\langle\rho^{n} Q^{2}\right\rangle$. Let $p$ be the number of points contained in the diagram $D$. Then we have that the occurrence factor, for diagram (d), $[D *]=[D][\cdot]-p[D]$. Therefore, as far as terms of first order in lattice constants of connected graphs are concerned, it is equivalent to say that the diagram (d) has occurrence factor $[D]$ associated with the weighting factor $-(p X / 3)\langle D\rangle$.
For diagram (a) the double cross can be superposed on any of the $p$ points. For diagram (b) there are $p(p-1)$ ways to superpose the two crosses on $D$. If

$$
\begin{aligned}
& {[\Delta]=3[\Delta]} \\
& [\square])=2[\square] \\
& {[\Delta \Delta]=[\Delta \Lambda]} \\
& {[\Delta]=[\Delta \cdot]}
\end{aligned}
$$

FIG. 2. Examples of the relation between the occurrence factors of diagrams and lattice constants of graphs.
we sum up these $p^{2}$ diagrams, with occurrence factor $[D]$, their contributions to $\left\langle\rho^{n} Q^{2}\right\rangle$, denoted $\left\langle\overline{D Q}^{2}\right\rangle$, will be

$$
\begin{equation*}
\left\langle\overline{D Q^{2}}\right\rangle=Y^{-p} \sum_{\text {perm }} \operatorname{tr}()() \cdots()\left(\sum_{i=1}^{p} S_{z i}\right)^{2} \tag{74}
\end{equation*}
$$

Therefore, including all five kinds of diagrams, with occurrence factor $[D]$, the weighting factor of the dia$\operatorname{gram} D$ to $\Lambda_{1}\left\langle\rho^{n} Q^{2}\right\rangle$, denoted $\left\langle D Q^{2}\right\rangle$, will be

$$
\begin{equation*}
\left\langle D Q^{2}\right\rangle=\left\langle\overline{D Q}^{2}\right\rangle-(p X / 3)\langle D\rangle \tag{75}
\end{equation*}
$$

Hence

$$
\begin{equation*}
a_{n}=(3 / X) \sum_{l_{i}=n} \Lambda_{1}\left[D_{i}\right]\left[\left\langle\overline{D_{i} Q^{2}}\right\rangle-p_{i}(X / 3)\left\langle D_{i}\right\rangle\right] \tag{76}
\end{equation*}
$$

where $p_{i}$ is the number of points in $D_{i}$. By rewriting the products $\Pi P_{i j}$ as products of independent cycles, the traces in Eqs. (67) and (74) can be obtained from Eqs. (63) and (64). $\left\langle D_{i}\right\rangle$ and $\left\langle D_{i} Q^{2}\right\rangle$ are then determined. Note that for the present Hamiltonian these five kinds of diagrams can be considered together and the calculation of the coefficients $a_{n}$ is greatly simplified. For the Heisenberg Hamiltonian, weighting factors of these five kinds of diagrams have to be considered separately.

## D. Further Theorems

If we express $\Lambda_{1}\left[D_{i}\right]$ in terms of lattice constants of connected graphs, denoted [ $g_{i}$ ], we can rewrite $e_{n}$ and $a_{n}$ as follows:
and

$$
\begin{equation*}
a_{n}=\sum_{i}\left[g_{i}\right] a_{n}\left(g_{i}\right) \tag{78}
\end{equation*}
$$

$$
\begin{equation*}
e_{n}=\sum_{i}\left[g_{i}\right] e_{n}\left(g_{i}\right) \tag{77}
\end{equation*}
$$

where $\sum_{i}$ sums over all connected graphs $g_{i}$. We then prove the following:

Theorem 4:

$$
\begin{equation*}
e_{n}\left(g_{i}\right)=a_{n}\left(g_{i}\right)=0, \quad \text { if } n<\ell_{i} \tag{79}
\end{equation*}
$$

Proof: This is obvious since those diagrams with occurrence factor containing $\left[g_{i}\right.$ ] must have $\ell_{i}$ lines or more, and they contribute to $e_{n}$ and $a_{n}$ for $n \geqslant \ell_{i}$.

Theorem 5: If we define cycles of diagrams similar to those for graphs presented in Sec. III, then for diagrams containing $n$ lines and $c$ independent cycles their contributions to $e_{n}$ and $a_{n}$ contain terms $Y^{-n+2 k}$, where $k$ ranges from 0 to $c$, but $2 k \geqslant n$.

Proof: As mentioned in Sec.IV, for any group element $P,(f g) P$ has one more cycle than $P$ if $f, g$ be long to the same cycle in $P$ and has one less than $P$ if $f, g$ belong to different independent cycles in $P$. Assume that the diagram contains $p$ points. The identity element will have $p$ different independent cycles, namely, (1) (2) $\cdots(p)$. Consider one of the products

FIG. 3. Let the first graph be $g_{i}$. All diagrams of five lines with occurrence factors containing $\left[g_{i}\right]$ are shown. This illustrates the fact that diagrams of $\ell_{i}$ lines with occurrence factors containing [ $g_{i}$ ] consist of subgraphs of $g_{i}$.
of $n$ factors (ij) occurring in Eqs. (67) and (74), and multiply successively to the identity element, first, the $n$th factor, then the ( $n-1$ )th factor, etc., and finally the first factor. Since each multiplication either decrease or increase the number of different independent cycles by 1 , the resultant product will contain $p-n+2 k$ different independent cycles. Here $k$ is the number of times that $i, j$ happen to occur in the same cycle in the product which is to be multiplied by ( $i j$ ). This can happen only when $i, j$ are joined by paths other than the line $i j$, or $i j$ must be a line of a cycle. Therefore, $k \leqslant c$. Also, the number of independent cycles may not be greater than $p$, $2 k \leqslant n$. Equation (63) says that for any permutation containing $t$ different independent cycles its trace in the $(2 S+1)^{p}$-dimensional matrix representation is $Y^{t}$. Theorem 5 then follows from a consideration of Eqs. (63), (67), (70) and Eqs. (64), (74), and (76).

A consequence of this theorem is that $e_{n}\left(g_{i}\right)$ and $a_{n}\left(g_{i}\right)$ contain terms $Y^{-n}, Y^{-n+2}, \cdots$, which we can write as

$$
e_{n}\left(g_{i}\right)=e_{n}^{(n)}\left(g_{i}\right) Y^{-n}+e_{n}^{(n-2)}\left(g_{i}\right) Y^{-n+2}+\cdots
$$

$$
\begin{equation*}
+e_{n}^{(1)}\left(g_{i}\right) Y^{-1} \quad\left[\text { or } e_{n}^{(0)}\left(g_{i}\right)\right] \tag{80}
\end{equation*}
$$

and

$$
\begin{align*}
& a_{n}\left(g_{i}\right)=a_{n}^{(n)}\left(g_{i}\right) Y^{-n}+a_{n}^{(n-2)}\left(g_{i}\right) Y Y^{-n+2}+\cdots \\
&+a_{n}^{(1)}\left(g_{i}\right) Y^{-1} \quad\left[\text { or } a_{n}^{(0)}\left(g_{i}\right)\right] \tag{81}
\end{align*}
$$

Theorem 6:
$e_{n}^{(-n+2 k)}\left(g_{i}\right)=a_{n}^{(-n+2 k)}\left(g_{i}\right)=0, \quad$ for $k>c_{i}+n-\ell_{i}$,
where $c_{i}$ is the number of independent cycles and $\ell_{i}$ is the number of lines in the connected graph $g_{i}$.

Proof: Consider first the case that $n=\ell_{i}$. Diagrams of $\ell_{i}$ lines which have an occurrence factor containing $\left[g_{i}\right]$ are those which consist of subgraphs of $g_{i}$, and hence cannot have more cycles than $g_{i}$. For example, let $g_{i}$ be the connected graph in Fig. 3 .
Other diagrams of five lines with occurrence factor containing $\left[g_{i}\right.$ ] are those disconnected graphs shown in the figure. Hence from Theorem 5, Theorem 6 is proved for the case $n=\ell_{i}$. When $n>\ell_{i}$, we can superpose the additional $n-\ell_{i}$ lines on $g_{i}$. Each line superposed on $g_{i}$ is equivalent to forming an additional cycle in the resultant diagram, and the maximum number of independent cycles will be $c_{i}+$ $n-\ell_{i}$ in some of the $n$ diagrams which have occurrence factors containing $\left[g_{i}\right]$. This then completes the proof of Theorem 6.

## Theorem 7:

$$
\begin{equation*}
a_{n}^{(0)}\left(g_{i}\right)=0 \quad \text { for all } g_{i} \tag{83}
\end{equation*}
$$

Proof: Consider a diagram $D$ of $p$ points and $n$ lines which has occurrence factor containing $\left[g_{i}\right]$. Those products $\Pi P_{i j}$ in Eqs. (67) and (74) which contribute to $a_{n}^{(0)}$ must be equal to the identity operator. Since $\operatorname{trI} Q^{2}{ }^{2}=p X / 3$, Eq. (83) follows from Eq. (75).

Theorem 8:

$$
\begin{equation*}
e_{n}^{(1)}\left(g_{i}\right)=\frac{1}{2} a_{n}^{(1)}\left(g_{i}\right) \quad \text { for all } g_{i} \tag{84}
\end{equation*}
$$

Proof: Those products in Eqs. (67) and (74) which contribute to $e_{n}^{(1)}$ and $a_{n}^{(1)}$ must contain $p-1$ cycles, or belong to the class $1^{n}{ }^{p-2}$. From Eqs. (63) and (64), for permutations $P$ belonging to the class $1^{p-2} 2$,

$$
\begin{equation*}
\operatorname{tr} P\left(\sum_{i=1}^{p} S_{z i}\right)^{2}=\frac{X}{3}(p+2) Y^{p-1} \tag{85}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{tr} P=Y^{p-1} \tag{86}
\end{equation*}
$$

From Eqs. (67), (74), and (75), the contributions of these products to $\langle D\rangle$ and $(3 / X)\left\langle D Q^{2}\right\rangle$ will be $Y^{-1}$ and $2 Y^{-1}$, respectively, Theorem 8 then follows.

## VI. CALCULATIONS OF SERIES COE FFICIENTS

## A. Clusters With Up to Seven Sites

From the discussion in Sec. III we know that in order to obtain the high temperature series for general lattices up to the seventh power in $K\left(=J / k_{B} T\right)$, we must calculate the corresponding series for clusters having up to seven lines. For computational convenience we group these clusters into two categories, those having up to seven points and those containing eight points. Consider first clusters with up to seven points and seven lines. They are labeled in the graph dictionary order such that Eq. (33) is satisfied. ${ }^{12}$
To calculate the coefficients in the zero-field partition function and the low-field susceptibility series for finite clusters we make use of Eqs. (15) and (25), in which the quantities $\operatorname{tr}^{Q^{n}}$ and $\operatorname{tr}^{Q}{ }^{n} Q^{2}$ for $n \leqslant 7$ are obtained from Theorem 2 by setting $R$ equal to the unit matrix and $Q^{2}$, respectively. Now $\mathscr{Q}^{(r)}$ in Eq. (50) is a sum of Schrödinger exchange operators which correspond to the lines in each cluster. $h_{k}$ and $\chi_{k}^{(\nu)}$ are available in a number of texts which deal specifically with the symmetric group. ${ }^{13}$ The values of $\operatorname{tr} P_{k}$ and $\operatorname{tr} P_{k} Q^{2}$ can be calculated by Eqs. (63) and (64). Corresponding to $\mathscr{P}^{(r), \mathcal{P}^{(v)} \text { is a sum of interchanges in the }}$ irreducible representation $\nu$. The explicit form of the permutation matrices in any irreducible representation can be obtained by the technique introduced by Yamanouchi. ${ }^{14}$
For two conjugate representations $\operatorname{tr}^{\mathscr{Q}^{n}}$ are related to each other by Eq. (53) and hence only one of the traces need by calculated. The quantities $\operatorname{tr}\left(\rho^{(\nu)}\right)^{n}$ were calculated on a computer for all required clusters with up to seven points. The size of the greatest matrix involved in the calculation is of dimension $35 \times 35$.

## B. Clusters Containing Eight Sites

For clusters with seven lines and eight sites, we can still evaluate the high temperature series following the procedure just described. However, for the symmetric group of degree eight some of the irreducible representations are of dimension $70 \times 70$ and the trace calculation on a computer would have been too expensive for us. From Eq. (26) we have that clusters with seven lines and eight points contain no cycles. It then follows immediately from Theorem 4 that for these clusters $e_{n}\left(g_{i}\right)=a_{n}\left(g_{i}\right)=0$ for $n \leqslant 6$ and from Theorem 6 that $e_{7}\left(g_{i}\right)$ and $a_{7}\left(g_{i}\right)$ can be written in the form

$$
\begin{equation*}
e_{7}\left(g_{i}\right)=e_{7}^{(7)}\left(g_{i}\right) Y^{-7} \tag{87}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{7}\left(g_{i}\right)=a_{7}^{(7)}\left(g_{i}\right) Y^{-7} \tag{88}
\end{equation*}
$$

For $S=\frac{1}{2}$ the exchange interaction Hamiltonian is identical to the Heisenberg Hamiltonian, and the high temperature series for these two models are the same. It is known that for the Heisenberg model graphs with $n$ lines containing no cycles will not contribute to $e_{n}$ and the only graph with $n$ lines containing no cycles which contributes to $a_{n}$ is the simple chain. ${ }^{15}$ Therefore, $e_{7}\left(g_{i}\right)=a_{7}\left(g_{i}\right)=0$ for all clusters of eight points with the exception that for the simple chain $a_{7}\left(g_{i}\right)=10080 Y^{-7}$. This value was obtained from Eq. (88) together with the results of Domb and Wood ${ }^{15}$; for the case of spin $\frac{1}{2}$ and for the simple chain of eight points they obtained $a_{7}\left(g_{i}\right)=10080 \times$ $2^{-7}$.

## VII. SERIES RESULTS

The simplest way to represent the series coefficients $e_{n}$ and $a_{n}$ [see Eqs. (14) and (24)] for any finite cluster or crystal lattice is in the form of Eqs. (77) and (78) together with Eqs. (80) and (81). The number of graphs which contribute to $e_{1}-e_{7}$ are $1,1,2,4,7,15$, and 29, respectively, while the numbers of graphs that contribute to $a_{1}-a_{7}$ are $1,2,4,8,16,35,82$, respectively. The values of $e_{n}^{(m)}\left(g_{i}\right)$ and $a_{n}^{(m)}\left(g_{i}\right)$ for these graphs are given in Appendix D of Ref. 12.
For regular lattices, e.g., body-centered cubic and face-centered cubic lattices with $N \rightarrow \infty$, the lattice constants of connected graphs are proportional to $N$, and lattice constants of open graphs can be expressed in terms of the lattice constants of closed graphs and the coordination number of the lattice. We rewrite Eqs. (14) and (24) in the form

$$
\begin{equation*}
\ln Z / N=\ln Y+\sum_{n=2}^{\infty} e_{n} K^{n} \tag{89}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{x}=\frac{C}{T}\left(1+\sum_{n=1}^{\infty} a_{n} K^{n}\right), \tag{90}
\end{equation*}
$$

where $C=N(g \mu)^{2} X / 3 k_{B}$. Note that the numbers $n!$ do not appear in these expressions and that $e_{1}$ has been set equal to zero by adjusting the zero of energy such that the internal energy is equal to zero at infinite temperature, that is, the constant $Y^{-1}$ is subtracted from $P_{i j}$ to make $\mathscr{F}$ traceless. The coefficients $e_{n}$ and $a_{n}$ will be written in the form

$$
\begin{align*}
e_{n}=e_{n}^{(n)} Y^{-n}+e_{n}^{(n-2)} Y^{-n+2} & +\cdots \\
& \left.+e_{n}^{(1)} Y^{-1} \quad \text { (or } e_{n}^{(0)}\right\rangle,  \tag{91}\\
a_{n}=a_{n}^{(n)} Y^{-n}+a_{n}^{(n-2)} Y^{-n+2} & +\cdots \\
& \left.+a_{n}^{(2)} Y^{-2} \quad \text { (or } a_{n}^{(1)} Y^{-1}\right) . \tag{92}
\end{align*}
$$

The various quantities $e_{n}^{(m)}$ and $a_{n}^{(m)}$ are then given below:
$e_{2}^{(0)}=\frac{1}{4}(\sigma+1), \quad e_{2}^{(2)}=-\frac{1}{4}(\sigma+1)$,
$e_{3}^{(1)}=-\frac{1}{6}\left[(\sigma+1)-6 p_{3}\right]$,
$e_{3}^{(3)}=\frac{1}{6}\left[(\sigma+1)-6 p_{3}\right], \quad e_{4}^{(0)}=-\frac{1}{24}\left[(\sigma+1)^{2}-12 p_{3}\right]$,
$e_{4}^{(2)}=\frac{1}{24}\left[(\sigma+1)(\sigma+4)-84 p_{3}+24 p_{4}\right]$,

$$
\begin{aligned}
& e_{4}^{(4)}=-\frac{1}{8}\left[(\sigma+1)-24 p_{3}+8 p_{4}\right], \\
& e_{5}^{(1)}=\frac{1}{60}\left[(\sigma+1)(5 \sigma+4)-15 p_{3}(2 \sigma+7)+40 p_{4}\right.\left.+30 p_{5 a}\right], \\
& e_{5}^{(3)}=-\frac{1}{12}\left[(\sigma+1)(\sigma+2)-3 p_{3}(2 \sigma+31)+56 p_{4}-12 p_{5}\right. \\
&\left.+30 p_{5 a}\right], \\
& e_{5}^{(5)}=\frac{1}{10}\left[(\sigma+1)-60 p_{3}+40 p_{4}-10 p_{5}+20 p_{5 a}\right], \\
& e_{6}^{(0)}=\frac{1}{720}\left[(\sigma+1)\left(11 \sigma^{2}+20 \sigma+8\right)-36 p_{3}(7 \sigma+4)\right. \\
&\left.+72 p_{4}+132 p_{5 a}+96 p_{6 d}\right],
\end{aligned}
$$

$e_{6}^{(2)}=-\frac{1}{720}\left[(\sigma+1)\left(11 \sigma^{2}+110 \sigma+68\right)-108 p_{3}\right.$
$\times(19 \sigma+23)+24 p_{4}(20 \sigma+93)-600 p_{5}$
$+3132 p_{5 a}-360 p_{6 a}-360 p_{6 b}+240 p_{6 c}$
$+1536 p_{6 d}$ ],
$e_{6}^{(4)}=\frac{1}{24}\left[(\sigma+1)(3 \sigma+4)-6 p_{3}(10 \sigma+51)+8 p_{4}\right.$ $\times(2 \sigma+39)-140 p_{5}+364 p_{5 a}+24 p_{6}-60 p_{6 a}$
$\left.-60 p_{6 b}+8 p_{6 c}+192 p_{6 d}\right]$,
$e_{6}^{(6)}=-\frac{1}{12}\left[(\sigma+1)-114 p_{3}+120 p_{4}-60 p_{5}+132 p_{5 a}\right.$ $\left.+12 p_{6}-24 p_{6 a}-24 p_{6 b}+72 p_{6 d}\right]$,
$e_{7}^{(1)}=-\frac{1}{5040}\left[(\sigma+1)\left(245 \sigma^{2}+385 \sigma+136\right)-42 p_{3}\right.$
$\times\left(37 \sigma^{2}+288 \sigma+18\right)+560 p_{4}(5 \sigma+6)-910 p_{5}$
$+28 p_{5 a}(77 \sigma+312)-1260 p_{6 a}-1456 p_{6 b}$
$+2352 p_{6 c}+3864 p_{6 d}-798 p_{7 c}-840 p_{7 g}$
$-644 p_{7 h}$ ].
$e_{7}^{(3)}=\frac{1}{720}\left[(\sigma+1)\left(35 \sigma^{2}+175 \sigma+88\right)-6 p_{3}\right.$
$\times\left(37 \sigma^{2}+1128 \sigma+348\right)+80 p_{4}(41 \sigma+78)$
$-10 p_{5}(60 \sigma+343)+52 p_{5 a}(29 \sigma+234)+720 p_{6}$
$-3060 p_{6 a}-3808 p_{6 b}+2256 p_{6 c}+9192 p_{6 d}$
$+360 p_{7 a}+360 p_{7 b}-1314 p_{7 c}-240 p_{7 e}$
$\left.+360 p_{7 f}-3000 p_{7 g}-1532 p_{7 h}\right]$,
$e_{7}^{(5)}=-\frac{1}{12}\left[2(\sigma+1)^{2}-3 p_{3}(30 \sigma+59)+48 p_{4}(\sigma+7)\right.$
$-5 p_{5}(2 \sigma+47)+10 p_{5 a}(2 \sigma+59)+84 p_{6}$
$-192 p_{6 a}-216 p_{6 b}+32 p_{6 c}+576 p_{6 d}-12 p_{7}$
$+30 p_{7 a}+30 p_{7 b}-68 p_{7 c}-4 p_{7 e}+30 p_{7 f}$
$\left.-120 p_{7 g}-96 p_{7 h}\right]$,
$e_{7}^{(7)}=\frac{1}{14}\left[(\sigma+1)-168 p_{3}+280 p_{4}-210 p_{5}+476 p_{5 a}\right.$
$+84 p_{6}-168 p_{6 a}-182 p_{6 b}+504 p_{6 d}-14 p_{7}$
$+28 p_{7 a}+28 p_{7 b}-56 p_{7 c}+28 p_{7 f}-84 p_{7 g}$
$\left.-84 p_{7 h}\right]$,
and
$a_{1}^{(1)}=(\sigma+1), \quad a_{2}^{(2)}=(\sigma+1)(\sigma-1)$,
$a_{3}^{(1)}=-\frac{1}{3}\left[(\sigma+1)-6 p_{3}\right]$,
$a_{3}^{(3)}=\left[(\sigma+1)(\sigma-1)^{2}-18 p_{3}\right], \quad a_{4}^{(2)}=-\frac{1}{12}$
$\times\left[(\sigma+1)(3 \sigma-8)-48 p_{3}(\sigma-5)-56 p_{4}\right]$,
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$a_{4}^{(4)}=\left[(\sigma+1)(\sigma-1)^{3}-18 p_{3}(2 \sigma-5)-32 p_{4}\right]$,
$a_{5}^{(1)}=\frac{1}{30}\left[(\sigma+1)(5 \sigma+4)-15 p_{3}(2 \sigma+7)+40 p_{4}\right.$

$$
\left.+30 p_{5 a}\right]
$$

$a_{5}^{(3)}=-\frac{1}{6}\left[(\sigma+1)\left(\sigma^{2}-4 \sigma+6\right)-6 p_{3}\left(6 \sigma^{2}-34 \sigma+85\right)\right.$ $\left.-8 p_{4}(70-36)-50 p_{5}+204 p_{5 a}\right]$,
$a_{5}^{(5)}=\left[(\sigma+1)(\sigma-1)^{4}-54 p_{3}\left(\sigma^{2}-4 \sigma+5\right)-64 p_{4}\right.$
$\left.\times(\sigma-3)-50 p_{5}+132 p_{5 \alpha}\right]$,
$a_{6}^{(2)}=\frac{1}{360}\left[(\sigma+1)\left(53 \sigma^{2}-169 \sigma-136\right)-18 p_{3}\right.$
$\times\left(40 \sigma^{2}-182 \sigma-347\right)-48 p_{4}(3 \sigma+115)$ $+1380 p_{5}+24 p_{5 a}(30 \sigma-347)+756 p_{6 a}$ $\left.+828 p_{6 b}-216 p_{6 c}-4944 p_{6 d}\right]$,
$a_{6}^{(4)}=-\frac{1}{12}\left[(\sigma+1)\left(\sigma^{3}-6 \sigma^{2}+14 \sigma-16\right)-12 p_{3}\right.$
$\times\left(8 \sigma^{3}-52 \sigma^{2}+138 \sigma-219\right)-8 p_{4}$ $\times\left(21 \sigma^{2}-124 \sigma+344\right)-20 p_{5}(10 \sigma-57)$ $+8 p_{5 a}(1020-515)-156 p_{6}+636 p_{6 a}$ $\left.+636 p_{6 b}+64 p_{6 c}-2544 p_{6 d}\right]$,
$a_{6}^{(6)}=\left[(\sigma+1)(\sigma-1)^{5}-18 p_{3}\left(4 \sigma^{3}-21 \sigma^{2}+42 \sigma-34\right)\right.$
$-32 p_{4}\left(3 \sigma^{2}-14 \sigma+21\right)-50 p_{5}(2 \sigma-7)$
$+24 p_{5 a}(110-40)-72 p_{6}+192 p_{6 a}+188 p_{6 b}$
$\left.+72 p_{6 c}-624 p_{6 d}\right]$,
$a \underset{7}{(1)}=-\frac{1}{2520}\left[(\sigma+1)\left(245 \sigma^{2}+385 \sigma+136\right)-42 p_{3}\right.$
$\times\left(37 \sigma^{2}+228 \sigma+18\right)+560 p_{4}(5 \sigma+6)-910 p_{5}$
$+28 p_{5 a}(77 \sigma+312)-1260 p_{6 a}-1456 p_{6 b}$
$+2352 p_{6 c}+3864 p_{6 d}-798 p_{7 c}-840 p_{7 g}$
$\left.-644 p_{7 h}\right]$,
$a_{7}^{(3)}=\frac{1}{360}\left[(\sigma+1)\left(46 \sigma^{3}-205 \sigma^{2}+347 \sigma+264\right)\right.$
$-6 p_{3}\left(180 \sigma^{3}-1029 \sigma^{2}+3411 \sigma+1292\right)$
$-4 p_{4}\left(192 \sigma^{2}-1076 \sigma-7012\right)+10 p_{5}$
$\times(28 \sigma-1495)+4 p_{5 a}\left(270 \sigma^{2}-1694 \sigma+15589\right)$
$+2976 p_{6}+12 p_{6 a}(126 \sigma-1243)+4 p_{6 b}$
$\times(414 \sigma-4531)-16 p_{6 c}(27 \sigma-406)-48 p_{6 d}$
$\times(206 \sigma-1135)+1388 p_{7 a}+1454 p_{7 b}-7820 p_{7 c}$
$+320 p_{7 d}-348 p_{7 e}+1292 p_{7 f}-12540 p_{7 g}$
$-8272 p_{7 h}$ ],
$a_{7}^{(5)}=\frac{1}{6}\left[(\sigma+1)\left(0^{3}-5 \sigma^{2}+10 \sigma-10\right)+6 p_{3}\right.$ $\times\left(10 \sigma^{4}-74 \sigma^{3}+218 \sigma^{2}-327 \sigma+339\right)+8 p_{4}$
$\times\left(14 \sigma^{3}-95 \sigma^{2}+279 \sigma-554\right)+10 p_{5}$
$\times\left(15 \sigma^{2}-98 \sigma+307\right)-4 p_{5 a}$
$\times\left(153 \sigma^{2}-9620+2399\right)+12 p_{6}(13 \sigma-83)$
$-12 p_{6 \alpha}(53 \sigma-267)-12 p_{6 b}(53 \sigma-295)-8 p_{6 c}$
$\times(8 \sigma-51)+48 p_{6 d}(53 \sigma-228)+112 p_{7}$
$-456 p_{7 a}-456 p_{7 b}+1392 p_{7 c}-96 p_{7 d}-52 p_{7 e}$ $\left.-456 p_{7 f}+1992 p_{7 g}+1796 p_{7 k}\right]$,

$$
\begin{align*}
a_{7}^{(7)}= & {\left[(\sigma+1)(\sigma-1)^{6}-18 p_{3}\left(5 \sigma^{4}-32 \sigma^{3}+84 \sigma^{2}\right.\right.} \\
& -110 \sigma+62) \\
& -128 p_{4}\left(\sigma^{3}-6 \sigma^{2}+14 \sigma-14\right)-50 p_{\mathfrak{S}} \\
& \times\left(3 \sigma^{2}-16 \sigma+28\right)+4 p_{5 a}\left(99 \sigma^{2}-546 \sigma+971\right) \\
& -144 p_{6}(\sigma-4)+384 p_{6 a}(\sigma-4)+2 p_{6 b} \\
& \times(188 \sigma-777)+144 p_{6 c}(\sigma-4)-1248 p_{6 d} \\
& \times(\sigma-4)-98 p_{7}+256 p_{7 a}+252 p_{7 b}-580 p_{7 c} \\
& \left.+72 p_{7 d}+96 p_{7 e}+260 p_{7 f}-588 p_{7 g}-844 p_{7 h}\right] . \tag{9}
\end{align*}
$$

Here the $p_{n x}$ are lattice constants for closed graphs per lattice site and $\varphi=\sigma+1$ is the coordination number of the lattice. The values $p_{n x}$ and $q$ for various crystal lattices are well known. 8 For convenience, the coefficients $e_{n}$ for the cubic lattices and for several spin values are shown in Appendix A, and values of $a_{n}$ for the cubic lattices and a number of two dimensional lattices are given in Appendix B. It is generally found that, similarly to the Heisenberg model, ${ }^{11}$ the coefficients in these series expansions increase in smoothness as $q$ increase. However, the series coefficients for the present model are much more irregular than those of the Heisenberg model, especially for large values of spin.

## VIII. CHECKING PROCEDURES

Since there are numerous possibilities for errors to be made in the computations, it is important to be able to check the general expressions for the coefficients $e_{n}^{(m)}$ and $a_{n}^{(m)}$ before using them to estimate critical parameters. We have considered a large number of finite clusters of eight lines. For these clusters we can calculate the zero-field partition function and the low-field susceptibility series from Eqs. (93) and (94) by substituting the appropriate lattice constants. Comparing the results with those obtained from a direct machine calculation as described in Section VI yields full agreement up to $e_{7}$ and $a_{7}$ in all cases.

By observing the general expressions for $e_{n}^{(m)}$ and $a_{n}^{(m)}$ that we obtained [Eqs. (93) and (94)], we see that

$$
\begin{equation*}
\sum_{m} e_{n}^{(m)}=0, \quad m=n, n-2, n-4, \cdots, 1 \text { (or } 0 \text { ) , } \tag{95}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{n}^{(1)}=\frac{1}{2} a_{n}^{(1)} . \tag{96}
\end{equation*}
$$

These two equations hold for all $n$ and provide an additional check on our results. Equation (96) has been proved in Theorem 8, while Eq. (95) is a necessary consequence of the fact that, for $S=0, \ln Z=0$.

As a final check, we see that when we set $S$ equal to $\frac{1}{2}$ and 1 , respectively, our general results for $e_{n}$ and $a_{n}$ reduce exactly to those obtained previously by Domb and Wood ${ }^{15}$ and by Allan and Betts, ${ }^{16}$ respectively.

## IX. ANALYSTS OF SERIES

A. Estimates of Curie Temperatures and Critical Indices

The Curie temperature $T_{C}$ and the critical index $\gamma$ for the susceptibility series are defined by

$$
\begin{equation*}
\chi \sim\left(T-T_{C}\right)^{-\gamma}, \quad \text { for } T \rightarrow T_{C}^{+}, \tag{97}
\end{equation*}
$$

or

$$
\begin{equation*}
\sim\left(K_{C}-K\right)^{-\gamma}, \quad \text { for } K \rightarrow K_{C}^{-}, \tag{98}
\end{equation*}
$$

where $K_{C}=J / k_{B} T_{C}$. For the face-centered cubic lattice $T_{C}$ and $\gamma$ were first estimated by means of the ratio method. From Eq. (98) the coefficients $a_{n}$ in Eq. (90) have the property that for large $n$

$$
\begin{equation*}
\frac{a_{n}}{a_{n-1}}=\left(\frac{a_{n}}{a_{n-2}}\right)^{1 / 2} \rightarrow \frac{1}{K_{c}}\left(1+\frac{\gamma-1}{n}\right) . \tag{99}
\end{equation*}
$$

If we plot the two sets of values $a_{n} / a_{n-1}$ and $\left(a_{n} / a_{n-2}\right)^{1 / 2}$ vs $1 / n$, each of the plots tends to a straight line as $n$ increases and intersects with $1 / n=$ 0 at $K_{c}^{-1}$ with slope $(\gamma-1) K_{c}^{-1}$. If we plot $\left(a_{n}\right)^{1 / n}$ vs $1 / n$, the plot also intersects with $1 / n=0$ at $K_{c}^{-1}$ but does not approach the intersection in a simple linear fashion for large $n$. Figure 4 illustrates these plots for the face-centered cubic lattice and for $S=1$. The Curie temperature and the critical index can also be estimated by the method of Padé approximants. ${ }^{17}$ The [ $M, N]$ Padé approximant to a polynomial $f(z)$ is given by $P(z) / Q(z)$, where $P(z)$ and $Q(z)$ are polynomials of degree $N$ and $M$, respectively, such that $Q(0)=1$ and $f(z)$ agrees with the expansion of $P(z) / Q(z)$ for the first $M+N+1$ terms.
If the divergence of x at $K_{C}$ is in the form shown in Eq. (98), then

$$
\begin{align*}
& (\mathrm{x})^{1 / \gamma} \sim\left(K_{C}-K\right)^{-1},  \tag{100}\\
& \frac{\chi^{\prime}}{\mathrm{x}}=\frac{d}{d K} \ln \mathrm{X}=\frac{\gamma}{K_{C}-K}, \tag{101}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{x^{\prime \prime} \mathrm{X}}{\left(\mathrm{X}^{\prime}\right)^{2}}=\frac{d}{d K}\left(\ln \frac{d \mathrm{X}}{d K}\right) / \frac{d}{d K}(\ln X)=1+\frac{1}{\gamma} . \tag{102}
\end{equation*}
$$

These equations suggest four methods of determining $K$ and/or $\gamma$ from X :


FIG. 4. Plots of $\left(a_{n}\right)^{1 / n},\left(a_{n} / a_{n-2}\right)^{1 / 2}$, and $\left(a_{n} / a_{n-1}\right) n^{-1}$ for the face-centered cubic lattice, $S=1$.
(a) Choosing $\gamma, K_{C}$ can be presented by appropriate poles of the Padé approximants to $(x)^{1 / \gamma}$.
(b) Choosing $K_{C}, \gamma$ can be obtained by evaluating Padé approximants to $\left(K_{c}-K\right) \chi^{\prime} / \chi$ at $K=K_{c}$.
(c) For a Pade approximant to $x^{\prime} / x$ the appropriate pole gives $K_{C}$ and the residue at this pole gives $-\gamma$.
(d) Evaluating Padé approximants to $\left.\chi^{\prime \prime} x^{\prime} / \chi^{\prime}\right)^{2}$ at $K=K_{C}$ gives $1+1 / \gamma$.

For the face-centered cubic lattice and for $S=\frac{1}{2}-3$ we have estimated $K_{C}$ and $\gamma$ by all the four methods. In method (a) instead of tabulating the various approximants in Pade table for several values of $\gamma$ we


FIG. 5. Plots of several Padé approximants of $K_{C}$ as functions of $\gamma$ for the fec lattice, $s=1$.


FIG.6. Critical indices $\gamma$ for the cubic lattices plotted vs $Y^{-1}$.
have plotted the various approximants of $K_{C}$ as functions of $\gamma$ in the $K_{C}-\gamma$ plane. The proper values of $\gamma$ and $K_{C}$ are easily obtained from these curves in the region in which the various approximants coalesce. Figure 5 shows several of these curves for the facecentered cubic lattice and for $S=1$. In method (b) the approximants of $\gamma$ as functions of $K_{C}$ are also plotted in the $K_{C}-\gamma$ plane. These curves are roughly parallel to and close to curves obtained from method (a) in the region of interest. The various approximants in methods (c) and (d) are rather irregular. However, they are not inconsistent with what methods (a) and (b) yield. The estimates of $K_{C}$ and $\gamma$ from Padé analysis are also in agreement with estimates based on the various ratio tests. The final estimates of $\gamma$ and $T_{C}$ are given in Figures 6 and 7, respectively. These results can be simply described by the equations

$$
\begin{align*}
& k_{B} T_{C} / J=1.19+5.70 Y^{-1}  \tag{103}\\
& \gamma=0.48+2.16 Y^{-1}
\end{align*}
$$

and
Equations (103) and (104) hold for all $S$ with the exception that $\gamma=1.41 \pm 0.02$ for $S=\frac{1}{2}$.
For the body-centered cubic lattice and the simple cubic lattice the series coefficients are in general too irregular to estimate both $K_{C}$ and $\gamma$ either by ratio tests or by the Padé approximant method. However, within our precision, $\gamma$ seems to be the same for all of the cubic lattices for each $S$. If the values of $\gamma$ for the body-centered cubic and the simple cubic lattices are chosen to be the same as those of the face-centered cubic lattice, then an estimate of $K_{c}$ from Padé approximants to $(x)^{1 / \gamma}$ suggests that for all of the cubic lattices $T_{C}$ can be described to within a few percent by

$$
\begin{equation*}
k_{B} T_{C} / J=0.547(q-1.6)\left(Y^{-1}+0.21\right) . \tag{105}
\end{equation*}
$$

The estimates of $T_{C}$ for the body-centered cubic and


FIG. 7. Curie temperatures, $k_{B} T_{C} / J$, for the fcc lattice (denoted $O$ ), b.c.c. lattice (denoted + ), and sc lattice (denoted $\square$ ) plotted vs $Y^{-1}$.
the simple cubic lattices are also contained in Figure 7.

For the two-dimensional lattices no consistent results could be obtained since the series are erratic and consist of positive and negative terms.
We have also investigated the specific heat series. The scatter in the various Pade approximants is too large to draw any conclusions concerning the critical temperature and the nature of the divergence of the specific heat at $T_{C}$. Considerably longer series would be needed for this purpose.

## B. Critical Energy and Critical Entropy

Making use of the values of $K_{C}$ in Eq. (105) the entropy series and the internal energy series obtained from Eq. (18) and (19) were also analyzed by the Pade approximant method. For the face-centered cubic lattice we found that

$$
\begin{align*}
& \left(S_{\infty}-S_{C}\right) / S_{\infty}=0.494-0.353 Y^{-1}  \tag{106}\\
& \left(E_{\infty}-E_{C}\right) / J N=3.98-5.04 Y^{-1} \tag{107}
\end{align*}
$$ and

for all $S$ with the exception that, for $S=\frac{1}{2},\left(E_{\infty}-E_{C}\right) /$ $J N=1.60$. Here $S_{\infty}=N k_{B} \ln Y$ and $E_{\infty}=0$ are the entropy and the internal energy, respectively, at infinite temperature. For the body-centered cubic and the simple cubic lattices the convergence of the Pade approximants is in general fairly poor. However, the critical change of the entropy for the body-centered cubic and the simple cubic lattices seem also to vary linearly in $Y^{-1}$ and for each spin value it is higher than that for the face-centered cubic lattice by an amount 0.025 and 0.055 , respectively.

## X. DISCUSSION AND CONCLUSIONS

Since there are $2 S$ linearly independent isotropic interactions ( $\left.\mathrm{S}_{i} \cdot \mathrm{~S}_{\mathrm{j}}\right)^{n}[1 \leqslant n \leqslant 2 S]$ for spin $S$ particles, there are other kinds of order parameters ${ }^{18,19}$ besides $\sum_{i} S_{z i}$, with which phase transitions might be associated. In order to study the possibility of such transitions we shall consider first the following modified Hamiltonian:

$$
\begin{equation*}
\mathscr{K}_{n}=\mathscr{K}_{0}-\zeta Q_{n}, \tag{108}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathfrak{F}_{0}=-J \sum_{\langle i j\rangle} P_{i j}  \tag{109}\\
&=-J \mathscr{P},  \tag{110}\\
& Q_{n}=\sum_{i=1}^{N} S_{z i}^{n}, \quad n=1,2, \ldots 2 S,
\end{align*}
$$

and $\zeta$ is some (fictitious) external magnetic field. We then define a generalized susceptibility $X_{n}$ by

$$
\begin{equation*}
X_{n}=\lim _{\zeta \rightarrow 0} \beta^{-1} \frac{\partial^{2}}{\partial \zeta^{2}} \ln \operatorname{tr} e^{-\beta \pi}{ }_{n} \tag{111}
\end{equation*}
$$

By definition $X_{1} \sim X$. Since $\mathscr{P}$ and $Q_{n}$ commute, as did $\mathscr{P}$ and $Q$, we have

$$
\begin{equation*}
\chi_{n}=\beta \Delta\left(Q_{n}\right) . \tag{112}
\end{equation*}
$$

In Ref. 20 the following theorem is proved.
Theorem 9:

$$
\begin{equation*}
\chi_{n} / x_{1}=D_{n}(S)=(3 / X)\left(W_{2 n}-W_{n}^{2}\right) . \tag{113}
\end{equation*}
$$

Here $D_{n}(S)$ is a quantity which is independent of both lattice and temperature and $W_{n}$ is given by Eq. (56). This means that for a given lattices, all of the $\chi_{n} \rightarrow \infty$ at the same $T_{C}$ in exactly the same way.
Since the (dipolar) susceptibility (21) can also be written in the form

$$
\begin{equation*}
X=\frac{1}{3} g^{2} \mu^{2} \beta \sum_{i, j}\left\langle S_{i} \cdot S_{j}\right\rangle_{\beta}, \tag{114}
\end{equation*}
$$

it is really necessary to investigate quantities of the form $\sum_{i, j}\left\langle\left(\mathrm{~S}_{i} \cdot \mathrm{~S}_{j}\right)^{n}\right\rangle_{\mathrm{B}}$ for $1 \leqslant n \leqslant 2 S$. However, for both computational and theoretical reasons, we have restricted our attention to the single quantity $\sum_{i, j}^{\prime}\left\langle P_{i j}\right\rangle_{g}$. Hère the prime in the double sum over $i$ and $j$ means that terms for which $i=j$ are to be excluded. The following theorem is also proved in Ref. 20.

## Theorem 10:

$$
\begin{equation*}
\sum_{i, j}^{\prime}\left\langle P_{i j}-(1 / Y) \mathrm{I}\right\rangle_{\mathrm{B}}=(4 / Y) \sum_{i, j}^{\prime}\left\langle\mathrm{S}_{i} \cdot \mathrm{~S}_{j}\right\rangle_{\mathrm{B}} . \tag{115}
\end{equation*}
$$

Since $\left\langle\mathbf{S}_{i}^{2}\right\rangle_{B}=X$, it immediately follows from this result and Eq. (114) that the left-hand side of Eq. (115) diverges at the same $T_{C}$ and in exactly the same way as $\chi$. Hence we must conclude that for the exchange interaction model the $2 S$ "independent" multipolar phase transitions are in fact exactly degenerate with the dipolar transition. This means that the values of $T_{C}$ and $\gamma$ predicted on the basis of analysis of the high temperature susceptibility series are completely characteristic of this model.
Theorem 10 also suggests another approach for the derivation of the susceptibility series. Since $\sum_{i, j}^{\prime}\left\langle P_{i j}\right\rangle_{\mathrm{B}}$ is equal to x except for a constant, x can be obtained by calculating the quantities $\operatorname{tr} \sum_{i, f}^{\prime} P_{i j} \rho^{n}$ for each cluster. As was shown in Sec. IV, each Schrödinger exchange operator can be resolved into a direct sum of irreducible representations of the symmetric group. For a cluster of $N$ sites it follows from Eqs. (46) and (49) that

$$
\begin{align*}
& \operatorname{tr} \sum_{i, j}^{\prime} P_{i j} \mathcal{Q}^{n} \\
& \quad=\sum_{\nu} n_{i j}\left[N(N-1) \chi_{1^{N-2} 2^{(\nu)}}^{\left(\chi_{1^{N}}^{(\nu)}\right] \operatorname{tr}\left(\odot^{(\nu)}\right)^{n}}\right. \tag{116}
\end{align*}
$$

where $n_{\nu}$ is given by Eq. (47) and $\chi^{(P)}=\operatorname{tr} P_{k}$ is given by Eq. (63). The labor required to derive $x$ by this approach is about the same as the previous approach which made use of Theorem 2.

The numerical results for the critical properties of the exchange interaction model have been shown in the previous section. Comparison of these results to those appropriate to the Heisenberg model ${ }^{21,22}$ then shows that for $S>\frac{1}{2}$ :
(1) Both $T_{C}$ and $\gamma$ for the present model are lower than those of the Heisenberg model.
(2) For the present model $T_{C}$ is a decreasing function of spin, while $T_{C}$ is an increasing function of spin for the Heisenberg model.
(3) For the exchange interaction model $\gamma$ depends strongly on $S$ and even becomes less than unity for large enough spin. On the other hand, for the Heisenberg model $\gamma$ is a weak function of spin and is greater than 1.33 for all spin. Experimental values ${ }^{23}$ of $\gamma$ appear to lie in between the estimated values for these two models. Fisher ${ }^{24}$ has recently suggested that the
observed value of the critical index $\gamma_{o b s}$ is related to the theoretical value by

$$
\begin{equation*}
\gamma_{\mathrm{obs}}=\gamma /(1-\alpha) \tag{117}
\end{equation*}
$$

where $\alpha$ is the theoretical value of the critical exponent of the specific heat series defined by

$$
\begin{equation*}
C_{v} \sim\left(T-T_{C}\right)^{-\alpha}, \quad \text { for } T \rightarrow T_{C}^{+} \tag{118}
\end{equation*}
$$

For $0<\alpha<1, \gamma_{o b s}>\gamma$. This then shows that the theoretical estimates of $\gamma$ when renormalized by the factor $(1-\alpha)^{-1}$ will be closer to the experimental values for the present model, while for the Heisenberg model the renormalized values of $\gamma$ are in even further disagreement with the experimental values. This suggests that the present model may have more physical significance than originally thought
(4) For the present model the fraction of the total
entropy change occurring above $T_{C}$ is higher than that of the Heisenberg model.
Hence we see that the inclusion of nonlinear terms in the Hamiltonian significantly affects the theoretical estimates of the critical parameters of magnetic systems.
The fact that $T_{C}$ for the present model is lower than that of the Heisenberg model should be useful in a study of the possibility of a phase transition for the two-dimensional Heisenberg ferromagnet. If we can show that $T_{c}>0$ for the two-dimensional exchange interaction model then there will be phase transitions for the two-dimensional Heisenberg model. However, as was previously mentioned, for large spin and/or for small coordination number, the series coefficients for the low-field susceptibility series. are irregular and estimates of critical parameters from the high temperature series become quite inaccurate. It is then necessary that even more terms in the high temperature series be obtained.

APPENDIX A: VALUES OF $e_{n}$ FOR SEVERAL CRYSTAL LATTICES

|  | $S=\frac{1}{2}$ | $S=1$ | $S=\frac{3}{2}$ | $S=2$ | $S=\frac{5}{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Face-centered cubic lattice |  |  |  |  |  |
| $e_{2}$ | 2.25 | 2.66667 | 2.8125 | 2.88 | 2.91667 |
| $e_{3}$ | 2.25 | 1.77778 | 1.40625 | 1.152 | 0.97222 |
| $e_{4}$ | 0.46875 | $-0.74074$ | -1.25976 | -1.5168 | $-1.66088$ |
| $e_{5}$ | $-1.3125$ | -1.48148 | -1.29492 | $-1.10745$ | -0.956 02 |
| $e_{6}$ | 3.51562 | 4.34842 | 4.25171 | 4.12301 | 4.02917 |
| $e_{7}$ | 22.57812 | 13.33333 | 8.65661 | 6.28234 | 4.91030 |
| Body-centered cubic lattice |  |  |  |  |  |
| $e_{2}$ | 1.5 | 1.77778 | 1. 875 | 1.92 | 1.94444 |
| $e_{3}$ | $-0.5$ | $-0.39506$ | $-0.3125$ | $-0.256$ | -0.21605 |
| $e_{4}$ | 0.4375 | -1.08642 | -1.73828 | -2.0608 | -2.24152 |
| $e_{5}$ | 0.375 | 2.30453 | 2. 37891 | 2.15962 | 1.91924 |
| $e_{6}$ | 0.53125 | 1.28578 | 3.68896 | 5.25901 | 6.24193 |
| $e_{7}$ | $-0.46042$ | -6. 28514 | $-9.53458$ | $-9.96130$ | $-9.48678$ |
| Simple cubic lattice |  |  |  |  |  |
| $e_{2}$ | 1.125 | 1.33333 | 1.40625 | 1.44 | 1.45833 |
| $e_{3}$ | $-0.375$ | -0.29629 | -0. 23437 | $-0.192$ | -0.16204 |
| $e_{4}$ | -0.42187 | -0.962 96 | -1.18652 | $-1.296$ | -1.35706 |
| $e_{5}$ | 0.65625 | 1.03704 | 0. 96387 | 0.84403 | 0.73727 |
| $e_{6}$ | 0.72031 -1.57969 | 1.38354 | 2.10339 | 2.53984 | 2. 80617 |
| $e_{7}$ | -1.57969 | -2.815 36 | -3.14886 | -2.99927 | $-2.73934$ |

APPENDIX B: VALUES OF $a_{n}$ FOR SEVERAL CRYSTAL LATTICES

|  | $S=\frac{1}{2}$ | $S=1$ | $S=\frac{3}{2}$ | $S=2$ | $S=\frac{5}{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Face-centered cubic lattice |  |  |  |  |  |
| $a_{1}$ | 6.0 | 4.0 | 3.0 | 2.4 | 2.0 |
| $a_{2}$ | 30.0 | 13.33333 | 7.5 | 4.8 | 3.33333 |
| $a_{3}$ | 138.0 | 43.11111 | 19.5 | 10.848 | 6.88889 |
| $a_{4}$ | 611.25 | 140.55555 | 53.25 | 26.4336 | 15.47222 |
| $a_{5}$ | 2658.55 | 456.03951 | 142.4 | 60.49024 | 30.75123 |
| $a_{6}$ | 11432.5125 | 1461.63621 | 372.44062 | 134.67033 | 59. 84501 |
| $a_{7}$ | 48726.7262 | 4664.54243 | 988.93048 | 317. 95349 | 132.51504 |
| Body-centered cubic lattice |  |  |  |  |  |
| $a_{1}$ | 4.0 | 2.66667 | 2.0 | 1.6 | 1. 33333 |
| $a_{2}$ | 12.0 | 5.33333 | 3.0 | 1.92 | 1.33333 |
| $a_{3}$ | 34.66667 | 9.77778 | 3.83333 | 1.77066 | 0. 88889 |
| $a_{4}$ | 95.83333 | 21.85185 | 8. 20833 | 4.04373 | 2. 35185 |
| $a_{5}$ | 262.7 | 45.19506 | 16.4125 | 8. 99072 | 6.13456 |
| $a_{6}$ | 708.04166 | 83.48148 | 16.80729 | 3.55153 | 0.06636 |
| $a_{7}$ | 1893.28968 | 168.43935 | 24.68573 | -3.13239 | -10.69658 |
| Simple cubic lattice |  |  |  |  |  |
| $a_{1}$ | 3.0 | 2.0 | 1.5 | 1.2 | 1.0 |
| $a_{2}$ | ${ }^{6.0}$ | 2.66667 | 1.5 | 0.96 | 0.66667 |
| $a_{3}$ | 11.0 | 2.88889 | 1.0 | 0.368 | 0.11111 |
| ${ }_{a_{5}}$ | 20.6250 39.025 | 4.72222 7.45185 | 1.78125 3.34063 | 0.88080 2.20864 | 0.51389 1.71204 |
| $a_{6}$ | 68.77708 | 7.19053 | 0.61809 | $-0.48737$ | -0.64719 |
| $a_{7}$ | 119.42976 | 8.19700 | $-1.84097$ | -3.86818 | -4. 26662 |

APPENDIX B: VALUES OF $a_{n}$ FOR SEVERAL CRYSTAL LATTICES (Continued)

| $S=\frac{1}{2}$ |  | $S=1$ | $S=\frac{3}{2}$ | $S=2$ | $S=\frac{5}{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Plane triangular |  |  |  |  |  |
| $a_{1}$ | 3.0 | 2.0 | 1.5 | 1.2 | 1.0 |
| $a_{2}$ | 6.0 | 2.66666 | 1.5 | 0.96 | 0.66667 |
| $a_{3}$ | 8.5 | 2.88889 | 1.4375 | 0.88 | 0.61111 |
| $a_{4}$ | 9. 375 | 2.5 | 1.07813 | 0.5928 | 0.375 |
| $a_{5}$ | 11.025 | 1.62469 | 0.09844 | -0.28224 | -0.38673 |
| $a_{6}$ | 16.96458 | 2.06914 | 0.20989 | -0.13444 | -0.19221 |
| $u_{7}$ | 21.15268 | 4.76614 | 2.47238 | 1.77123 | 1.42805 |
| Plane square |  |  |  |  |  |
| $a_{1}$ | 2.0 | 1.33333 | 1.0 | 0.8 | 0.66667 |
| $a_{2}$ | 2.0 | 0.88889 | 0.5 | 0.32 | 0.22222 |
| $a_{3}$ | 1.33333 | 0.14815 | $-0.08333$ | $-0.13867$ | -0.14815 |
| $a_{4}$ | 1. 08333 | 0.48148 | 0.27083 | 0.17333 | 0.12037 |
| $a_{5}$ | 1.18333 | 0.73745 | 0.68542 | 0.61781 | 0.55082 |
| $a_{6}$ | 0.50972 | $-0.67702$ | $-0.67726$ | -0.053 45 | -0.41181 |
| $a_{7}$ | -4.82183 | -0.963 41 | $-1.12563$ | -1.21300 | -1.19045 |
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In terms of the canonical form and the connection form on the bundle of Lorentz frames $P$ over a space-time manifold $V$, a presymplectic form $\omega$ is defined on $P$, which induces a Poisson bracket on the set of real valued functions on the phase space of the system representing a spinning particle in an exterior gravitational and electromagnetic field. This structure coincides with the unique Poincare invariant one for the free particle. Moreover, the projections into $V$ of the integral manifolds of the kernel of $\omega$ on $P$ yield precisely the world lines of a spinning particle as obtained for the dipole approximation of Dixon's equations of motion for extended test bodies in general relativity.

## 1. INTRODUCTION

It is well known that if a classical system can be described by a Lagrangian $L$, then not only the equations of motion are uniquely determined, but also a symplectic structure $\tilde{\omega}$ on the set of all motions $M$ (equivalent to the phase space) of the system. The 2 -form $\bar{\omega}$ in turn induces a Lie algebra structure, the Poisson bracket, on the set of real valued functions on $M$ (the "observables"). For several reasons it can be argued ${ }^{1}$ that, apart from the equations of motion, this symplectic structure is all that is needed (for the comparison with quantized systems) and it seems considerably more fundamental than the Lagrangian itself. For example, the Lagrangian is not quite unique for given equations of motion and given $\tilde{\omega}$, and
there are no Galilei or Poincare invariant Lagrangians, but there are symplectic manifolds on which these groups act transitively. Moreover, to find a Lagrangian formulation it is necessary to separate phase space variables into position and momentum variables, a distinction which sometimes-as in the case of a particle with spin-looks slightly artificial.
One purpose of this paper is to illustrate, in the case of a test particle with spin in a curved space-time (a system described for fixed rest mass $m$ and spin magnitude $s$ at a given time $t$ by initial data consisting of three position coordinates $x^{i}$, the 4 -momentum $p^{\alpha}$, and the $4-$ spin vector $s^{\alpha}$, subject to the constraints $p p_{\alpha}=-m^{2}, s^{\alpha} s_{\alpha}=s^{2}$, and $p^{\alpha} s_{\alpha}=0$ ), that it may be easier to guess a suitable form for the symplectic
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In terms of the canonical form and the connection form on the bundle of Lorentz frames $P$ over a space-time manifold $V$, a presymplectic form $\omega$ is defined on $P$, which induces a Poisson bracket on the set of real valued functions on the phase space of the system representing a spinning particle in an exterior gravitational and electromagnetic field. This structure coincides with the unique Poincare invariant one for the free particle. Moreover, the projections into $V$ of the integral manifolds of the kernel of $\omega$ on $P$ yield precisely the world lines of a spinning particle as obtained for the dipole approximation of Dixon's equations of motion for extended test bodies in general relativity.

## 1. INTRODUCTION

It is well known that if a classical system can be described by a Lagrangian $L$, then not only the equations of motion are uniquely determined, but also a symplectic structure $\tilde{\omega}$ on the set of all motions $M$ (equivalent to the phase space) of the system. The 2 -form $\bar{\omega}$ in turn induces a Lie algebra structure, the Poisson bracket, on the set of real valued functions on $M$ (the "observables"). For several reasons it can be argued ${ }^{1}$ that, apart from the equations of motion, this symplectic structure is all that is needed (for the comparison with quantized systems) and it seems considerably more fundamental than the Lagrangian itself. For example, the Lagrangian is not quite unique for given equations of motion and given $\tilde{\omega}$, and
there are no Galilei or Poincare invariant Lagrangians, but there are symplectic manifolds on which these groups act transitively. Moreover, to find a Lagrangian formulation it is necessary to separate phase space variables into position and momentum variables, a distinction which sometimes-as in the case of a particle with spin-looks slightly artificial.
One purpose of this paper is to illustrate, in the case of a test particle with spin in a curved space-time (a system described for fixed rest mass $m$ and spin magnitude $s$ at a given time $t$ by initial data consisting of three position coordinates $x^{i}$, the 4 -momentum $p^{\alpha}$, and the $4-$ spin vector $s^{\alpha}$, subject to the constraints $p p_{\alpha}=-m^{2}, s^{\alpha} s_{\alpha}=s^{2}$, and $p^{\alpha} s_{\alpha}=0$ ), that it may be easier to guess a suitable form for the symplectic
structure from geometrical characteristics of the system than to find first a Lagrangian.
In Sec. 2 the basic notions of evolution space $P$ and space of motion $M$ introduced by Souriau ${ }^{1,2}$ are reviewed and slightly generalized. In the literature, $P$ corresponds to $T Q \times \mathbb{R}$ if $Q$ is the configuration space, $T Q$ its tangent bundle, and $\mathbb{R}$ the time continuum, or to $T(Q \times \mathbb{R})$ if the Lagrangian is expressed in homogeneous form. The manifold $P$ is then equipped with a presymplectic form $\omega$ (a contact structure in the nonhomogeneous case) and the leaves of the foliation defined by ker $\omega$ are in one-to-one correspondence with the possible motions of the system (or with the points of the phase space $T^{*} Q$ considered as initial data of a motion at a fixed time). Therefore, $M$ defined as the set leaves $P / \operatorname{ker} \omega$ is called the space of motions and carries a naturally induced symplectic structure $\tilde{\omega}$. We will simply drop the assumption that $\operatorname{rank} \omega=\operatorname{dim} P-1$ or $\operatorname{dim} P-2$.

In Sec. 3 we choose for $P$ the principal bundle of Lorentz frames (for short, Lorentz bundle) over space-time $V$ and show that a presymplectic potential $\theta$ (a 1 -form such that $\omega=d \theta$ is a presymplectic form) can be chosen that is expressed in a simple way in terms of the given geometrical structure of $P$ and that can heuristically be justified at least as well as the choice of any particular Lagrangian. For the flat space case this presymplectic manifold ( $P, \omega$ ) is then easily seen to be equivalent as evolution space to the one Souriau ${ }^{1}$ chooses to describe what he calls a Poincaré invariant classical elementary system with mass and spin. For the latter, Souriau shows by group theoretical methods that there exists a unique symplectic space of motions $(M, \tilde{\omega})$, while he chooses his evolution space from the consideration that the time development of such a free particle should be trivial, i.e., a timelike geodesic in Minkowski spacetime. In our treatment, working downwards from the given structure on the evolution space, however, we get not only the symplectic structure on $M=P /$ ker $\omega$ (in principle at least), but also explicitly the equations of motion for the particle in a gravitational field. This is so because the worldlines $x^{\alpha}(s)$ of the particle in space-time are simply the projections into $V$ of the leaves of ker $\omega$ in $P$. Expressed in terms of $x^{\alpha}(s), p^{\alpha}(s)$, and $S^{\alpha \beta}(s)$, these world lines are obtained by integrating

$$
\begin{equation*}
\dot{p}^{\alpha}=-\frac{1}{2} R_{\beta \gamma \delta}^{\alpha} v^{\beta} S^{\gamma \delta} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{S}^{\alpha \beta}=2 p^{[\alpha} v^{\beta]} \tag{1.2}
\end{equation*}
$$

where $\cdot:=v^{\alpha} \nabla_{\alpha}$ and $v^{\alpha}:=d x^{\alpha} / d s$ and $S^{\alpha \beta}$ is the antisymmetric spin tensor related to $s^{\alpha}$ by $S^{\alpha \beta}:=$ $\epsilon^{\alpha \beta \gamma \delta} u_{\gamma} s_{\delta}, s^{\alpha}=-\frac{1}{2} \epsilon^{\alpha \beta \gamma} \delta u_{\beta} s_{\gamma \delta}$, where $u^{\alpha}$ is the unit vector in the direction of $p^{\alpha}$. These are precisely the equations Dixon ${ }^{3,4}$ gets for extended test bodies in general relativity provided higher moments than monopole and d:pole moments are neglected, his starting point being the conservation law for the stress-energy tensor $T_{\alpha \beta}$ of the field theory.
The same agreement with Dixon's equations is obtained in Sec. 4 where the motion of a charged particle with spin and magnetic dipole moment proportional to the spin is studied in an exterior gravitational and electromagnetic field. In addition to showing the
existence of a canonical form of Dixon's fairly complicated equations, this approach seems to confirm the correctness of the latter since the derivation is from a completely different point of view. (We do, however, agree with Dixon in the a priori assumptions that the 4 -momentum and spin be orthogonal,

$$
\begin{equation*}
s^{\alpha} p_{\alpha}=0 \quad \text { or } \quad S^{\alpha \beta} p_{\beta}=0 \tag{1.3}
\end{equation*}
$$

and that the 4 -momentum be not necessarily parallel to the 4-velocity.) These assumptions seem to be very natural in view of Souriau's group theoretical study in the flat space case, but they were not always made in the earlier literature ${ }^{5}$.
As an illustration of the form Noether's theorem takes in this non-Lagrangian canonical formalism, we compute in Sec. 5 explicitly the integrals of motion of the spinning particle obtained from space-time symmetries.

## 2. CANONICAL DYNAMICS

This section contains a review of the general framework of canonical dynamics for classical systems with a finite number of degrees of freedom. ${ }^{6} \mathrm{We}$ follow most closely Souriau ${ }^{1}$, but much of the formalism is also introduced in Abraham and Marsden ${ }^{7}$ and Godbillon. 8 Since our applications are to a relativistic system, we only work with the extended configuration and phase space, in other words, always think of the time as included among the position variables.
A canonical dynamical system is given by any presymplectic manifold $(P, \omega)$ (i.e., $\omega$ is a closed 2 form on $P$ with constant rank less than the dimension of $P$ ), where the manifold $P$ is called an evolution space of the system. ${ }^{9}$ The kernel of a closed form $\omega$ always defines an involutive differential system ker $\omega$ (for $q \in P, \operatorname{ker}_{q} \omega:=\left\{Z \in T_{q} P / Z \perp \omega=\right.$ $0\}^{10}$ ) and hence a foliation. The set of leaves of this foliation, $M=P / \operatorname{ker} \omega$, then has a natural induced differentiable structure provided there exists a neighborhood of every point in $P$ that intersects every leaf in a connected (or void) set. ${ }^{11}$ This we assume to be the case (by possibly restricting consideration to some open submanifold of $P$ ). The manifold $M$ then also has a unique symplectic structure $\bar{\omega}$ such that $p^{*} \tilde{\omega}=\omega$, where $p$ is the canonical projection $p: P \rightarrow$ $M$. Interpreting the leaves of ker $\omega$ as physical motions, one calls $M$ the space of motions. It is symplectomorphic to the (nonextended) phase space in the physics literature.
To describe by ( $P, \omega$ ) not only the canonical structure on the phase space but also the time development of the system we assume that $P$ is some fibre bundle $\pi: P \rightarrow V$, where $V$ is space-time (or a product of space-time with itself for many-particle systems, or some other manifold describing the external configuration of the system. Note that $V$ need not represent all position variables one needs in the Lagrangian formulation.) The possible trajectories of the particle(s) in space-time are then obtained by projecting the leaves of ker $\omega$ into $V$. The result will normally be a (nonparametrized) curve in $V$, but also higher-dimensional surfaces may occur as, for example, null hypersurfaces representing wavefronts in the case of zero-rest-mass particles with spin in Souriau's model. ${ }^{12}$

A transformation group $\psi: G \times P \rightarrow P$ leaving $\omega$ invariant (i.e., satisfying $\psi_{a}^{*} \omega=\omega$ for all $a \in G$ ) is called a dynamical group of the canonical dynamical system. Noether's theorem, which states that to every parameter of $G$ there corresponds an integral of motion can then be stated in this formalism as follows.

## Since $G$ leaves $\omega$ invariant and therefore also the

 leaves of ker $\omega$ there is an induced action $\psi: G \times$ $M \rightarrow M$ on the space of motions. Let $\bar{A}$ and $\tilde{A}$ be the Killing vector fields ${ }^{13}$ on $P$ and $M$, respectively, corresponding to an element $A$ of the Lie algebra $\mathfrak{g}$ of $G$. Then $p_{*} \bar{A}=\tilde{A}$ and $£_{A} \omega=£_{\tilde{A}} \tilde{\omega}=0$ or, equivalently, $d(\bar{A} \downharpoonleft \omega)=0$ and $d(\bar{A}-\downharpoonleft \tilde{\omega})=0.1^{4}$ Thus, there exist functions $\tilde{f}_{A}$ and $f_{A}$ defined (locally) up to a constant by $\bar{A} \downharpoonleft \tilde{\omega}=-d \tilde{f}_{A}$ and$$
\begin{equation*}
f_{A}=\pi^{*} \tilde{f}_{A} \tag{2.1}
\end{equation*}
$$

satisfying $\bar{A} \quad \omega=-d f_{A}$. In view of (2.1), $f_{A}$ is clearly a "constant of motion."

The $\operatorname{map} \mu: P \rightarrow g^{*}$ (the dual of the Lie algebra $g$ ) defined by $f_{A}(q)=\langle A / \mu(q)\rangle$ for all $q \in P$, where $\langle/\rangle$ is the scalar product of $\mathfrak{g} \otimes g^{*}$, is called a moment of the dynamical group $G$. Whether $\mu$ exists globally is a nontrivial topological question depending on $G, \psi$ and $(P, \omega)$ and discussed by Souriau ${ }^{1}$ for some special cases.

The functions $f_{A}$ are particularly easy to find if there exists a presymplectic potential $\theta$ of $\omega$ that is itself invariant under $G$. Then one has simply $f_{A}=\bar{A}-\theta$.
If $P$ is a fibre bundle over $V$ and there is a unique lift of (at least some class of) diffeomorphisms $\phi$ : $V \rightarrow V$ into bundle automorphisms $\bar{\phi}: P \rightarrow P$, there often exists a particular dynamical group, consisting of all bundle automorphisms $\tilde{\phi}$ of $P$ that leave $\omega$ invariant. They are easy to interpret physically and can be called obvious symmetries. ${ }^{15}$

## 3. THE LORENTZ BUNDLE AS EVOLUTION SPACE

In this section let $P$ always denote the Lorentz bundle over space-time ( $V, g$ ). A fibre $\pi^{-1}(x)$ for $x \in V$ consists of all tetrads $\left\{e_{\alpha} \mid a=0,1,2,3\right\}$ at $x$ satisfying $g\left(e_{a}, e_{b}\right)=\eta_{a b} .{ }^{16}$ The Lorentz group $G$ operates simply transitively on each fibre of $P$ in the sense of operating separately on each vector of any frame. If ( $x^{\alpha}$ ) is a local coordinate system in $V$ and $e_{\alpha}=e_{a}^{\alpha} \partial_{\alpha}$, then $\left(x^{\alpha}, e_{\alpha}^{\beta}\right)$ is the corresponding fibre coordinate system in $P$. Let $\left\{\theta^{a}\right\}$, where $\theta^{a}=\theta_{\alpha}^{a} d x^{\alpha}$, be the basis of $T_{x}^{*} V$ dual to $\left\{e_{a}\right\}$ when the latter is considered as a basis of $T_{x} V$. Then

$$
\begin{equation*}
\theta_{\alpha}^{a} e_{a}^{B}=\delta_{\alpha}^{\beta} \quad \text { and } \quad \theta_{\alpha}^{a} e_{b}^{\alpha}=\delta_{b}^{a} \tag{3.1}
\end{equation*}
$$

and ( $\theta^{0}, \theta^{1}, \theta^{2}, \theta^{3}$ ) is the $\mathbb{R}^{4}$-valued canonical form of $P .{ }^{13}$ We represent the Lie algebra 9 of the Lorentz group by the set of $6 \times 6$ matrices $A$ satisfying $A \cdot \eta+$ $\eta \cdot A^{T}=0$. A basis of $\mathfrak{g}$ is given by the ten matrices $E_{a b}, a<b, E_{a b}+E_{b a}=0$, whose components are $\left(E_{a b}\right)_{k}^{l}=\eta_{a k} \delta_{b}^{l}-\delta_{a}^{l} \eta_{b k}$. The $g$-valued connection form $\underline{\omega}=\omega^{a}{ }_{b} E_{a}{ }^{b}$ of the metric connection on $P$ is then in local coordinates given by ${ }^{17}$

$$
\begin{equation*}
\omega_{b}^{a}=\theta_{\alpha}^{a}\left(d e_{b}^{\alpha}+\Gamma_{B \gamma}^{\alpha} e_{b}^{\gamma} d x^{\beta}\right) \tag{3.2}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
\omega_{a b}+\omega_{b a}=0 \tag{3.3}
\end{equation*}
$$

Note that the ten real valued 1 -forms $\theta^{a}$ and $\omega^{a}{ }_{b}$ form a basis of each cotangent space $T_{q}^{*} P$.
To consider $P$ as evolution space for a spinning particle, we interpret $x \in V$ as the event corresponding to the instantaneous position of the particle, $e_{0}$ as the direction of its 4 -momentum $p^{\alpha} \partial_{\alpha}$, and $e_{1}$ as the direction of its spin 4 -vector $s^{\alpha} \partial_{\alpha}$ (or, equivalently, $e_{2} \wedge e_{3}$ as the plane element defined by the tensorial $\operatorname{spin} \frac{1}{2} S^{\alpha \beta} \partial_{\alpha} \wedge \partial_{\beta}$ ). The frame vectors $e_{2}$ and $e_{3}$ are not interpreted separately because $P$ has one dimension more than necessary for an evolution space of a system with four degrees of freedom.

For a system with fixed nonzero rest mass $m$ and fixed spin magnitude $s$, we choose as presymplectic potential on $P$

$$
\begin{equation*}
\theta=m \theta^{0}+s \omega_{23} \tag{3.4}
\end{equation*}
$$

An a priori heuristic justification might be as follows: The Lorentz group operates on the fibres of $P$. Let $\bar{A}$ be the Killing vector field corresponding to $A=A^{a}{ }_{b} E_{a}^{b} \in g$. Then $\bar{A}$ is a vertical vector field on $P$ and the $\bar{E}_{a}^{b}$ span the vertical subspace of $T_{q} P$; therefore, $\bar{A} \downharpoonleft \theta=s \bar{A} \quad \downharpoonleft \omega_{23}=s A_{23}$, or $f_{E_{2}}{ }^{3}=s$, while $f_{E_{a} b}=0$
for all other $E_{a}{ }^{b} \in \mathfrak{g}$. But $s$ is the only "internal" nontrivial constant of motion we associate with the system (internal, because it does not arise from spacetime symmetries). The rest mass $m$, on the other hand, is associated with translations of space-time in the direction of the 4-momentum. Indeed, suppose $\xi$ is a vector field on $V$ coinciding with $e_{0}^{\alpha} \partial_{\alpha}$ at a given event $x$, and let $\tilde{\xi}$ be its horizontal lift onto $P$. Then $\tilde{\xi}-\omega_{b}^{a}=0$ and $\tilde{\xi} \downharpoonleft \theta^{a}=\xi^{a}$, the tetrad components of $\xi$ with respect to $e_{a}$. Therefore, $\widetilde{\xi} \downharpoonleft \theta=$ $m \xi^{0}=m$ if $\xi(x)=e_{0}(x)$, i.e., if $\xi$ corresponds to a space-time translation in the direction of $p^{\alpha} \partial_{\alpha}$ by unit proper time.
The verification that $\omega:=d \theta$ is a presymplectic form on $P$, the computation of ker $\omega$ and the trajectories in $V$, and the proof that the canonical structure on $M=$ $P / \operatorname{ker} \omega$ coincides with the one of Souriau in the flat space case are quite straightforward.
To compute $\omega$, we use the structure equations of Car$\tan$ for a connection without torsion,

$$
\begin{aligned}
& d \theta^{a}=-\omega_{r}^{a} \wedge \theta^{r} \\
& d \omega_{b}^{a}=-\omega_{r}^{a} \wedge \omega_{b}^{r}+\frac{1}{2} R_{b r s}^{a} \theta^{r} \wedge \theta^{s} 18
\end{aligned}
$$

and
and find from (3.4) using also (3.3)

$$
\omega=\frac{1}{2} s R_{23 r s} \theta^{r} \wedge \theta^{s}-m \theta^{r} \wedge \omega_{0 r}-s \omega_{2 r} \wedge \omega_{3 .(3.5)}
$$

At this stage already we can see that $(P, \omega)$ with $\omega$ given by (3.5) defines the same symplectic manifold $P / \operatorname{ker} \omega$ as the unique one obtained by group theoretical methods by Souriau. 19,20, 1 Indeed, for a flat connection we have from (3.5) and (3.2) (in Cartesian coordinates)

$$
\begin{aligned}
\omega= & m \theta^{r} \wedge \omega_{r 0}-s \omega_{20} \wedge \omega_{30}+s \omega_{21} \wedge \omega_{31} \\
= & m \theta_{\alpha}^{r} \eta_{r s} \theta_{\beta}^{s} d x \wedge \wedge d e_{0}^{\beta}-s \eta_{2 r} \eta_{3 s} \theta_{[\alpha}^{r} \theta_{\beta]}^{s} \\
& \times\left(d e_{0}^{\alpha} \wedge d e_{0}^{\beta}-d e_{1}^{\alpha} \wedge d e_{1}^{\beta}\right)
\end{aligned}
$$

which can be written as

$$
\begin{align*}
\omega=m \eta_{\alpha \beta} d x^{\alpha} \wedge d e_{0}^{\beta}- & \frac{1}{2} s \epsilon_{\mu \nu \alpha \beta} e_{0}^{\mu} e_{1}^{\nu} \\
& \times\left(d e_{0}^{\alpha} \wedge d e_{0}^{\beta}-d e_{1}^{\alpha} \wedge d e_{1}^{\beta}\right) \tag{3.6}
\end{align*}
$$

This is of the same form (up to some conventions and notations) as the presymplectic form Souriau ${ }^{21}$ chooses on the manifold

$$
\begin{aligned}
W=\left\{\left(x, e_{0}, e_{1}\right) \in \mathbb{R}^{4} \times \mathbb{R}^{4}\right. & \times \mathbb{R}^{4} \mid\left(-\eta_{\alpha \beta} e_{0}^{\alpha} e_{0}^{\beta}\right) \\
& \left.=\eta_{\alpha \beta} e_{1}^{\alpha} e_{1}^{\beta}=1, \eta_{\alpha \beta} e_{0}^{\alpha} e_{1}^{\beta}=0\right\}
\end{aligned}
$$

The form $\omega$ in (3.6) can be considered as a pull back to the Lorentz bundle of Souriau's $\omega$ on $W$ under the obvious projection. This process increases only the kernel by the one more dimension $P$ has than $W$. Thus we have clearly a symplectomorphism from $P / \operatorname{ker} \omega_{P}$ to $W / \operatorname{ker} \omega_{W}$.
To compute now ker $\omega$, note first that a vector on $P$ is determined by its components

$$
\begin{align*}
& v^{a}:=Z \_\theta^{a}  \tag{3.7}\\
& \text { and } \\
& \dot{e}_{b}^{a}:=Z \downharpoonleft \omega_{b}^{a}, \tag{3.8}
\end{align*}
$$

where by (3.3)

$$
\begin{equation*}
\eta_{a c} \dot{e}_{b}^{c}+\eta_{b c} \dot{e}_{a}^{c}=0 \tag{3.9}
\end{equation*}
$$

It follows from (3.5)-(3.9) that

$$
\begin{aligned}
& Z \downharpoonleft \omega=\left(s v^{s} R_{s r 23}-m \dot{e}_{r}^{0}\right) \theta^{r}-m v^{r} \omega_{0 r} \\
&+s\left(\dot{e}_{2}^{r} \omega_{r 3}-\dot{e}_{3}^{r} \omega_{r 2}\right)
\end{aligned}
$$

This 1-form is equal to zero if

$$
\begin{align*}
& m \dot{e}_{a}^{0}=-s R_{a r 23} v^{r}  \tag{3.10}\\
& m v^{1}=0, \quad m v^{2}=-s \dot{e}_{3}^{0}, \quad m v^{3}=s \dot{e}_{2}^{0} \tag{3.11}
\end{align*}
$$

and $s \dot{e} \frac{1}{2}=s \dot{e}_{3}^{1}=0$. Using (3.11) and (3.9) in (3.10), we find
$v^{2}=-s^{2} m^{-2} \Delta^{-1} R_{0323} v^{0}, \quad v^{3}=s^{2} m^{-2} \Delta^{-1} R_{0223} v^{0}$
provided $\Delta:=1+s^{2} m^{-2} R_{2323} \neq 0$. Substituting (3.12) again into (3.10), we get all $\dot{e}_{a}^{0}=\dot{e}_{0}^{a}$. It follows that all $v^{a}$ and $\dot{e}_{b}^{a}$ are either zero or well-determined multiples of $v^{0}$, except $\dot{e}_{3}^{2}=-\dot{e}_{2}$, which remain completely arbitrary. This proves that dim $\operatorname{ker} \omega=2$ (generically, for $m \neq 0 \neq s$ ). If $s=0 \neq m$, on the other hand, $v^{a}=0$ for $a \neq 0$ and $\dot{e}_{a}^{0}=0$ for all $a$, and $\dot{e}_{2}^{1}=-\dot{e}_{1}^{2}, \dot{e}_{3}^{\frac{1}{3}}=-\dot{e}_{1}^{3}, \dot{e}_{3}^{2}=-\dot{e}_{2}^{3}$, and $v^{0}$ remain arbitrary, showing that dim $\operatorname{ker} \underset{\omega}{\omega}=4$. Thus, the dimension of $M$ turns out to be eight or six, as it should, for the particle with nonzero or zero spin, respectively.
The equations of the world line of the particle are best obtained if everything is expressed in terms of local fibre coordinates. The projection map has then the simple form $\pi:\left(x^{\alpha}, e_{\alpha}^{\alpha}\right) \rightarrow x^{\alpha}$. Suppose $Z=$ $v^{\alpha} \partial / \partial x^{\alpha}+E_{\alpha}^{\alpha} \partial / \partial e_{a}^{\alpha}$ is a vector field on $P$ everywhere in ker $\omega$. Then an integral curve of $Z$ satisfies

$$
\frac{d x^{\alpha}}{d \lambda}=v^{\alpha} \quad \text { and } \quad \frac{d e_{a}^{\alpha}}{d \lambda}=E_{a}^{\alpha}
$$

But by (3.1) and (3.2) $v^{a}=Z \quad \theta^{a}=v^{\alpha} \theta_{\alpha}^{a}$ and $\dot{\mathrm{e}}_{b}^{a}=$ $Z_{-} \omega_{b}^{a}=\theta_{\alpha}^{a}\left(E_{b}^{\alpha}+\Gamma_{\beta}^{\alpha} y_{b}^{\gamma} v^{\beta}\right)=\theta_{\alpha}^{a}\left(d e_{b}^{\alpha} / d \lambda+\Gamma_{B \gamma}^{\alpha} e_{b}^{\gamma} d x^{\beta} /\right.$ $d \lambda)=\theta_{\alpha}^{a} v^{3} \nabla_{\beta} e_{b}^{\alpha}$, i.e., $v^{a}$ and $\dot{e}_{b}^{a}$ are the tetrad components of the tangent vector to the world line (which can be arbitrarily parametrized) and of the covariant derivative of $e_{a}$ along the world line, respectively.
It is not hard to translate the tetrad components of $v$ and $e_{a}$ obtained in (3.10)-(3.12) into components with respect to a local coordinate system. If $p^{\alpha}:=m e_{0}^{\alpha}$ and $s^{\alpha}:=s e_{1}^{\alpha}$ or $S^{\alpha \beta}=2 s e_{2}^{[\alpha} e_{3}^{\beta}$, one finds

$$
\begin{align*}
& m v^{\alpha}=v^{0}\left(p^{\alpha}+\frac{1}{2} m^{-2} \Delta^{-1} S^{\alpha \beta} R_{B \gamma \mu \mu} p^{\gamma} S^{\mu \nu}\right)  \tag{3.13}\\
& \dot{p}^{\alpha}=-\frac{1}{2} R_{\lambda \mu \nu}^{\alpha} v^{\lambda} S^{\mu \nu}  \tag{3.14}\\
& \left(\delta_{\beta}^{\alpha}+e_{0}^{\alpha} e_{O B}\right) \dot{s}^{\beta}=0 \tag{3.15}
\end{align*}
$$ and

with $\Delta=1+\frac{1}{4} m^{-2} R_{\alpha \beta \gamma \delta} S^{\alpha \beta} S^{\gamma \delta}$. Equation (3.14) is the same as (1.1), and, since (1.3) holds, (3.15) is seen to be equivalent to (1.2) while (3.13) can be derived from (1.1)-(1.3). The factor $v^{0}$ is still arbitrary. It can be fixed by requiring $v^{\alpha}$ to be a unit vector, i.e., by choosing proper time as the curve parameter. We have thus recovered Dixon's equations of motion by our choice (3.4) of the presymplectic potential $\theta$.

Remark: The foregoing construction breaks down wherever $\Delta=0$. The kernel of $\omega$ may then have a different dimension. Moreover, the 4-velocity $v^{\alpha}$ in (3.13) may turn out to be null or spacelike. These shortcomings are not due to this particular derivation, but they are inherent in the equations of motion (1.1)-(1.3). Dixon indeed derived them under the assumption that space-time curvature and spin are not too large. We see that a sufficient condition for the consistency of the equations of motion is of the form (spin) ${ }^{2}$. (curvature) $<$ (mass) ${ }^{2}$. (This is satisfied for most realistic cases, for in the extreme case of an electron near the horizon of a Schwarzschild black hole of mass $M$ the equations remain valid provided $M>10^{19} \mathrm{~g}$ or equivalently $\left.r_{\text {grav }}>10^{-9} \mathrm{~cm}\right)$. (spin) ${ }^{2}$. (curvature) $<(\text { mass })^{2}$. (This is satisfied for most realistic cases, for in the extreme case of an electron near the horizon of a Schwarzschild black hole of mass $M$ the equations remain valid provided $M>10^{19} \mathrm{~g}$ or equivalently $\left.r_{\text {grav }}>10^{-9} \mathrm{~cm}\right)$.

## 4. MOTION IN AN ELECTROMAGNETIC FIELD

We indicate in this section how some modifications in the symplectic potential $\theta$ of (3.4) lead to a system describing a particle with fixed "rest" mass $m$, spin magnitude $s$, charge $e$, and magnetic dipole moment $\mu \mathrm{s}$ in a combined gravitational and electromagnetic field. These modifications are formally the same as in the special relativistic case treated by Souriau ${ }^{1}$ and the result will again be exactly the equations of motion for Dixon's ${ }^{4}$ extended charged bodies if all other moments are neglected.
Assume that the particle has a magnetic dipole moment parallel and proportional to the spin by a constant factor $\mu$ ( $\mu=g e / 2 m$ in our units, where $g$ is the Lande factor which is very close to 2 for the electron, for example). Then the symplectic potential $\theta$ in (3.4) must be replaced by

$$
\begin{equation*}
\theta=M \theta^{0}+s \omega_{23}+e A \tag{4.1}
\end{equation*}
$$

where $M:=m+\frac{1}{2} \mu S^{\alpha \beta} F_{\alpha \beta}=m+\mu s F_{23}$ (in the frame $\left\{e_{a}\right\}$ we have $\frac{1}{2} \mu S^{\alpha \beta} F_{\alpha \beta}=\frac{1}{2} \mu \mathrm{~s} \cdot \mathrm{~B}$ which is the familiar spin contribution to the rest energy in a magnetic field) and $A=A_{\alpha} d x^{\alpha}=A_{r} \theta r_{\text {is }}$ a vector potential of the electromagnetic field $F=d A .{ }^{22}$ Since

$$
d M=\mu s\left(\nabla_{1} F_{23} \theta^{r}+F_{2 r} \omega_{3}^{r}+F_{r 3} \omega_{2}^{r}\right)^{23},
$$

we have for the presymplectic form explicitly

$$
\begin{align*}
\omega= & \left(\frac{1}{2} s R_{23 r s}+\frac{1}{2} e F_{r s}-\mu s \delta_{r}^{0} \nabla_{s} F_{23}\right) \theta^{r} \wedge \theta^{s} \sim M \theta^{r} \wedge \omega_{0 r} \\
& -\mu s \theta^{0} \wedge\left(F_{2 r} \omega_{3}^{r}+F_{r 3} \omega_{2}^{r}\right)-s \omega_{2 r} \wedge \omega_{3}^{r}, \quad(4.2) \tag{4.2}
\end{align*}
$$

and, if $v^{a}$ and $\dot{e}_{b}^{a}$ are as in (3.7) and (3.8), respectively,

$$
\begin{aligned}
& Z \quad \omega=\left(s v^{s} R_{s r 23}+e v^{s} F_{s r}-\mu s v v^{0} \nabla_{r} F_{23}-M e_{r}^{0}\right) \theta r \\
& \quad+\mu s\left(F_{2 r} e_{3}^{r}+F_{r 3} \dot{e}_{2}^{r}+v^{r} \nabla_{r} F_{23}\right) \theta^{0} \\
&-M v^{r} \omega_{0 r}+s\left(\dot{e}_{2}^{r}-\mu v v_{2}^{r}\right) \omega_{r 3}-s\left(\dot{e}_{3}^{r}+\mu v v^{0} F_{3}\right) \omega_{r 2} .
\end{aligned}
$$

There follows for $Z \in \operatorname{ker} \omega$

$$
\begin{align*}
& v^{1}=0, \\
& v^{2}=-s M^{-2} \Delta^{-1} v^{0}\left(s R_{0323}+(e-\mu M) F_{03}-\mu s \nabla_{3} F_{23}\right), \\
& v^{3}= s M^{-2} \Delta^{-1} v^{0}\left(s R_{0223}+(e-\mu M) F_{02}-\mu s \nabla_{2} F_{23}\right), \\
& \text { and }  \tag{4.3}\\
& M \dot{e}_{0}^{2}= v^{0} \Delta^{-1}\left\{s R_{0223}+[e-\mu M(1-\Delta)] F_{02}-\mu s \nabla_{2} F_{23}\right\}, \\
& M \dot{e}_{0}^{3}= v^{0} \Delta^{-1}\left\{s R_{0323}+[e-\mu M(1-\Delta)] F_{03}-\mu s \nabla_{3} F_{23}\right\}, \\
& M \dot{e}_{0}^{1}= v^{0}\left(s R_{0123}+e F_{01}-\mu s \nabla_{1} F_{23}\right) \\
&-v^{2}\left(s R_{1223}+e F_{12}\right)-v^{3}\left(s R_{1323}+e F_{13}\right), \\
& \dot{e}_{1}^{2}= \mu F_{12} v^{v}, \quad \dot{e}_{1}^{3}=\mu F_{13} v^{0}, \tag{4.4}
\end{align*}
$$

where it is assumed that $\Delta:=1+s^{2} M^{-2} R_{2323}+$ $e s M^{-2} F_{23} \neq 0 \neq M$. Again dim ker $\omega=2$ in the generic case for $m \neq 0 \neq s$ and $\operatorname{dim} \operatorname{ker} \omega=4$ for $s=$ $0 \neq m$; thus, qualitatively the symplectic structure on the space of motions is not changed by the presence of a weak electromagnetic field.
The equations of motion reduce to those of Souriau ${ }^{24}$ and Bargmann, Michel, and Telegdi 25 for flat space and weak electromagnetic fields, as can be seen directly from (4.3) and (4.4). (Note that putting the Lande factor $g$ equal to 2 only really simplifies the equations of motion if only terms linear in $F$ are considered.) If we transform (4.3) and (4.4) into tensor equations, we find

$$
\begin{gather*}
M v^{\alpha}=v^{0}\left\{p^{\alpha}+M^{-2} \Delta^{-1} S^{\alpha \beta}\left[\frac{1}{2}\left(R_{\beta \lambda \mu \nu} p^{\lambda}+\mu M \nabla_{\beta} F_{\mu \nu}\right) S^{\mu \nu}\right.\right. \\
\left.\left.+(e-\mu M) F_{\beta \lambda} p^{\lambda}\right]\right\},  \tag{4.5}\\
\begin{array}{c}
\dot{p}^{\alpha}=-\frac{1}{2} R^{\alpha}{ }_{\lambda \mu \nu} v^{\lambda} S^{\mu \nu}-e F_{\lambda}^{\alpha} v^{\lambda}-\frac{1}{2} \mu v^{0} \nabla^{\alpha} F_{\mu \nu} S^{\mu \nu},
\end{array} \\
\text { and } \\
\quad\left(\delta_{\beta}^{\alpha}+e_{0}^{\alpha} e_{O \beta}\right)\left(\dot{s}^{\beta}+\mu v F^{\beta}{ }_{\gamma} S \gamma\right)=0, \tag{4.7}
\end{gather*}
$$

where $p^{\alpha}=M e_{0}^{\alpha}$ and the parametrization is still arbitrary. Equations (4.6) and (4.7) are equivalent to Dixon's equations of motion for the charged spinning particle with magnetic dipole moment.

## 5. SYMMETRIES AND CONSERVED QUANTITIES

We apply the remarks of Sec. 2 about dynamical groups to the case of a spinning particle.

The first group action to consider is the action of the Lorentz group on the fibres of the principal bundle $P$. This action is such that if $B=B_{b}{ }_{b} E_{a}{ }^{b} \in g$ then the corresponding Killing vector field $B$ on $P$ satisfies $B \ldots \theta^{a}=0$ and $\bar{B} J \omega_{b}^{a}=B_{b}^{a}$. A straightforward calculation of $\mathfrak{E}_{\bar{B}} \omega$ using these relations shows that only the 1-parameter group $\exp (t) E_{23}$ leaves $\omega$ invariant (if $m \neq 0 \neq s$ ) and that the corresponding conserved quantity is $\left.\bar{E}_{23}\right\lrcorner \theta=s$. If $s=0$ (but $m \neq 0$ ), the whole $S 0(3)$ generated by $E_{12}, E_{13}$, and $E_{23}$ operates as a dynamical group, but the corresponding integrals of motion $\left.\left.E_{12}\right\lrcorner \theta, E_{13}\right\lrcorner \theta$, and $E_{23} J \theta$ all vanish.
Since $P$ is a principal bundle with a connection, there exists a unique horizontal lift $\hat{\xi}$ of every vector field $\xi$ on $V$. A computation, however, shows that in order to leave $\theta$ invariant the vector field $\xi$ must be covariantly constant on $V$, i.e., $\nabla_{\alpha} \xi_{\beta}=0$, and satisfy $\left.e \xi\right] F=$ 0 , a situation which can only occur in very special gravitational and electromagnetic fields. The corresponding quantity $\hat{\xi} \downharpoonleft \theta=M \xi^{0}=-\xi \alpha p_{\alpha}$ will therefore be conserved only in these rare cases.
The following third possibility is the only physically interesting one. If $\phi: V \rightarrow V$ is any diffeomorphism, there is a well-defined lift to the tangent bundle $\phi_{*}$ : $T V \rightarrow T V$ and therefore a lift $\tilde{\phi}$ to the bundle of linear frames. In fibre coordinates, if $\xi$ is the vector field on $V$ generating a one-parameter group of diffeomorphisms $\left\{\phi_{t}\right\}$, the generator $\tilde{\xi}$ of $\left\{\tilde{\phi}_{t}\right\}$ on the bundle of linear frames has the form

$$
\tilde{\xi}=\xi^{\alpha} \frac{\partial}{\partial x^{\alpha}}+e_{a}^{\beta} \frac{\partial \xi^{\alpha}}{\partial x^{\beta}} \frac{\partial}{\partial e_{a}^{\alpha}}
$$

whence it follows that $\tilde{\xi}-\hat{\theta}^{a}=\xi^{a}$ and $\tilde{\xi}-\omega^{a}{ }_{b}=\nabla_{b} \xi^{a}$. By (3.3) the condition that $\xi$ be tangent to the Lorentz bundle $P$ on $P$ is $\eta_{a r} \nabla_{b} \xi^{r}+\eta_{b r} \nabla_{a} \xi^{r}=0$; in other words, $\xi$ must be a Killing vector field of the metric $g$ in order to lift to $P$. Computing $\mathcal{E}_{\tilde{\xi}} \theta$ for this case, we find

$$
\mathfrak{E}_{\mathfrak{\xi}} \theta=e \mathfrak{£}_{\mathfrak{g}} A+\mu s\left(\mathfrak{£}_{\mathfrak{g}} F\right)_{23 \theta^{0}}
$$

where $£_{\xi} A$ and $£_{\xi} F$ stand for the respective pull backs to $P$ of the Lie derivatives of $A$ and $F$ in $V$.
Solving $£_{\tilde{\xi}} \omega=d £_{\tilde{\xi}} \theta=0$ for $\xi$ gives $£_{\xi} F=0$ whether $s$ is zero or not. Thus, we recover the result that the "obvious" symmetries $\xi$ for the charged particle with or without spin are those that leave the gravitational field and the electromagnetic field invariant, i.e., satisfy $£_{\mathrm{g}} g=\mathrm{£}_{5} F=0$.

The corresponding conserved quantity $f_{\tilde{g}}$ is given locally up to a constant by

$$
d f_{\bar{\xi}}=-\tilde{\xi} \downharpoonleft \omega=d\left(M \xi^{0}+s \nabla_{3} \xi_{2}\right)-e \xi-\mathcal{F} .
$$

If one introduces a vector potential $A$ satisfying $£_{\S} A=0$ and $d A=F$ (which can always be done locally), $f_{\tilde{\xi}}$ can be written

$$
f_{\tilde{\xi}}=M \xi^{0}+s \nabla_{3} \xi_{2}+e \xi^{r} A_{r} .
$$

(Note that except for the arbitrary constant, $f_{\tilde{\xi}}$ is not gauge dependent.)
In the case where $\xi$ is a distinguished timelike Killing vector field of a stationary space-time also
satisfying $£_{\xi} F=0$, one would call the corresponding $f_{\tilde{F}}$ the total energy $E$ of the particle, in tensor form,

$$
E=-\xi^{\alpha} p_{\alpha}-\frac{1}{2} S^{\alpha \beta} \nabla_{\alpha} \xi_{\beta}+e \xi^{\alpha} A_{\alpha} .
$$

## 6. CONCLUSION

This derivation of the equations of motion for particles with spin in general relativity does not, of course, replace Dixon's derivation from the conservation laws of the field theory. It does, however, confirm his conclusion that they seem to be the best available equations for a classical spinning particle. Whether or not one finds it desirable to equip all classical dynamical systems (of not purely phenomenological type) with a natural canonical structure, this approach shows that replacing the Lagrangian as the starting point by the presymplectic potential $\theta$ or the presymplectic 2 -form $\omega$ gives more flexibility in the choice of the evolution space and avoids the introduction of somewhat artificial position variables (like angles whose canonical momenta are the spin components). Nevertheless, the choice of a symplectic potential as in (3.4) may not be more difficult or more arbitrary than the choice of a Lagrangian. (In both cases one is guided by the flat space version of the theory.)
In his Minkowski space model of the free spinning particle, Souriau ${ }^{1}$ is also able to describe particles with zero rest mass and nonzero spin $s$ whose trajectories in space-time turn out to be null hypersurfaces or wavefronts. It is not hard to set up the
corresponding model in our framework (representing the Lorentz bundle $P$ by null tetrads instead of quasiorthonormal tetrads). It turns out, however, that the difficulties encountered in the computation of ker $\omega$ on $P$ (in Sec.3) for large curvatures and spin present themselves in the zero-rest-mass case for arbitrarily small nonzero curvature (or electromagnetic fields) already. That is, the dimension of ker $\omega$ will change for different positions, spins, and momenta, thus not defining even locally a proper quotient manifold. Moreover, the trajectory in spacetime, even if well defined, does not, as one might have hoped, become a null line or null hypersurface, but can be a spacelike curve or even a spacelike surface, making a physical interpretation almost impossible. One might therefore conclude that Souriau's classical zero-rest-mass particle with spin is extremely unstable in interactions with exterior gravitational and electromagnetic fields.
Finally, it is quite possible that more complex systems (particles with more internal degrees of freedom) can be treated in a similar way with some fibre bundle over space-time as evolution space. The Lorentz bundle $P$, however, having dimension ten only cannot be used for a system with more than four degrees of freedom like the spinning particle just described.
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# Spin-Dependent Operators in the Occupation-Branching Number Representation 
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In two preceding papers, a general method was given of building up open-shell wavefunctions which are eigenfunctions of the spin operators $S^{2}$. This method leads to a second quantizationtype formalism, where degenerate multiplets are described in what we call the occupation-branching number representation. In the paper referred to as Paper II, equivalent monoelectronic and bielectronic operators were defined and a diagrammatic technique was developed. In the present paper, the equivalent spin-dependent operators in the occupation-branching number representation are built up, in the cases of monoelectronic and bielectronic operators. The spin-orbit and the spin-spin coupling are the most important operators of this kind. The associated diagrammatic representation is given.

## I. INTRODUCTION

Diagrammatic techniques using the perturbation theory ${ }^{1}$ have been applied in nuclear structure ${ }^{2}$ and, more recently, in atomic and molecular problems ${ }^{3}$ in cases of nondegenerate unperturbed states. The general extension of the linked-diagram expansion for the degenerate states of a system of fermions has been given by Kato, ${ }^{4}$ Bloch, ${ }^{5}$ and Bloch and Horowitz, ${ }^{6}$ and with use of degenerate BrillouinWigner perturbation theory by Brandow. ${ }^{7}$ Treatments of configuration interaction in open-shell atoms are given by Sandars ${ }^{8}$ and Tolmachev. ${ }^{9}$
An extension of the linked diagram expansion for degenerate states including spin symmetry has been given in two previous works. ${ }^{10,11}$ The unperturbed states of a given configuration have a definite spin $S$ and a supplementary quantum number $\gamma$ connected with the branching path, which distinguishes the different degenerate states. The building up principle is closely related to the second quantization. The representation was called ${ }^{11}$ occupation-branching number representation. Equivalent mono and bielectronic operators were defined but only for spin dependent operators. In this paper, we build up the equivalent operators in the spin-dependent case. Diagrams associated with the matrix elements between excited configurations, which play the most important part in the perturbation theory, are given for these operators.

## II. THE OCCUPATION-BRANCHING NUMBER REPRESENTATION ${ }^{11}$

A molecular, or more generally $p$-body, unperturbed eigenstate, is defined by the occupation number $N_{i}$ of a couple $\left(\xi_{i} \Sigma_{i}\right)$ given in a standard order. $\xi_{i}$ is the orbital quantum number and $\Sigma_{i}= \pm \frac{1}{2}$ gives the way in which the electron of the $i$ th occupied orbital is coupled to the foregoing electrons with respect to the spin.

Let

$$
\begin{array}{r}
|\{N\}\rangle\rangle=\left\lvert\, \therefore N_{2 k}\left(\xi_{k}-\frac{1}{2}\right) N_{2 k-1}\left(\xi_{k} \frac{1}{2}\right) \cdots N_{2}\left(\xi_{1}-\frac{1}{2}\right)\right. \\
\left.\left.\times N_{1}\left(\xi_{1} \frac{1}{2}\right)\right)\right\rangle, \quad N_{i}=0,1 \tag{1}
\end{array}
$$

be a state with $p$ electrons and with total spin

$$
\begin{align*}
S & =\frac{1}{2}\left(N_{1}-N_{2}\right)+\cdots+\frac{1}{2}\left(N_{2 k-1}-N_{2 k}\right)+\cdots \\
& \equiv \Sigma_{1}+\Sigma_{2}+\cdots+\Sigma_{p} \tag{2}
\end{align*}
$$

where $\Sigma_{1}, \ldots, \Sigma_{p}$ are the $\Sigma_{i}$ of the occupied $\left(\xi_{i} \Sigma_{i}\right)$ (that is to say, $N_{i}=1$ ).

Such a state, with ordered $\left(\xi_{i} \Sigma_{i}\right)$, is called a standard state.

The different manners in which the $\Sigma$ 's are distributed are associated with a path $\gamma$ of the branching diagram

$$
\begin{equation*}
\gamma=\left(\Sigma_{p}, \ldots, \Sigma_{2}, \Sigma_{1}\right) \tag{3}
\end{equation*}
$$

For example, the two doublets of a three-open-shell system have the two following $\gamma$ :

$$
\begin{aligned}
& \gamma_{1}=(\frac{1}{2},-\frac{1}{2}, \frac{1}{2} ; \underbrace{\left.-\frac{1}{2}, \frac{1}{2}, \ldots,-\frac{1}{2}, \frac{1}{2}\right)}_{\text {closed shells }}, \\
& \gamma_{2}=\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2} ;-\frac{1}{2}, \frac{1}{2}, \ldots,-\frac{1}{2}, \frac{1}{2}\right) .
\end{aligned}
$$

A representation of the two $\gamma$, corresponding to the two doublets is given in Fig. 1.
A scalar product can be defined and we have shown ${ }^{11}$ that

$$
\begin{equation*}
\left\langle\left(\{N\} \mid\left\{N^{\prime}\right\}\right)\right\rangle=\delta_{N N^{\prime}} \tag{4}
\end{equation*}
$$

Note that on paper $\Pi,{ }^{11}$ an ambiguity remains in the normalization of $\mid\{N\})\rangle$ in the case of complete shells following shells of which the total spin $S_{c}$ is different from zero. In this case, the coefficient of normalization $N_{c}$ of $\left.\left.\mid\{N\}\right\}\right\rangle$ must be

$$
N_{c}=\Pi_{c}\left(\frac{2 S_{c}+1}{2 S_{c}+2}\right)^{1 / 2} .
$$

Naturally when all $S_{c}=0$, it reduces to $N_{c}=2^{-c / 2}$. More details can be found in Appendix C.
The creation operator $B^{\varepsilon \Sigma_{+}}$creates an electron on the orbital $\xi$ coupled, to give the total spin $S^{\prime}=S+\Sigma$ :

$$
\left.\left.\left.\mathcal{B}^{\xi \Sigma}+\{\{N\})\right\rangle=\mid 1_{\xi \Sigma}\{N\}\right)\right\rangle
$$

This state is, in general, not standard and not normalized to unity.
An operator $\mathrm{BS}^{5 \Sigma_{+}}$can be written in the form


FIG. 1. First doublet with $\gamma=\gamma_{1}$; second doublet with $\gamma=\gamma_{2}$.

$$
\begin{equation*}
\mathscr{O}^{\xi \Sigma_{+}}=w \mathfrak{a}^{\xi \Sigma_{+}}=w a^{\xi \sigma_{+}} S_{\mathfrak{o}}^{\Sigma_{+}} \tag{5}
\end{equation*}
$$

with a summation on $\sigma= \pm \frac{1}{2} ; a^{50+}$ is the usual creation operator of a spin orbital $(\xi \sigma) ; S_{0}^{\Sigma_{0}^{+}}$an operator ${ }^{12}$ giving the coupling scheme and $W=\left[S_{o p}\right]^{-1 / 2}$ is a normalization operator (inverse square root of the spin multiplicity).
The annihilator is the adjoint of $\mathcal{B}^{5 \Sigma_{+}}$:

$$
\begin{equation*}
\mathbb{O B}^{\xi \Sigma}=\mathbb{Q}^{\xi \Sigma} \cdot w=a^{50} S_{\mathrm{a}}^{\Sigma} \cdot w \tag{6}
\end{equation*}
$$

## II. REDUCED MATRIX ELEMENTS

Let us consider two states,

$$
\begin{align*}
& \left.\left.\left.\left.\mid[s] N_{\gamma}\right)\right\rangle=N_{c} \mathbb{B}^{\xi_{n} \Sigma_{n} \dagger} \cdots \mathbb{B}^{\xi_{1} \Sigma_{1} \dagger} \mid 0\right)\right\rangle,  \tag{7}\\
& \left.\left.\left.\left|\left[s^{\prime}\right] N_{\gamma}^{\prime},\right\rangle\right\rangle=N_{c^{\prime}} \mathcal{B}^{\xi_{n}^{\prime} n_{n}^{\prime} \dagger} \cdots B_{3}^{\xi_{1}^{\prime} \Sigma_{1}^{\prime} \dagger} \mid 0\right)\right\rangle . \tag{8}
\end{align*}
$$

The ( $\xi \Sigma$ ) are in a standard order and $N_{c}, N_{c}$, are the normalization coefficients. Let us consider a spindependent operator $\left.{ }_{\mathrm{S}_{1}}\right\} \hat{O}$ of which components are $O_{s_{1}}^{M_{1}}$. Then the reduced matrix element can be written [see Paper I, Eq. (31) ${ }^{10}$ ]

$$
\left.\left.\begin{array}{l}
\left\langle N_{S^{\prime} \gamma}^{\prime} \|\right.
\end{array}\left\|O_{S_{1}}\right\| N_{S \gamma}\right\rangle\right)
$$

where $w_{M_{1}}^{S_{1}}$ has been defined as the components of a unit operator $W^{S_{1}}$.

## IV. MONOELECTRONIC OPERATORS

The operator ${ }^{\left[s_{1}\right]} F$ can be written

$$
\begin{equation*}
{ }^{\left[s_{1}\right]} \hat{F}=\sum_{i}{ }^{\left[s_{1}\right]} \hat{f}(i) \tag{10}
\end{equation*}
$$

$i$ designating the coordinates of the $i$ th particle.
The components are $F_{S_{1}}^{M_{1}}$ :

$$
\begin{equation*}
\left[s_{1}\right]_{\hat{F}}=F_{S_{1}}^{M_{1}} w_{M_{1}}^{s_{1}}, \quad F_{S_{1}}^{M_{1}}=\sum_{i} f_{S_{1}}^{M_{1}}(i) \tag{11}
\end{equation*}
$$

Then the reduced matrix element takes the following form;

where $p$ is a permutation of the spin-orbitals $\left(\xi_{j}, \sigma_{j}\right)$. Using the Wigner-Eckart theorem

$$
\left\langle\xi_{i}^{\prime} \sigma_{i}^{\prime}\right| f_{S_{1}}^{M M_{1}}\left|\xi_{i} \sigma_{i}\right\rangle=-\left(\begin{array}{ccc}
\frac{1}{2} & M_{1} & \sigma_{i} \\
\sigma_{i}^{\prime} & S_{1} & \frac{1}{2}
\end{array}\right)\left\langle\xi_{i}^{\prime}\left\|f_{S_{1}}\right\| \xi_{i}\right\rangle
$$

and writing

$$
{ }^{\left[S_{1}\right]_{T}}{ }^{\sigma_{i}^{\prime}, \sigma_{i}}=-\left(\begin{array}{ccc}
\frac{1}{2} & M_{1} & \sigma_{i} \\
\sigma_{i}^{\prime} & S_{1} & \frac{1}{2}
\end{array}\right) w_{M_{1}}^{S_{1}},
$$

we have

$$
\begin{align*}
& \left\langle\left({ }^{[S /]} \Psi_{\gamma}^{\prime},\left.{ }^{\left[s_{1}\right]} \hat{F}\right|^{[S]} \Psi_{\gamma}\right)\right\rangle \\
& =N_{c}, N_{c} \sum_{p}(-1)^{p} \sum_{i} \prod_{j \neq i} \delta^{\xi_{j}^{\prime}, \xi_{p j}} \delta_{j}^{\sigma \prime \sigma_{p j}} \\
& \times\left(z^{0}\left|S_{\sigma_{1}^{\prime}}^{\Sigma_{1}^{\prime}} w \cdots S_{\sigma_{n}^{\Sigma_{n}^{\prime}}}^{\Sigma_{n}^{\prime}}{ }^{\left[S_{1}\right]} T^{\sigma_{i}^{\prime}, \sigma_{i}} w S_{\mathrm{o}_{n}}^{\Sigma_{n}+} \cdots w S_{\mathrm{o}_{1}}^{\Sigma_{1+}}\right| z z^{0}\right) . \tag{12}
\end{align*}
$$

First, this formula enables us to define an equivalent operator, and secondly, to interpret graphically the reduced matrix element.
To seek the equivalent operator we use an identification method. We have shown in Sec. II that a monoelectronic scalar equivalent operator can be written

$$
\begin{align*}
F_{\text {equ }} & =w^{-1} \cos \hat{F}=\sum_{\xi \xi^{\prime} \Sigma} \mathcal{B}^{\xi^{\prime} \Sigma+}\left\langle\xi^{\prime}\right| f|\xi\rangle \mathcal{B}^{\xi \Sigma} \\
& =\sum_{\xi \xi^{\prime} \Sigma}\left\langle\xi^{\prime}\right| f|\xi\rangle a^{\xi^{\prime} \sigma \hbar} a^{\xi \sigma} w S_{o}^{\Sigma+} S_{o}^{\Sigma} w . \tag{13}
\end{align*}
$$

As the reduced matrix element $\left\langle\xi^{\prime}\|f\| \xi\right\rangle$ is equal to $\sqrt{2}\left\langle\xi^{\prime}\right| f|\xi\rangle$, then, if we try to find ${ }^{\left[S_{1}\right]} F_{\text {equ }}$, we obtain

$$
\begin{aligned}
w^{\left[s_{1}\right]} F_{\text {equ }}= & { }^{\left\{s_{1}\right]} \hat{F} \\
& =\sum_{\substack{\xi^{\prime}, \xi \\
\Sigma^{\prime} \Sigma}}\left\langle\xi^{\prime}\left\|f_{s_{1}}\right\| \xi\right\rangle a^{\xi \sigma_{4}^{\prime} \xi^{\prime}} a^{\xi \sigma} w s_{\mathbf{o}^{\prime}}^{\Sigma^{\prime}+} C_{\Sigma^{\prime} \Sigma^{\prime}}^{\mathrm{op}} S_{\mathrm{o}}^{\Sigma} w,
\end{aligned}
$$

where $C_{\Sigma / 2}^{o p}$ is an operator to be determined.
We have to work out the identification

The values $C_{\Sigma^{\prime} \mathcal{L}}$ of $C_{\Sigma^{\prime} \Sigma}^{\mathrm{op}}$ are obtained by the identification

$$
\left(z_{M^{\prime}}^{S^{\prime}}\left|{ }^{\left[s_{1}\right]} T^{\sigma^{\prime}: \sigma}\right| z_{M}^{S}\right) \equiv \sum_{\Sigma^{\prime} \Sigma} C_{\Sigma^{\prime} \Sigma}\left(z_{M^{\prime}}^{S^{\prime}}\left|w S_{\sigma^{\prime}}^{\Sigma_{j}^{\prime}} S_{\sigma}^{\Sigma} w\right| z_{M}^{S}\right)
$$

for all $S, M, S^{\prime}, M^{\prime}$ of the basis spin vectors $\left.\mid z_{M}^{S}\right)$.
It is shown in Appendix A that

$$
C_{\Sigma^{\prime} \Sigma}=(-1)^{1 / 2+S+S_{0}+S_{1}}\left\{\begin{array}{lll}
\frac{1}{2} & \frac{1}{2} & S_{1}  \tag{14}\\
S^{\prime} & S & S_{0}
\end{array}\right\}
$$

with $S_{0}=S-\Sigma=S^{\prime}-\Sigma^{\prime}$.
Then

$$
\left.\begin{array}{rl}
C_{\Sigma^{\prime} \Sigma}^{\mathrm{op}}=(-1)^{s_{1}}(-1)^{1 / 2-\Sigma^{\prime}}(-1)^{\left[s_{\mathrm{op}}\right]} \\
& \times\left\{\begin{array}{|ll}
\frac{1}{2} & \frac{1}{2} \\
S_{\mathrm{op}}+\Sigma^{\prime} & S_{\mathrm{op}}+\Sigma \\
s_{1} \\
\mathrm{op}
\end{array}\right. \tag{15}
\end{array}\right\}
$$

so that

$$
\left.\left.C_{\Sigma^{\prime} \Sigma}^{\mathrm{op}} \mid z_{M_{0}}^{S_{0}}\right)=C_{\Sigma^{\prime} \Sigma}\left|z_{M_{0}}^{S_{0}}=C_{\Sigma^{\prime} \Sigma}\right| z_{M_{0}}^{S_{0}}\right) .
$$

The coefficient $C_{\Sigma^{\prime} \Sigma}$ has an important asymptotic property ${ }^{15}$

$$
\begin{align*}
C_{\Sigma^{\prime} \Sigma} & \underset{S_{0} \rightarrow \infty}{ } \\
& \frac{(-1)^{S_{1}-\Lambda_{1}}}{\left[S_{0}\right]^{\frac{1}{2}}}\left(\begin{array}{lll}
\frac{1}{2} & \Sigma & \Lambda_{1} \\
\Sigma^{\prime} & \frac{1}{2} & S_{1}
\end{array}\right),  \tag{16}\\
& \text { where } \Lambda_{1}=\Sigma^{\prime}-\Sigma .
\end{align*}
$$

The equivalent operator can now be written as

$$
\begin{equation*}
\left[s_{1}\right] \hat{F}=\sum_{\substack{\xi^{\prime} \xi \\ \Sigma^{\prime} \Sigma}}\left\langle\xi^{\prime}\left\|^{\left[s_{1}\right]} f\right\| \xi\right\rangle B^{\xi^{\prime} \Sigma^{\prime}+} C_{\Sigma^{\prime} \Sigma}^{\mathrm{op}} Q^{\xi \Sigma} \tag{17}
\end{equation*}
$$

We then use the generalized definition

$$
\begin{equation*}
\left\langle\left(\left.\xi^{\prime} \Sigma^{\prime}\right|^{\left[S_{1}\right]} f \mid \xi \Sigma\right)\right\rangle=\left\langle\xi^{\prime}\left\|f_{S_{1}}\right\| \xi\right\rangle C_{\Sigma^{\prime} \Sigma}^{o p} \tag{18}
\end{equation*}
$$

which gives for ${ }^{\left[S_{1}\right]} F$ :

$$
\begin{equation*}
\left[S_{1}\right] \hat{F}=\sum_{\substack{\xi^{\prime} \xi \\ \Sigma^{\prime} \Sigma}} \beta^{\xi^{\prime} \Sigma^{\prime} \psi}\left\langle\left(\left.\xi^{\prime} \Sigma^{\prime}\right|^{\left[S_{1}\right]} f \mid \xi \Sigma\right)\right\rangle \beta^{\xi \Sigma} \tag{19}
\end{equation*}
$$

Now graphically we can use formula (12) and suppose the sets $\left\{\xi_{j}^{\prime}\right\}$ and $\left\{\xi_{j}\right\}$ in a standard order. For instance, if the two sets differ only by the orbitals $\xi_{i}^{\prime}$ and $\xi_{i}$, respectively,

$$
\begin{aligned}
& \left\langle\left(\left.{ }^{\left[S^{\prime}\right]} \Psi \gamma^{\prime}\right|^{\left[S_{1}\right]} \hat{F} \mid{ }^{[S]} \Psi_{\gamma}\right)\right\rangle=\left\langle\xi_{i}^{\prime}\left\|f_{S_{1}}\right\| \xi_{i}\right\rangle \prod_{j \neq i} \delta^{\sigma_{j}^{\prime}, \sigma_{j}} \\
& \quad \times\left(z^{0} \mid S_{\sigma_{1}^{\prime}}^{\Sigma_{1}^{\prime}} w \cdots S_{\sigma_{i}^{\prime}}^{\Sigma_{i}^{\prime}} w \cdots S_{\sigma_{n}^{\prime}}^{\Sigma_{n}^{\prime}} w\right. \\
& \quad \times{ }^{\left[S_{1}\right]} T^{\sigma_{i} ; \sigma_{i}} w S_{\circ_{n}}^{\Sigma_{n^{\dagger}}} \cdots w S_{\sigma_{i}}^{\Sigma_{i} \dagger} \cdots w S_{\sigma_{1}}^{\Sigma_{1}+} \mid z^{0}
\end{aligned}
$$

Using the results of Appendix B, it is possible to calculate the expression

$$
\begin{align*}
& \prod_{j \neq i} \delta^{\sigma_{j}^{\prime} \sigma_{j}}\left(z^{0} \mid S_{\sigma_{1}^{\prime}}^{\Sigma_{i}^{\prime}} w \cdots S_{\sigma_{i}^{\prime}}^{\Sigma_{i}^{\prime}} w \cdots S_{o_{n}^{\prime}}^{\Sigma_{n}^{\prime}}\right. \\
&\left.\quad{ }^{\left[S_{1}\right]} T^{\sigma_{i}^{\prime} \sigma_{i}} w S_{o_{n}}^{\Sigma_{n}^{\dagger}} \cdots w S_{o_{i}}^{\Sigma_{i} \dagger} \cdots w S_{o_{1}}^{\Sigma_{1}+} \mid z^{0}\right)  \tag{20}\\
&= \prod_{j=1}^{i-1} \delta^{\Sigma_{j}^{\prime} \Sigma_{j}} O_{S_{1}}^{\Sigma_{i}^{\prime} \Sigma_{i}}\left(s_{i-1}\right) \prod_{k=i+1}^{n} X_{S_{1}}^{\Sigma_{k}^{\prime} \Sigma_{k}}\left(s_{k-1}, s_{k-1}^{\prime}\right)
\end{align*}
$$

with $s_{k}=\Sigma_{1}+\Sigma_{2}+\cdots \Sigma_{k}, s_{k}^{\prime}=\Sigma_{1}^{\prime}+\Sigma_{2}^{\prime}+\cdots \Sigma_{k}^{\prime}$, and

$$
\begin{aligned}
& O^{\Sigma_{1}^{\prime} \Sigma}(s)=(-1)^{1 / 2-\Sigma} \\
& \times\left(\frac{\left(1+\Sigma^{\prime}-\Sigma\right)!\left(1+\Sigma-\Sigma^{\prime}\right)!\left(2 s+1+2 \Sigma+2 \Sigma^{\prime}\right)}{3![s]\left(2 s+1+\Sigma+\Sigma^{\prime}\right)}\right)^{1 / 2} \\
& \quad \times C_{\Sigma \Sigma^{\prime}},
\end{aligned}
$$

$(s+\Sigma)^{1 / 2}\left(s^{\prime}+\Sigma^{\prime}\right)^{1 / 2} X_{s_{1}}^{\Sigma^{\prime} \Sigma}\left(s, s^{\prime}\right)$ being given by Table I.
This can be graphically represented by Fig. (8). The cross on the line $\left.\left(\Sigma_{k}^{\prime} \Sigma_{k}\right), k\right\rangle i$, recalls the existence of a coupling coefficient $X^{\Sigma_{k}^{\prime} \Sigma_{k}}$. The circle on the line ( $\Sigma_{i}^{\prime} \Sigma_{i}$ ) recalls the action of the spin operator on the propagator of particle $i$ : The coupling operator is $\left\langle\left(\xi \Sigma|[1] f| \xi^{\prime} \Sigma^{\prime}\right)\right\rangle=\left\langle\xi\|[1] f\| \xi^{\prime}\right\rangle \cdot O^{\Sigma^{\prime} \Sigma}\left(s_{i-1}\right)$ for a given $s_{i-1}$.
The graphical representation is shown in Fig. 2.

## V. BIELECTRONIC OPERATORS

The operator ${ }^{\left[s_{1}\right]} G$ can be written

$$
\begin{equation*}
{ }^{\left[S_{1}\right]} \hat{G}=\frac{1}{2} \sum_{i \neq j}\left[S_{1}\right] \hat{g}(i, j) \tag{21}
\end{equation*}
$$

The components of ${ }^{\left[S_{1}\right]} g$ are $g_{S_{1}}^{M_{1}}$ and we consider the following form for $g_{S_{1}}^{M_{1}}$ :

$$
\begin{align*}
g_{s_{1}}^{M_{1}}(i, j) \equiv g(i, j)\left\{u_{s_{a}}^{M_{a}}(i)\right. & \left.v_{s_{b}}^{M_{b}}(j)\right\}_{s_{1}}^{M_{1}}=g \\
& \times\left(\begin{array}{c|cc}
M_{1} & S_{a} & S_{b} \\
S_{1} & M_{a} & M_{b}
\end{array}\right) u_{s_{a}}^{M_{a}} v_{S_{b}}^{M_{b}} \tag{22}
\end{align*}
$$

where $g(i, j)$ is the space-bielectronic part and ${ }^{\left[s_{a}\right]} u$, $\left[S_{b}\right]_{v}$ purely spin operators coupled in $S_{1}$.
Then the reduced matrix element is

$$
\begin{align*}
&\left\langle\left(\left.\left.{ }^{\left[S^{\prime}\right]} \Psi^{\prime} \gamma^{\prime}\right|^{\left[S_{1}\right]} \hat{G}\right|^{[S]} \Psi \gamma\right)\right\rangle \\
&= \frac{1}{2} N_{c^{\prime}} N_{c} \sum_{p}(-1)^{p} \sum_{i \neq j} \prod_{k^{\neq i, j}} \delta^{\xi_{k}^{\prime}, \xi_{p k}} \delta^{\sigma_{k}^{\prime}, \sigma_{p k}} \\
& \times\left(\xi_{i}^{\prime} \sigma_{i}^{\prime} \xi_{j}^{\prime} \sigma_{j}^{\prime}\left|g_{S_{1}}^{M_{1}}\right| \xi_{i} \sigma_{i} \xi_{j} \sigma_{j}\right\rangle\left(z^{0} \mid S_{\sigma_{1}^{\prime}}^{\Sigma_{1}^{\prime}} w \cdots\right. \\
&\left.\times S_{\sigma_{n}^{\prime}}^{\Sigma_{n}^{\prime}} w w_{M_{1}}^{S_{1}} w S_{\sigma_{n}}^{\Sigma_{n^{\dagger}}} \ldots w S_{\sigma_{1}}^{\Sigma_{1} \dagger} \mid z^{0}\right) \tag{23}
\end{align*}
$$

We define an operator $T^{\prime}$ by the relation

$$
\begin{aligned}
& \left\langle\xi_{i}^{\prime} \sigma_{i}^{\prime} \xi_{j}^{\prime} \sigma_{j}^{\prime}\right| g_{S_{1}}^{M_{1}}\left|\xi_{i} \sigma_{i} \xi_{j} \sigma_{j}\right\rangle w_{M_{1}}^{s_{1}} \\
& \qquad=\left\langle\xi_{i}^{\prime} \xi_{j}^{\prime}\right| g\left|\xi_{i} \xi_{j}\right\rangle\left\langle\frac{1}{2}\left\|u_{S_{a}}\right\| \frac{1}{2}\right\rangle\left\langle\frac{1}{2}\left\|v_{s_{b}}\right\| \frac{1}{2}\right\rangle \\
& \qquad \times\left(s_{a} s_{b}\right) s_{1} T^{\sigma_{i}^{\prime} \sigma_{j}^{\prime} ; \sigma_{j} \sigma_{i}} \\
& \text { with } \\
& \begin{array}{l}
\left(s_{a} s_{6}\right) s_{1} T^{\sigma_{i}^{\prime} \sigma_{j}^{\prime} ; \sigma_{j} \sigma_{i}} \\
\qquad=w_{M_{1}}^{S_{1}}\left(\begin{array}{l|ll}
M_{1} & S_{a} & S_{b} \\
S_{1} & M_{a} & M_{b}
\end{array}\right)\left(\begin{array}{ccc}
\frac{1}{2} & M_{a} & \sigma_{i} \\
\sigma^{\prime} & S_{a} & \frac{1}{2}
\end{array}\right)\left(\begin{array}{ccc}
\frac{1}{2} & M_{b} & \sigma_{j}^{\prime} \\
\sigma_{j}^{\prime} & S_{b} & \frac{1}{2}
\end{array}\right)
\end{array}
\end{aligned}
$$

The problem is now to find an operator $C_{\Sigma_{a}^{\prime} \Sigma_{b} \Sigma_{b} \Sigma_{a}}^{\mathrm{op}}$ so that

$$
\begin{aligned}
& \left(S_{a} S_{b}\right) S_{1} T_{a}^{\sigma_{a}^{\prime} \sigma_{b}^{\prime}: \sigma_{b} \sigma_{a}} \\
& \quad \equiv S_{\sigma_{a}^{\prime}}^{\Sigma_{\alpha \dagger}^{\prime}} w S_{\sigma_{b}^{\prime}}^{\Sigma_{b}^{\prime}+} C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{b} \Sigma_{a}} S_{\sigma_{b}}^{\Sigma_{b}} w S_{\sigma_{a}}^{\Sigma_{a}} w
\end{aligned}
$$

$C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{b} \Sigma_{a}}^{\mathrm{op}}$ is determined by an identification similar to the one of the monoelectronic case and the demonstration can be found in Appendix D:

$$
\begin{align*}
C_{\Sigma_{a}^{\prime \Sigma^{\prime} \Sigma_{b} \Sigma_{a}}}^{\mathrm{op}}= & (-1)^{(1 / 2) \Sigma_{b}^{\prime}+2\left(\Sigma_{a}+\Sigma_{b}\right)+S_{a}+S_{1}} \\
& \times\left[S_{1}\right]^{1 / 2}\left[S_{\mathrm{op}}+\Sigma_{b}\right]^{1 / 2}\left[S_{\mathrm{op}}+\Sigma_{b}^{\prime}\right]^{1 / 2} \\
& \times\left\{\begin{array}{lll}
\frac{1}{2} & \frac{1}{2} & S_{b} \\
S_{\mathrm{op}}+\Sigma_{b}^{\prime} & S_{\mathrm{op}}+\Sigma_{b} & S_{\mathrm{op}}
\end{array}\right\} \\
& \times\left\{\begin{array}{lll}
S_{a} & S_{b} & S_{1} \\
\frac{1}{2} & S_{\mathrm{op}}+\Sigma_{b} & S_{\mathrm{op}}+\Sigma_{a}+\Sigma_{b} \\
\frac{1}{2} & S_{o}+\Sigma_{b}^{\prime} & S_{\mathrm{op}}+\Sigma_{a}^{\prime}+\Sigma_{b}^{\prime}
\end{array}\right. \tag{24}
\end{align*}
$$

In the particular case where $S_{a}=S_{b}=S_{1}=0$, we find


FIG. 3.
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$$
C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{b} \Sigma_{a}}=\left(\frac{1}{\sqrt{2}}\right)^{2} \frac{\delta^{\Sigma^{\prime} \Sigma_{a}} \delta^{\Sigma_{b}^{\prime} \Sigma_{b}}}{[S]^{1 / 2}}
$$

which corresponds to the scalar bielectronic operator. The generalized definition

$$
\begin{align*}
& \left\langle\left(\left.\xi_{1}^{\prime} \Sigma_{1}^{\prime} \xi_{2}^{\prime} \Sigma_{2}^{\prime}\right|^{\left[\left(s_{a} s_{b}\right) s_{1}\right]} \hat{g} \mid \xi_{1} \Sigma_{1} \xi_{2} \Sigma_{2}\right)\right\rangle \\
& \quad \equiv\left\langle\xi_{1}^{\prime} \frac{1}{2} \xi_{2}^{\prime} \frac{1}{2}\left\|g_{\left(s_{a} s_{b}\right) s_{1}}\right\| \xi_{1} \frac{1}{2} \xi_{2} \frac{1}{2}\right\rangle C_{\Sigma_{1}^{\prime} \Sigma_{2}^{\prime} \Sigma_{2} \Sigma_{1}}^{o p} \tag{25}
\end{align*}
$$

gives

$$
\begin{gather*}
{\left[s_{1}\right] \hat{G}=\sum_{(\xi, \Sigma)} \beta^{\xi_{1}^{\prime} \Sigma_{1}^{\prime} \uparrow} \mathcal{B}^{\xi_{2}^{\prime} \Sigma_{2 \dagger}^{\prime}\langle }\left\langle\left(\left.\xi_{1}^{\prime} \Sigma_{1}^{\prime} \xi_{2} \Sigma_{2}^{\prime}\right|^{\left[s_{1}\right]} \hat{g} \mid \xi_{1} \Sigma_{1} \xi_{2} \Sigma_{2}\right)\right\rangle} \\
\times \beta^{\xi_{2} \Sigma_{2}} \mathbb{B}^{\xi_{1} \Sigma_{1}} \tag{26}
\end{gather*}
$$

Graphically we use expression (23) in a similar manner to the monoelectronic case [formula (20)] as it is seen in Appendix E.
The spin-recoupling part gives then

$$
\begin{align*}
M= & \prod_{k=1}^{i-1} \delta^{\Sigma_{k}^{\prime} \Sigma_{k}} O_{S_{a}^{\prime}}^{\Sigma_{i}^{\prime} \Sigma_{i}}\left(s_{i}-1\right) \\
& \times \prod_{k=i+1}^{j-1} X_{S_{a}}^{\Sigma_{k}^{\prime} \Sigma_{k}}\left(s_{k-1}, s_{k-1}^{\prime}\right) O_{S_{j}}^{\Sigma_{j}^{\prime} \Sigma_{j}}\left(S_{a} S_{1}\right) \\
& \left.\times s_{j-1} S_{j-1}^{\prime}\right)  \tag{27}\\
& \prod_{k=j+1}^{n} X_{S_{1}}^{\Sigma_{k}^{\prime} \Sigma_{k}}\left(s_{k-1} s_{k-1}^{\prime}\right)
\end{align*}
$$

where

$$
\begin{aligned}
& O_{S_{0}\left(S_{a} S_{1}\right)}^{\Sigma^{\prime} \Sigma}\left(s, s^{\prime}\right)=(-1)^{s \prime-s+2 \Sigma-S_{b}-S_{1}}[s]^{1 / 2}\left[s^{\prime}\right]^{1 / 2}\left[S_{1}\right]^{1 / 2} \\
& \times\left\{\begin{array}{lll}
S_{a} & S_{b} & S_{1} \\
s & \frac{1}{2} & s+\Sigma \\
s^{\prime} & \frac{1}{2} & s^{\prime}+\Sigma^{\prime}
\end{array}\right.
\end{aligned}
$$

This is graphically shown on Fig. 3.

## VI. CONCLUSION

This paper gives in the branching occupation number representation, the expressions for the equivalent monoelectronic and bielectronic spin-dependent operators which can be then inserted in a more general perturbation treatment of excited states. For clarity and simplicity, it has been restricted to particle representation. In the particle-hole representation, hole-hole and particle-hole interactions introduce little modifications in the foregoing derivations.
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## APPENDIX A: DETEERMINATION OF THE $\boldsymbol{C}_{\Sigma^{\prime} \Sigma}^{\text {op }}$ IN $\left.\left(\left.\xi^{\prime} \Sigma^{\prime}\right|^{\left[S_{1}\right]} f \mid \xi \Sigma\right)\right\rangle$

The expression of the $C_{\Sigma^{\prime} \Sigma}$ is obtained by the following identification for all $S, M, S^{\prime}, M^{\prime}$ :

$$
\left(\left.z_{M^{\prime}}^{S}\right|^{\left[S_{1}\right]} T^{\sigma^{\prime} \sigma} \mid z_{M}^{S}\right)=\sum_{\Sigma^{\prime} \Sigma} C_{\Sigma^{\prime} \Sigma}\left(z_{M^{\prime}}^{S^{\prime}}\left|w S_{\sigma^{\prime}}^{\Sigma^{\prime} \dagger} S_{\sigma}^{\Sigma} w\right| z_{M}^{S}\right)
$$

Using the expression
$\left(z_{M^{\prime}}^{\mathrm{S}^{\prime}}\left|w_{M_{1}}^{\mathrm{S}_{1}}\right| z_{M}^{s}\right)=\left(\begin{array}{ccc}M^{\prime} & S_{1} & S \\ S^{\prime} & M_{1} & M\end{array}\right)$,
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$$
\begin{aligned}
\left.S_{o}^{\Sigma} w \mid z_{M}^{S}\right)= & {[S-\Sigma]^{1 / 2}(-1)^{S-M}(-1)^{1 / 2-\Sigma} } \\
& \times\left(\begin{array}{ccc}
\frac{1}{2} & S & S-\Sigma \\
-\sigma & M & -M+\sigma
\end{array}\right)\left(z_{M-0}^{S-\Sigma}\right)
\end{aligned}
$$

we obtain, after some manipulations,

$$
\begin{aligned}
\left(\begin{array}{lll}
M^{\prime} & S_{1} & S \\
S^{\prime} & M_{1} & M
\end{array}\right)\left(\begin{array}{ccc}
\frac{1}{2} & M_{1} & \sigma \\
\sigma^{\prime} & S_{1} & \frac{1}{2}
\end{array}\right)= & \sum_{\Sigma^{\prime \Sigma}} C_{\Sigma^{\prime} \Sigma}[S-\Sigma] \\
& \times\left(\begin{array}{ccc}
\frac{1}{2} & M^{\prime} & -M^{\prime}+\sigma \\
\sigma^{\prime} & S^{\prime} & S^{\prime}-\Sigma
\end{array}\right)\left(\begin{array}{ccc}
\sigma & S & S-\Sigma \\
\frac{1}{2} & M & -M+\sigma
\end{array}\right)
\end{aligned}
$$

This can be graphically represented, by using YutsisLevinson and Vanagas angular diagrams: ${ }^{16}$


Part A


Considering the following angular diagram


Eq. II
we can join the corresponding free lines of the identity (I) and obtain


Then,
$C_{\Sigma^{\prime} \Sigma}=(-1)^{1 / 2+S+S_{0}+S_{1}}\left\{\begin{array}{lll}\frac{1}{2} & \frac{1}{2} & S_{1} \\ S^{\prime} & S & S_{0}\end{array}\right\}$
with $S_{0}=S-\Sigma=S^{\prime}-\Sigma^{\prime}$.
Two cases are possible:
a. $S_{1}=0$, then

$$
\begin{aligned}
& C_{\Sigma^{\prime} \Sigma}=\frac{\delta_{\Sigma^{\prime} \Sigma}}{\sqrt{2}[S]^{1 / 2}} \text { and } \\
& { }^{[0]} T^{\sigma^{\prime} \sigma}=\frac{1}{\sqrt{2}}\left(\sum_{\Sigma} w S_{\sigma^{\prime}}^{\Sigma+} S_{\sigma}^{\Sigma} w\right)\left[S_{\mathrm{op}}\right]^{-1 / 2}
\end{aligned}
$$

b. $S_{1}=1$, then

$$
\begin{array}{r}
C_{\Sigma^{\prime} \Sigma}^{\mathrm{op}}=\frac{(-1)^{(1 / 2)-\Sigma^{\prime}}}{\left[S_{\mathrm{op}}\right]^{1 / 2}}\left(\frac{\left(1+\Sigma^{\prime}-\Sigma\right)!\left(1+\Sigma-\Sigma^{\prime}\right)!}{3!}\right)^{1 / 2} \\
\times\left(\frac{\left[S_{\mathrm{op}}\right]+2\left(\Sigma+\Sigma^{\prime}\right)}{\left[S_{\mathrm{op}}\right]+\left(\Sigma+\Sigma^{\prime}\right)}\right)^{1 / 2} .
\end{array}
$$

## APPENDIX B: DEMONSTRATION OF EQ. 20

To calculate the expression

$$
\begin{aligned}
& M=\prod_{j \neq i} \delta^{\sigma_{j}^{\prime} \sigma_{j}}\left(z^{0} \mid S_{\sigma_{1}^{\prime}}^{L_{1}^{\prime}} w \cdots S_{\sigma_{i}^{\prime}}^{\Sigma_{i}^{\prime}} w \cdots S_{\sigma_{n}^{n}}^{\Sigma_{n}^{\prime}} w\right. \\
& \quad \times{ }^{\left[S_{1}\right]} T^{\left.\sigma_{i}^{\prime} \sigma_{i} w S_{\sigma_{n}}^{\Sigma_{n}^{\dagger}} \cdots w S_{\sigma_{i}}^{\Sigma_{i}^{\dagger}} \cdots w S_{\sigma_{1}}^{\Sigma_{1}^{\dagger}} \mid z^{0}\right),}
\end{aligned}
$$

we use a recursion formula. Then writing $S=\bar{S}+\Sigma$, $M=M+\sigma$ and $S^{\prime}=\bar{S}^{\prime}+\Sigma^{\prime}, \bar{M}^{\prime}=M^{\prime}+\sigma^{\prime}$, we first determine

$$
K=\delta^{\sigma^{\prime \prime}}\left(z_{\bar{M}^{\prime}}^{\bar{S}^{\prime}}\left|S_{\sigma^{\prime}}^{\Sigma^{\prime}} w w_{M_{1}}^{S_{1}} w S_{\sigma}^{\Sigma+}\right| z_{\bar{M}}^{\bar{S}}\right) .
$$

Using the definitions of $W_{M_{1}}^{S_{1}}$ and $S_{\sigma}^{\Sigma_{+}}$acting on $\left.\mid z_{\bar{M}}^{\bar{s}}\right)$, we obtain

$$
\begin{aligned}
& K=(-1)^{(1 / 2)+S^{\prime}+\bar{S}+S_{1}}[\bar{S}]^{1 / 2}\left[\left.\bar{S}^{\prime}\right|^{1 / 2}\left\{\begin{array}{lll}
S & \bar{S} & \frac{1}{2} \\
\overline{S^{\prime}} & S^{\prime} & S_{1}
\end{array}\right\}\right. \\
& \times\left(z_{\bar{M}}^{\overline{S^{\prime}}},\left|w_{M_{1}}^{s_{1}}\right| z_{\overline{\bar{S}^{\prime}}}^{\bar{S}}\right)=\left(z_{\bar{M}^{\prime}}^{\bar{S}^{\prime}}, w_{M_{1}}^{S_{1}} \mid z_{\bar{M}}^{\bar{S}}\right) \times X .
\end{aligned}
$$

Note that for $S_{1}=0$ we simply have the case of scalar operators

$$
X=\delta^{\bar{S} \bar{S}^{\prime}} \delta^{\Sigma^{\prime 2}}[S]^{-1 / 2}
$$

The other possible case is $S_{1}=1$, that is to say, the case of spin-dependent operators.

The table giving the possible values of $[S]^{1 / 2}\left[S^{\prime}\right]^{1 / 2}$ $X\left(\bar{S}, \overline{S^{\prime}}\right)$ is given in Table I.

The last expression to be determined is

$$
-\left(\begin{array}{ccc}
\frac{1}{2} & M_{1} & \sigma \\
\sigma^{\prime} & S_{1} & \frac{1}{2}
\end{array}\right)\left(z_{\overline{M^{\prime}}}^{\bar{S}^{\prime}}\left|S_{\sigma^{\prime}}^{\Sigma^{\prime}} w w_{M_{1}}^{S_{1}} w S_{\sigma}^{\Sigma_{+}}\right| z_{\bar{M}}^{\frac{\bar{S}}{M}}\right),
$$

which is equal to

$$
(-1)^{(1 / 2)+S^{\prime}+\bar{S}+S_{1}}\left\{\begin{array}{lll}
\frac{1}{2} & \frac{1}{2} & S_{1} \\
S^{\prime} & S & \bar{S}
\end{array}\right\} \delta^{\bar{s} \bar{s}^{\prime}} .
$$

Then the element $M$ is

TABLE I

|  |  |  |
| :--- | :--- | :--- |
| $\Sigma^{\prime}{ }^{\Sigma}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ |
| $\frac{1}{2}$ | $\sqrt{\left(\bar{S}+\overline{S^{\prime}}+3\right)\left(\bar{S}+\bar{S}^{\prime}\right)}$ | $-\sqrt{\left(S-\overline{S^{\prime}}+1\right)\left(\overline{S^{\prime}}-\bar{S}+2\right)}$ |
| $\frac{1}{2}$ | $\sqrt{\left(\bar{S}^{\prime}-\bar{S}+1\right)\left(\bar{S}-\bar{S}^{\prime}+2\right)}$ | $\sqrt{\left(\bar{S}+\overline{S^{\prime}}-1\right)\left(\bar{S}+\bar{S}^{\prime}+2\right)}$ |

$$
\begin{aligned}
M= & \prod_{j=1}^{i=1} \delta^{\Sigma_{j}^{\prime} \Sigma_{j}} \times(-1)^{(1 / 2)+s_{i-1}^{\prime}+s_{1}}\left\{\begin{array}{lll}
\frac{1}{2} & \frac{1}{2} & s_{1} \\
s_{i}^{\prime} & s_{i} & s_{i-1}
\end{array}\right\} \\
& \times \prod_{k=1}^{n-1}(-1)^{1 / 2+s_{k+1}^{\prime}+s_{k}+s_{1}} \\
& \times\left[s_{k}\right]^{1 / 2}\left[s_{k}^{\prime}\right]^{1 / 2}\left\{\begin{array}{lll}
s_{k+1} & s_{k-1}^{\prime} & s_{1} \\
s_{k}^{\prime} & s_{k} & \frac{1}{2}
\end{array}\right\},
\end{aligned}
$$

where $s_{k}=\Sigma_{1}+\Sigma_{2}+\cdots+\Sigma_{k}$ and $s_{k}^{\prime}=\Sigma_{1}^{\prime}+\Sigma_{2}^{\prime}+\cdots$ $+\Sigma_{k}^{\prime}$.

## APPENDIX C: ABOUT NORMALIZATION OF THE STATES

Normalization must be stated precisely as follows. In Paper I we have put ${ }^{1}$

$$
\left\langle\left(\left[s^{\prime}\right] \Psi_{\gamma^{\prime}} \mid{ }^{[s]} \Psi_{\gamma}\right)\right\rangle=\left\langle\Psi_{S^{\prime} \gamma^{\prime}} \| \Psi_{s_{\gamma}}\right\rangle \equiv \delta_{\gamma^{\prime} \gamma}[S]^{1 / 2} .
$$

But in the occupation branching representation, it is easier to normalize to unity. This is done in Paper II and with the foregoing definitions of $\left.\left.\mid{ }^{[s /]} N_{\gamma^{\prime}}{ }^{\prime}\right)\right\rangle$ and $\left.\left.{ }^{[5]} N_{y}\right)\right\rangle$ (formulas 7 and 8 ).
It is then, more convenient to introduce the operator ${ }_{[0]} 1 \equiv w$, so that

$$
\left\langle\left([s] \Psi_{\gamma^{\prime}}{ }^{[0]} 1 \mid{ }^{[S]} \Psi_{\gamma}\right)\right\rangle \equiv\left\langle\Psi_{S^{\prime} \gamma^{\prime}} \| \Psi_{S \gamma^{\prime}}\right\rangle \equiv \delta_{\gamma \gamma^{\prime}}[S]^{1 / 2}
$$

while

$$
\left\langle\left({ }^{\left[s^{\prime}\right]} \Psi_{\gamma^{\prime}} \mid{ }^{[s]} \Psi_{\gamma}\right)\right\rangle \equiv\left\langle\Psi_{s^{\prime} \gamma^{\prime}}\left\|w^{-1}\right\| \Psi_{s \gamma^{\prime}}\right\rangle=\delta_{\gamma \gamma^{\prime}}[S]
$$

The ${ }^{[s]} \psi_{\gamma}$ are given by formula (25) of Paper $I^{1}$ with the normalization constant $C_{\gamma}=\left(n!/ d_{\gamma}(n)\right)^{1 / 2}[S]^{1 / 2}$ [formula (38) ${ }^{1}$ ]. Then,
$\left.\left.\left.\left.\mid{ }^{\left[s^{\prime}\right]} \Psi_{\gamma^{\prime}}\right)\right\rangle\left.\equiv\left[S^{\prime}\right]^{1 / 2}\right|^{\left[s^{\prime}\right]} N_{\gamma^{\prime}}\right)\right\rangle$ and $\left.\left.\left.\left.\left.\right|^{[s]} \Psi_{\gamma}\right)\right\rangle\left.\equiv[S]^{1 / 2}\right|^{[s]} N_{\gamma}\right)\right\rangle$
so that $\left\langle\left(\left[{ }^{\left[s^{\prime}\right]} N_{\gamma^{\prime}} \mid{ }^{[s]} N_{\gamma}\right)\right\rangle=\delta_{\gamma \gamma^{\prime}}\right.$.
The exact determination of $N_{c}$ remains, in a general excited state which possesses doubly occupied orbitals. The normalization constant $N_{c}$ is shown to be

$$
N_{c}=\Pi_{c}\left(\frac{2 S_{c}+1}{2 S_{c}+2}\right)^{1 / 2},
$$

using the fact that the standard ordered $\mathbb{G}^{-1 / 2^{\dagger}}$


$$
\begin{array}{r}
\mathbb{O}^{\xi-1 / 2+} \mathbb{O}^{\xi 1 / 2 \dagger} \equiv \frac{\left[S_{\mathrm{op}}+\frac{1}{2}\right]^{1 / 2}}{\left[S_{\mathrm{op}}\right]^{1 / 2}}\left(\xi^{2}\right)^{0^{\dagger}}, \\
\mathbb{O}^{\xi 1 / 2}, \mathbb{O}^{\xi-1 / 2} \equiv \frac{\left[S_{\mathrm{op}}+\frac{1}{2}\right]^{1 / 2}}{\left[S_{\mathrm{op}}\right]^{1 / 2}}\left(\xi^{2}\right)^{0},
\end{array}
$$

$\left(\xi^{2}\right)^{0 \dagger}$ and $\left(\xi^{2}\right)^{0}$ being, respectively, the creation and the annihilation operator of a singlet pair on the orbital $\xi$ as is seen in Paper II, ${ }^{2}$ formula 28.
The demonstration uses the fact that
$\sqrt{\frac{S_{\mathrm{op}}+1}{\left[S_{\mathrm{op}}\right]}} w S_{\sigma^{\prime}}^{-1 / 2 \dagger} w S_{o}^{1 / 2 \dagger}-\sqrt{\frac{S_{\mathrm{op}}}{\left[S_{\mathrm{op}}\right]}} w S_{o^{\prime,}}{ }^{+}$

$$
w S_{o}^{-1 / 2 \dagger} \equiv \frac{\epsilon_{\sigma}{ }_{\sigma}}{\sqrt{2}}
$$

is antisymmetrical, while
$\sqrt{\frac{S_{\mathrm{op}}}{\left[S_{\mathrm{op}}\right]}} w S_{\sigma}^{-1 / 2 \dagger} w S_{\sigma}^{1 / 2 \dagger}+\sqrt{\frac{S_{\mathrm{op}}+1}{\left[S_{\mathrm{op}}\right]}} w S_{\sigma}^{1 / 2 \dagger} w S_{\sigma}^{-1 / 2 \dagger}$
is symmetrical and gives the relation
$\sqrt{\frac{S_{\mathrm{op}}}{\left[S_{\mathrm{op}}\right]}} \mathbb{O}^{\xi-1 / 2+\mathbb{O}^{\xi} 1 / 2 \dagger}+\sqrt{\frac{S_{\mathrm{op}}+1}{\left[S_{\mathrm{op}}\right]}} 0^{\xi} 1 / 2 \dagger \operatorname{Br}^{\xi-1 / 2 \dagger} \equiv 0$.
One can also use a direct demonstration in doing simply that scalar product of two standard states.

APPENDIX D: DETERMINATION OF THE $C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{b} \Sigma_{a}}$
The identity for all $S, M, S^{\prime}, M^{\prime}$ :

$$
\begin{aligned}
& \left(z_{M^{\prime}}^{S_{\prime}^{\prime}}{ }^{\left(S_{a} S_{b}\right) S_{1}} T^{\sigma_{a}^{\prime} \sigma_{b}^{\prime} \sigma_{b}} \mid z_{M}^{S}\right) \\
& \quad \equiv \sum_{(\Sigma)}\left(z_{M^{\prime}}^{S^{\prime}}\left|w S_{\sigma_{a}^{\prime}}^{\Sigma_{a^{+}}} w S_{\sigma_{b}^{\prime}}^{\Sigma_{b}^{\prime}{ }^{\prime}} S_{\sigma_{b}}^{\Sigma_{b}} w S_{\sigma_{a}}^{\Sigma_{a}}\right| z_{M}^{S}\right) C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{a} \Sigma_{b}}
\end{aligned}
$$

enables us to determine the values of $C_{\Sigma_{a}^{\prime} \ldots \text { of }} C_{\Sigma_{a}^{\prime} \ldots}^{\mathrm{op}}$. This can be easily done graphically using Yutsis diagrams:


$$
\equiv-\sum_{(\Sigma)} C_{\Sigma_{a}^{\prime} \Sigma^{\prime} \Sigma_{b} \Sigma_{a}}\left[s-\Sigma_{a}\right]^{1 / 2}\left[s^{\prime}-\Sigma_{a}^{\prime}\right]^{1 / 2}\left[s-\Sigma_{a}-\Sigma_{b}\right]
$$



Part B
with

$$
\begin{aligned}
S-\Sigma_{a}-\Sigma_{b}= & S^{\prime}-\Sigma_{a}^{\prime}-\Sigma_{b}^{\prime} . \\
& \text { Eq. IV }
\end{aligned}
$$

Considering the following angular diagram,


Eq.V
we can join the corresponding free lines and obtain


Part A


Part B

$$
\begin{aligned}
& \times(-1)^{S_{a}-S_{b}+S_{1}}\left[S_{1}\right]^{1 / 2} \\
\equiv & -\sum_{(\Sigma)} C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{b} \Sigma_{a}} \delta^{S_{0}, S-\Sigma_{a}} \delta^{S_{u}, S-\Sigma_{a}-\Sigma_{b}} \bar{S}_{0}^{\prime}, S^{\prime}-\Sigma_{a}^{\prime} \\
& \times\left[S-\Sigma_{a}\right]^{1 / 2}\left[S^{\prime}-\Sigma_{a}\right]^{1 / 2},
\end{aligned}
$$

Eq. VI
that is to say

$$
\begin{aligned}
C_{\Sigma_{a}^{\prime} \Sigma_{b}^{\prime} \Sigma_{b} \Sigma_{a}}= & (-1)^{(1 / 2)-\Sigma_{b}^{\prime}+2\left(\Sigma_{a}+\Sigma_{b}\right)+S_{a}+S_{1}} \\
& \times\left[S_{1}\right]^{1 / 2}\left[S_{0}\right]^{1 / 2}\left[\bar{S}_{0}^{\prime}\right]^{1 / 2}\left\{\begin{array}{lll}
\frac{1}{2} & S_{b} & S_{1} \\
\overline{S_{0}^{\prime}} & \bar{S}_{0} & S_{0}
\end{array}\right\} \\
& \left.\times \left\lvert\, \begin{array}{lll}
S_{a} & S_{b} & S_{1} \\
\frac{1}{2} & \bar{S}_{0} & S \\
\frac{1}{2} & \bar{S}_{0}^{\prime} & S^{\prime}
\end{array}\right.\right\}
\end{aligned}
$$

with

$$
\begin{aligned}
\bar{S}_{0} & =S_{0}+\Sigma_{b}, & & \overline{S_{0}^{\prime}}=S_{0}+\Sigma_{b}^{\prime} \\
S & =S_{0}+\Sigma_{a}+\Sigma_{b}, & & S^{\prime}=S_{0}+\Sigma_{a}^{\prime}+\Sigma_{b}^{\prime}
\end{aligned}
$$

APPENDIX E: DETERMINATION OF M FOR THE BIELECTRONIC OPERATOR [FORMULA (27)]
The only new problem is here to demonstrate the identity

$$
\begin{aligned}
&-\left(\begin{array}{ccc}
\frac{1}{2} & M_{b} & \sigma \\
\sigma^{\prime} & S_{b} & \frac{1}{2}
\end{array}\right)\left(\begin{array}{c|cc}
M_{1} & S_{a} & S_{b} \\
S_{1} & M_{a} & M_{b}
\end{array}\right)\left(z_{M^{\prime}}^{S^{\prime}}\left|S_{\mathrm{o}}^{\Sigma^{\prime}} w w_{M_{1}}^{S_{1}} S_{o}^{\Sigma+}\right| z_{M}^{S}\right) \\
& \equiv\left(z_{M^{\prime}}^{S^{\prime}}\left|w_{M_{a}}^{S_{a}}\right| z_{M}^{S}\right) \times o_{S_{b}\left(S_{a} S_{1}\right)}^{\Sigma^{\prime} \Sigma}\left(S, S^{\prime}\right) .
\end{aligned}
$$

Using again Yutsis angular diagram, we easily obtain
$o_{S_{b}\left(S_{a} S_{1}\right)}^{\Sigma^{\prime}}\left(S, S^{\prime}\right)=(-1)^{S^{\prime}-S+2 \Sigma-S_{b}-S_{1}}[S]^{1 / 2}\left[S^{\prime}\right]^{1 / 2}$

$$
\times\left\{\begin{array}{lll}
S_{a} & S_{b} & S_{1} \\
S & \frac{1}{2} & S+\Sigma \\
S^{\prime} & \frac{1}{2} & S^{\prime}+\Sigma^{\prime}
\end{array}\right\}
$$

There remains then only

$$
-\left(\begin{array}{ccc}
\frac{1}{2} & M_{a} & \sigma_{i} \\
\sigma_{i}^{\prime} & S_{a} & \frac{1}{2}
\end{array}\right) w_{M_{a}}^{S_{a}},
$$

which is the same kind of relation as in the monoelectronic case.
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The existence of closed connected subgroups $X$ of $\delta U(2 j+1)$ such that $D^{j}[\delta U(2)]{ }_{F} \underset{\neq}{ } \delta u(2 j+1)$ is investigated in terms of Lie algebras. We look for a more general solution to this problem. Besides the trivial (orthogonal or symplectic) candidates, Racah pointed out that $X=S_{2}$ is another relevant example, for the case $j=3$. This augmented chain made possible some very interesting theoretical calculations in the framework of atomic spectroscopy. Actually these are all possible solutions. We give a quite simple proof of this fact, using some well-known properties of the $6-j$ symbols.

## 1. INTRODUCTION

In the theoretical analysis of some physical problems (atomic spectroscopy, etc.) ${ }^{1}$ the question often arises of finding closed connected subgroups $x<\delta u(2 j+1)$ ( $j$ integer or half-integer) such that

$$
\begin{equation*}
(\delta \cup(2))_{j} \npreceq x \npreceq \delta U(2 j+1) \tag{1}
\end{equation*}
$$

where $(\delta U(2))_{j}$ is the image of $\delta \mathcal{U}(2)$ under the irrep $D^{j}$. (Given two groups $\mathcal{G}, \mathcal{S}^{\prime}$, the symbol $\mathcal{G}^{\prime}<\mathcal{S}$ stands for " $\mathcal{G}$ ' is a subgroup of $\mathcal{G}$ "; and $\mathcal{G}$ ' $\oint \mathcal{S}$ stands for " $G$ ' is a proper subgroup of $S$." Similar notation will be used for Lie algebras. The symbol $\subset$ is only used to denote set-theoretic inclusion.) The classical groups $\mathrm{SO}(2 j+1)(j$ integer $>1), \mathrm{Sp}(2 j+1)(j$ halfinteger $>\frac{1}{2}$ ) are well-known examples of such $X$. As to further candidates, Racah ${ }^{2}$ realized that for $j=3$ the exceptional Cartan group $S_{2}$ provides a refined chain

$$
\begin{equation*}
(s u(2))_{3}<S_{2}<s \Theta(7)<\operatorname{su}(7), \tag{2}
\end{equation*}
$$

which has proved quite useful in analyzing complex atomic spectra.
Dynkin ${ }^{3}$ has completely classified all possible inclusion types of irreducible groups of unimodular matrices. Dynkin's analysis is general and exhaustive and makes full use of the theory of semisimple, classical,
and exceptional, Lie algebras. A look at Dynkin's tables shows that, with the only exception (2), just the above mentioned possibilities $\delta \theta(2 j+1)$ or $S_{p}(2 j+1)$ for $\mathscr{X}$ remain. That this result is proven does not seem to be generally known by physicists although the fact is "apparently" true.

The aim of this short note is to present a simple, direct analysis of problem (1), using some elementary properties of the $6-j$ symbols. The arithmetical nature of this analysis should be noted.

## 2. THE CLASSICAL SOLUTION

It proves convenient to reformulate our problem in terms of complex Lie algebras. Namely, we wish to find for a given $j>\frac{1}{2}$ the more general Lie algebra $X$ such that

$$
\begin{equation*}
\left(A_{1}\right)_{j} \varsubsetneqq X \varsubsetneqq A_{2 j} \tag{3}
\end{equation*}
$$

( $A_{n}$ is Cartan's notation for the complexified Lie algebra of $\delta u(n+1)$ and $\left(A_{1}\right)_{2}$ stands for the image of $A_{1}$ under $D^{j}$.) From (3) it follows that $A_{2 j}, X$ are naturally endowed with $A_{1}$-module structures.
It is known ${ }^{4}$ that the $A_{1}$-module $A_{2 j}$ decomposes into a multiplicity-free direct sum of irreducible modules

$$
\begin{equation*}
A_{2 j}=\underset{L \oplus I}{\oplus}\left[A_{1}\right]_{j, L}, \quad I \equiv\{1,2, \ldots, 2 j\} \tag{4}
\end{equation*}
$$

$o_{S_{b}\left(S_{a} S_{1}\right)}^{\Sigma^{\prime}}\left(S, S^{\prime}\right)=(-1)^{S^{\prime}-S+2 \Sigma-S_{b}-S_{1}}[S]^{1 / 2}\left[S^{\prime}\right]^{1 / 2}$

$$
\times\left\{\begin{array}{lll}
S_{a} & S_{b} & S_{1} \\
S & \frac{1}{2} & S+\Sigma \\
S^{\prime} & \frac{1}{2} & S^{\prime}+\Sigma^{\prime}
\end{array}\right\}
$$

There remains then only

$$
-\left(\begin{array}{ccc}
\frac{1}{2} & M_{a} & \sigma_{i} \\
\sigma_{i}^{\prime} & S_{a} & \frac{1}{2}
\end{array}\right) w_{M_{a}}^{S_{a}},
$$

which is the same kind of relation as in the monoelectronic case.
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The existence of closed connected subgroups $X$ of $\delta U(2 j+1)$ such that $D^{j}[\delta U(2)]{ }_{F} \underset{\neq}{ } \delta u(2 j+1)$ is investigated in terms of Lie algebras. We look for a more general solution to this problem. Besides the trivial (orthogonal or symplectic) candidates, Racah pointed out that $X=S_{2}$ is another relevant example, for the case $j=3$. This augmented chain made possible some very interesting theoretical calculations in the framework of atomic spectroscopy. Actually these are all possible solutions. We give a quite simple proof of this fact, using some well-known properties of the $6-j$ symbols.

## 1. INTRODUCTION

In the theoretical analysis of some physical problems (atomic spectroscopy, etc.) ${ }^{1}$ the question often arises of finding closed connected subgroups $x<\delta u(2 j+1)$ ( $j$ integer or half-integer) such that

$$
\begin{equation*}
(\delta \cup(2))_{j} \npreceq x \npreceq \delta U(2 j+1) \tag{1}
\end{equation*}
$$
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$$
\begin{equation*}
(s u(2))_{3}<S_{2}<s \Theta(7)<\operatorname{su}(7), \tag{2}
\end{equation*}
$$

which has proved quite useful in analyzing complex atomic spectra.
Dynkin ${ }^{3}$ has completely classified all possible inclusion types of irreducible groups of unimodular matrices. Dynkin's analysis is general and exhaustive and makes full use of the theory of semisimple, classical,
and exceptional, Lie algebras. A look at Dynkin's tables shows that, with the only exception (2), just the above mentioned possibilities $\delta \theta(2 j+1)$ or $S_{p}(2 j+1)$ for $\mathscr{X}$ remain. That this result is proven does not seem to be generally known by physicists although the fact is "apparently" true.

The aim of this short note is to present a simple, direct analysis of problem (1), using some elementary properties of the $6-j$ symbols. The arithmetical nature of this analysis should be noted.

## 2. THE CLASSICAL SOLUTION

It proves convenient to reformulate our problem in terms of complex Lie algebras. Namely, we wish to find for a given $j>\frac{1}{2}$ the more general Lie algebra $X$ such that

$$
\begin{equation*}
\left(A_{1}\right)_{j} \varsubsetneqq X \varsubsetneqq A_{2 j} \tag{3}
\end{equation*}
$$

( $A_{n}$ is Cartan's notation for the complexified Lie algebra of $\delta u(n+1)$ and $\left(A_{1}\right)_{2}$ stands for the image of $A_{1}$ under $D^{j}$.) From (3) it follows that $A_{2 j}, X$ are naturally endowed with $A_{1}$-module structures.
It is known ${ }^{4}$ that the $A_{1}$-module $A_{2 j}$ decomposes into a multiplicity-free direct sum of irreducible modules

$$
\begin{equation*}
A_{2 j}=\underset{L \oplus I}{\oplus}\left[A_{1}\right]_{j, L}, \quad I \equiv\{1,2, \ldots, 2 j\} \tag{4}
\end{equation*}
$$

and that a basis in $\left[A_{1}\right]_{j, L}$ consists of the $(2 j+1) \times$ $(2 j+1)$ matrices
$\left(T_{M}^{L}\right)^{m}{ }_{n}=\sqrt{2 j+1}\left(\begin{array}{ll}m & L \\ j & M \\ j & n\end{array}\right), M=-L,-L+1, \ldots, L$.
Therefore $X$ will be of the form

$$
\begin{equation*}
X=\operatorname{Lel}_{L \in I(X)}\left[A_{1}\right]_{j, L}, \tag{6}
\end{equation*}
$$

where $I(X) \subset I$. As $\left[A_{1}\right]_{j, 1}=\left(A_{1}\right)_{j}$, necessarily $1 \in I(X)$.

Since

$$
\left[\left[A_{1}\right]_{j, L_{1}},\left[A_{1}\right]_{j, L_{2}}\right]
$$

is again an $A_{1}$-module, we have

$$
\left[\left[A_{1}\right]_{j, L_{1}},\left[A_{1}\right]_{j, L_{2}}\right]=\underset{L_{3} \in I}{\oplus} c_{j}\left(L_{1}, L_{2}, L_{3}\right)\left[A_{1}\right]_{j, L_{3}},(7)
$$

where $c_{j}\left(L_{1}, L_{2}, L_{3}\right)=0,1$.
Consequently, the following statement holds:
Lemma 1: $X$ will be a Lie algebra satisfying (3) if and only if $X$ is of the form (6), $\{1\} \neq I(X) \neq I$, and $L_{1}, L_{2} \in I(X)$ implies $L_{3} \in I(X)$ whenever $c_{j}\left(L_{1}, L_{2}\right.$, $\left.L_{3}\right)=1$.
Now from (5) one easily deduces

$$
\begin{align*}
T_{M_{1}^{1}}^{L_{1}} T_{M_{2}}^{L_{2}}=(-) L_{1}+L_{2}+2 j \sqrt{2 j+1} & \sum_{L_{3}, M_{3}}\left(2 L_{3}+1\right) \\
& \times\left\{\begin{array}{llll}
L_{1} & L_{2} & L_{3} \\
j & j & j
\end{array}!\left(\begin{array}{ccc}
L_{1} & L_{2} & M_{3} \\
M_{1} & M_{2} & L_{3}
\end{array}\right) T_{M_{3}}^{L_{3}}\right. \tag{8}
\end{align*}
$$

whence

$$
\begin{align*}
{\left[T_{M_{1}}^{L_{1}}, T_{M_{2}^{2}}^{L_{2}}\right]=} & (-1)^{L_{1}+L_{2}+2 j \sqrt{2 j+1}} \\
& \times \sum_{L_{3} M_{3}}\left[1-(-) L_{1}+L_{2}+L_{3}\right]\left(2 L_{3}+1\right)  \tag{9}\\
& \times\left\{\begin{array}{lll}
L_{1} & L_{2} & L_{3} \\
j & j & j
\end{array}\right\}\left(\begin{array}{cc}
L_{1} & L_{2} M_{3} \\
M_{1} & M_{2} \\
L_{3}
\end{array}\right) T_{M_{3}}^{L_{3}} .
\end{align*}
$$

Therefore
Lemma 2: $c_{j}\left(L_{1}, L_{2}, L_{3}\right)=1$ if and only if
(i) $L_{1}+L_{2}+L_{3}$ is odd,
ii) $\left.\left\lvert\, \begin{array}{ccc}L_{1} & L_{2} & L_{3} \\ j & j & j\end{array}\right.\right\} \neq 0$.

Two direct consequences of Lemma 2 are worth mentioning: First, $c_{j}\left(L_{1}, L_{2}, L_{3}\right)$ is totally symmetric in $L_{1}, L_{2}, L_{3}$; and secondly,

$$
\stackrel{\oplus}{\perp \in I_{-}}\left[A_{1}\right]_{j, L}, \text { with } I_{-} \equiv\{L \in I: L \text { odd }\},
$$

is a Lie algebra. If $\Gamma^{j}=D^{j}\left(i \sigma_{\gamma}\right)$ denotes the element of ( $S \cup(2))_{j}$ representing a rotation of angle $-\pi$ around the Oy axis, it is known ${ }^{4}$ that the matrix $\Gamma^{j}$, in the: standard basis, is symmetric for integer $j$, antisymmetric for half-integer $j$. Moreover

$$
\begin{equation*}
\Gamma^{j} T_{M}^{L}\left(\Gamma^{j}\right)^{-1}=(-)^{L}\left(T_{M}^{L}\right)^{\mathrm{T}} \tag{10}
\end{equation*}
$$

and therefore

$$
\begin{align*}
\underset{L \in I_{-}}{\oplus}\left[A_{1}\right]_{j, L} & =B_{j}, \quad j \text { integer } \\
& =C_{j+\frac{1}{2}}, \quad j \text { half-integer } . \tag{11}
\end{align*}
$$

Expressions (11) exhibit the $A_{1}$-module structure of the classical solutions of (3).

## 3. THE MORE GENERAL SOLUTION

To proceed further, a closer look at $c_{j}\left(L_{1}, L_{2}, L_{3}\right)$ is necessary. First, it is plain that

$$
\begin{equation*}
c_{j}\left(1, L_{2}, L_{3}\right)=1 \quad \text { iff } L_{2}=L_{3} \tag{3.1}
\end{equation*}
$$

On the other hand, using Sato's condensed expressions ${ }^{5}$ for the $6-j$ symbols, Lemma 2 can be replaced by the equivalent

Lemma 3: $c_{j}\left(L_{1}, L_{2}, L_{3}\right)=1$ if and only if
(i) $L_{1}+L_{2}+L_{3}$ is odd,
(ii) $L_{1}, L_{2}, L_{3}$ satisfy the triangular condition $\left(\left|L_{1}-L_{2}\right| \leq L_{3} \leq L_{1}+L_{2}\right)$,
(iii) $\left[L_{1} L_{2}\left(2 j-L_{3}\right)-L_{1} L_{2}\right.$
$\left.\times\left(2 j+1+L_{3}\right)(-1)\right]\left(L_{1}+L_{2}-L_{3}\right) \neq 0$.
[provided one assumes $L_{3} \geq \min \left(L_{1}, L_{2}\right)$; otherwise, just permute appropriately the indices $1,2,3$ in the inequality under (iii)].

We use Sato's shorthand notation

$$
\begin{aligned}
& x^{(\sigma)} \equiv x(x-1) \cdots(x-\sigma+1) \\
& x^{(-\sigma)} \equiv(x+1) \cdots(x+\sigma), \quad \sigma \in \mathbb{Z}_{+}
\end{aligned}
$$

and the binomial expansion of $\left\{x_{1} y_{1} z_{1}-x_{2} y_{2} z_{2}{ }^{(-1)}\right\}^{(\sigma)}$ is symbolically understood.

From Lemma 3 the following set of conclusions can simply be drawn:
Provided that (i) and (ii) of Lemma 3 are satisfied, then
(3.2) $\quad c_{j}\left(L_{1}, L_{2}, 2 j\right)=1$,
(3.3) $\quad c_{j}\left(L_{1}, L_{2}, 2 j-1\right)=1 \quad$ iff
$\left(L_{1}-\Delta_{3}+1\right)\left(L_{2}-\Delta_{3}+1\right)\left(4 j+\Delta_{3}\right) \neq L_{1} L_{2} \Delta_{3}$
with $\Delta_{3} \equiv L_{1}+L_{2}-L_{3}=L_{1}+L_{2}-(2 j-1)$. In particular,

$$
c_{j}(L, L, 2 j-1)=1 \quad \text { iff } j(2 j+1) \neq L(L+1)
$$

(3.4) $c_{j}\left(L_{1}, L_{2}, L_{1}+L_{2}-1\right)=1$,
(3.5) $\quad c_{j}(3, L, L)=1 \quad$ iff

$$
\begin{equation*}
5(2 L+1)^{2}-12(2 j+1)^{2} \neq 17 . \tag{14}
\end{equation*}
$$

An appendix contains a brief discussion of the diophantine equation

$$
\begin{equation*}
5(2 L+1)^{2}-12(2 j+1)^{2}=17 \tag{15}
\end{equation*}
$$

related to (14).
We are now in a position to find the more general Lie algebra $X$ satisfying (3). Such $X$ will have the form given by (6) with $\{1\} \varsubsetneqq I(X) \varsubsetneqq I$ (therefore $j>1$ ).

Suppose that $L \in I(X), \quad L \neq 1$. Three mutually excluding possibilities may arise:
(a) $c_{j}(L, L, 3)=1$;
(b) $c_{j}(L, L, 3)=0, \quad L \neq 2 j-1$;
(c) $c_{j}(L, L, 3)=0, \quad L=2 j-1$.

Case (a): By Lemma $1,3 \in I(X)$, and repeated application of (3.4) leads to $I_{-} \subset I(X),\{L+2 n: n \in \mathbb{Z}\}$ $\cap I \subset I(X)$. Consequently, if $L$ is even, the Lie algebra $X$ as given by (6) will exhaust $A_{2 j}$ [i.e., $\left.I(X)=I\right]$. For the inclusion to be proper, $L$ must be odd and therefore $X=B_{j}(j$ integer $>1)$ or $X=C_{j+\frac{1}{2}}$ ( $j$ half-integer $\left.>\frac{1}{2}\right)$.

Case (b): The couple $L, j$ must satisfy (15). Consequently $L>j, j$ is integer (see Appendix) and (13) holds, since Eqs. (15) and $j(2 j+1)=L(L+1)$ have no simultaneous (positive integer) solution. We conclude thus by (3.3) that $2 j-1 \in I(X)$. Being $2 j-1 \neq L$, the couple $2 j-1, j$ satisfies (14), and hence (3.5) implies $3 \in I(X)$. The argument given for Case (a) can now be repeated, and the same conclusions thereof follow.

Case (c): By (3.5) the specific numerical values $j=3, L=5$ are required. Thus $X=\left[A_{1}\right]_{3,1} \oplus\left[A_{1}\right]_{3,5}$ is a 14-dimensional Lie subalgebra of $A_{6}$. Such Lie algebra $X$ is simple (any proper ideal of $X$ should be an $A_{1}$-module and therefore necessarily $\left[A_{1}\right]_{3.1}$ or $\left[A_{1}\right]_{3,5}$; but none of these modules is an ideal of $X$, as $c_{3}(1,5,5)=1$ by (3.1)]. The only simple Lie algebra of dimension 14 is the exceptional $G_{2}$, and so the chain (2) emerges as

$$
\left(A_{1}\right)_{3}<G_{2}<B_{3}<A_{6}
$$

In conclusion, the following statement has therefore been proved.

Proposition: Let $X$ be any Lie algebra satisfying $\left(A_{1}\right)_{j} \varsubsetneqq X \supsetneqq A_{2 j}$.
Then either

$$
\begin{aligned}
X & =B_{j}, \quad j \text { integer }>1 \\
& =C_{j+\frac{1}{2}}, \quad j \text { half-integer }>\frac{1}{2} \\
X & =G_{2}, \quad j=3
\end{aligned}
$$

(QED)
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## APPENDIX

In the preceding discussion we succeeded in showing
that, unless $j=3$ and $L=5,\left[A_{1}\right]_{j, L} \subset X, L>1, j>1$ imply $\left[A_{1}\right]_{j, 3} \subset X$. This we did either directly [Case (a)] or indirectly [Case (b)], depending on whether $c_{j}(L, L, 3)=1$ or 0 . And once it was shown that $3 \in$ $I(X)$, automatically (3.4) took care of the rest. The particular value $L=3$ seems thus to be so relevant that it may have some interest knowing which $L$ 's are directly connected to it for a given $j$, i.e., $c_{j}(L, L, 3)=$ 1. According to (3.5) this will be the case iff $L>1$, $j>1$ and (14) holds. Alternatively, $c_{j}(L, L, 3)=0$ iff either $L=1$ or the integers $x=2 L+1, y=2 j+1$ satisfy the Diophantine equation

$$
\begin{equation*}
5 x^{2}-12 y^{2}=17 \tag{A1}
\end{equation*}
$$

All (integer) solutions $x, y$ of (A1) consist of odd numbers: $x$ even would imply $17 \equiv 0(\bmod 4) ; y$ even would require $x^{2} \equiv 5(\bmod 8)$, but always $x^{2} \equiv 0,1,4(\bmod 8)$.
Therefore, $c_{j}(L, L, 3)=1$ whenever $L>1, j$ half-integer $>\frac{1}{2}$.
The general solution of (A1) is of the form

$$
\begin{align*}
x & =5 \alpha-36 \beta  \tag{A2}\\
\pm y & =3 \alpha-25 \beta
\end{align*}
$$

where $\alpha, \beta$ are (integer) solutions of the Diophantine Pell's equation ${ }^{6}$

$$
\begin{equation*}
\alpha^{2}-60 \beta^{2}=1 \tag{A3}
\end{equation*}
$$

associated to (A1). In fact, $x, y$ as given by (A2) satisfy (A1). Conversely, if $x, y$ are solutions of (A1), then $x^{2}+y^{2} \equiv 0(\bmod 17)$, whence $y \equiv \pm 4 x(\bmod 17)$.
Therefore, as from (A2)

$$
\begin{align*}
& 17 \alpha=25 x \mp 36 y,  \tag{A4}\\
& 17 \beta=3 x \mp 5 y,
\end{align*}
$$

both rhs of (A4) will be multiples of 17 and $\alpha, \beta$ will be integer solutions of (A3).
All solutions of Pell's equation (A3) are given ${ }^{6}$ by

$$
\begin{equation*}
\left|\alpha_{n}\right|+\left|\beta_{n}\right| \sqrt{60}=(31+4 \sqrt{60})^{n}, \quad n \geq 0 \tag{A5}
\end{equation*}
$$

and therefore $c_{j}(L, L, 3)=0$ iff either $L=1$ or $L=2$, $j=1$, or

$$
\begin{align*}
& 2 L+1=5\left|\alpha_{n}\right|-36 \beta_{n}  \tag{A6}\\
& 2 j+1=\left|25 \beta_{n}-3\right| \alpha_{n}| |
\end{align*}
$$

with $n \geq 1$. And thus, for instance, (A6) gives

$$
\begin{array}{ll}
n=1, & L=5, j=3 \\
& L=149, j=96 \\
n=2, & L=338, j=218 \\
& L=9266, j=5981
\end{array}
$$

etc.
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A more complete treatment of the Ursell-Mayer functions is given here by way of a functional calculus defined on the algebra of complex-valued functions on the exponential of a set. Through measure-theoretical considerations, we are able to establish relationships between these functions and certain linear operators which relate probability densities and correlation functions in statistical mechanics. Also we point out that these functions provide a way of representing states of an infinite system.

## 1. INTRODUCTION

In statistical mechanics, the equilibrium state is usually determined by specifying the zero-density
function $\psi_{n}\left(x_{1}, \ldots, x_{n}\right)=e^{-\beta H_{n}\left(x_{1}, \ldots, x_{n}\right)-\tau n}$, where $H_{n}\left(x_{1}, \ldots, x_{n}\right)$ is the system Hamiltonian and $\beta, \tau$ are constants. For the study of imperfect gases, it is sometime convenient to work with the Ursell-Mayer functions $\varphi_{n}\left(x_{1}, \ldots, x_{n}\right)$, which are defined in terms of $\psi_{n}\left(x_{1}, \ldots, x_{n}\right)$ by the scheme

$$
\begin{aligned}
\psi_{1}\left(x_{1}\right) & =\varphi_{1}\left(x_{1}\right) \\
\psi_{2}\left(x_{1}, x_{2}\right) & =\varphi_{2}\left(x_{1}, x_{2}\right)+\varphi_{1}\left(x_{1}\right) \varphi_{1}\left(x_{2}\right) \\
\psi_{3}\left(x_{1}, x_{2}, x_{3}\right) & =\varphi_{3}\left(x_{1}, x_{2}, x_{3}\right)+\varphi_{2}\left(x_{2}, x_{3}\right) \varphi_{1}\left(x_{1}\right) \\
& +\varphi_{2}\left(x_{1}, x_{3}\right) \varphi_{1}\left(x_{2}\right)+\varphi_{2}\left(x_{1}, x_{2}\right) \varphi_{1}\left(x_{3}\right) \\
& +\varphi_{1}\left(x_{1}\right) \varphi_{1}\left(x_{2}\right) \varphi_{1}\left(x_{3}\right) \\
& \vdots
\end{aligned}
$$

These functions can also be introduced elegantly through a functional calculus. The germ of this idea can be found in Refs. 1 and 2. Since the mechanical systems under consideration here often consist of finitely but variably many identical particles, it is more natural to regard the configuration space of such systems as the set of all finite unordered sequences of points in Euclidean 3-space. Carter and Prenter ${ }^{3}$ pointed out the technical advantages of this viewpoint, and part of their work, namely the exponential construction of a set and of a measure space, is briefly described in Sec. 2. Our first object is to give a rigorous and more complete treatment of the Ursell-Mayer functions within the framework of exponential spaces and via a functional calculus. By doing so, we are able to prove some interesting properties about the Ursell-Mayer functions.
We begin our discussion by introducing an algebra $Q\left(X_{e}\right)$ of complex-valued functions defined on the exponential of a set. Multiplication in this algebra corresponds to the star product used by Schwartz and Ruelle. Through power series expansion, we establish in Sec. 3 the homomorphism between the algebra of locally analytic functions and $Q\left(X_{e}\right)$. The UrsellMayer function $\varphi$ of a function $\psi \in \mathbb{Q}\left(X_{e}\right)$ such that $\psi(0)>0$ is defined to be

$$
\varphi=\log \psi, \quad \psi=\exp \varphi
$$

where Log is the principal branch of the logarithm. Our main result, stated in Sec. 4 , shows that the exp and Log mappings commute with certain linear operators $T, U$ which connect probability densities and correlation functions in statistical mechanics. ${ }^{4,5}$ Also, we point out that the Ursell-Mayer functions can be used to represent states of infinite systems.

## 2. THE ALGEBRA $\mathbb{Q}\left(X_{e}\right)$

Given a nonempty set $X$, we denote the collection of all unordered sequences of finite length in $X$ by $X_{e}$. As pointed out in Ref. 3, an unordered sequence $x$, with length $l(x)=n$, may be written as a formal product

$$
x=x_{1} \cdots x_{n}
$$

where the order of factors is irrelevant. When $n=0$, we write $x=0$. By collecting equal factors, the product can also be written in the form

$$
x=t_{1}^{r_{1}} \cdots t_{m}^{r_{m}}
$$

where $t_{1}, \ldots, t_{m}$ are the distinct factors of $x$ and $r_{1}, \ldots, r_{m}$ are the corresponding multiplicities. We adopt the convention that, for all $t \in X, t^{r}=0$ if $r=0$. Also, we denote the multiplicity of each factor $t$ of $x$ by $r(x, t)$, and define $r(x, t)=0$, if $t$ is not a factor of $x$.
There is a natural binary operation on $X_{e}$, called concatenation, defined as follows: If $x=x_{1} \cdots x_{m}$ and $y=y_{1} \cdots y_{n}$, then

$$
x y=x_{1} \cdots x_{m} y_{1} \cdots y_{n}
$$

with 0 as the identity element. Notice that $r(x y, t)=$ $r(x, t)+r(y, t)$ for all $x, y \in X_{e}$. Let $x \in X_{e}$ and let $n$ be a positive integer. An $n$-partition of $x$ is an $n-$ tuple of unordered sequences $\left(x_{1}, \ldots, x_{n}\right)$ such that $x=x_{1} \cdots x_{n}$. The set of all $n$-partitions of $x$ is denoted by $P_{n}(x)$. The index of an unordered sequence $x=t_{1}^{r_{1}} \cdots t_{m}^{r_{m}}$ is $I(x)=r_{1}!\cdots r_{m}$ ! and the index of an $n$-partition $\left(x_{1}, \ldots, x_{n}\right)$ of $x$ is

$$
I\left(x_{1}, \ldots, x_{n}\right)=I(x) / I\left(x_{1}\right) \cdots I\left(x_{n}\right)
$$

Now let $Q\left(X_{e}\right)$ denote the family of all complex-valued functions defined on $X_{e}$. If $\varphi, \psi \in \mathfrak{Q}\left(X_{e}\right)$, their star product $\varphi * \psi$ is defined on $X_{e}$ by the equation

$$
\begin{equation*}
\varphi * \psi(x)=\sum\left\{I\left(x_{1}, x_{2}\right) \varphi\left(x_{1}\right) \psi\left(x_{2}\right):\left(x_{1}, x_{2}\right) \in P_{2}(x)\right\} . \tag{2.1}
\end{equation*}
$$

The notation for star products is simplified by introducing a special symbol $\Sigma^{*}$. If $S$ is a set of partitions of an unordered sequence $x$, then

$$
\sum *\left\{f\left(x_{1}, \ldots, x_{n}\right):\left(x_{1}, \ldots, x_{n}\right) \in S\right\}
$$

will denote the corresponding sum in which each term is multiplied by the index of the partition $\left(x_{1}, \ldots, x_{n}\right)$. In this notation we have

$$
\varphi * \psi(x)=\sum^{*}\left\{\varphi\left(x_{1}\right) \psi\left(x_{2}\right):\left(x_{1}, x_{2}\right) \in P_{2}(x)\right\}
$$

With this product, $\mathfrak{a}\left(X_{e}\right)$ becomes a commutative algebra with identity $1^{*}$ given by

$$
1^{*}(x)= \begin{cases}1 & \text { if } x=0 \\ 0 & \text { otherwise }\end{cases}
$$

By a simple inductive argument, we obtain
Theorem 2.1: Let $\left(\varphi_{1}, \ldots, \varphi_{k}\right), k \geq 1$, be a finite sequence of functions in $\mathbb{Q}\left(X_{e}\right)$. Then

$$
\begin{aligned}
&\left(\varphi_{1} * \cdots * \varphi_{k}\right)(x)=\sum^{*}\left\{\varphi_{1}\left(x_{1}\right) \cdots \varphi_{k}\left(x_{k}\right):\right. \\
&\left.\left(x_{1}, \ldots, x_{k}\right) \in P_{k}(x)\right\}
\end{aligned}
$$

The $n$th power of an element $\varphi$ under the star operation will be denoted simply by $\varphi^{n}$. For $n=0$, we define $\varphi^{0}=1^{*}$. A function $\varphi \in \mathbb{Q}\left(X_{e}\right)$ has a multiplicative inverse if and only if $\varphi \in \mathcal{Q}_{1}=\left\{\varphi \in Q\left(X_{e}\right)\right.$ $\varphi(0) \neq 0\}$. An exact formula for the inverse is given by Eq. (3.3) below. The complement of $\mathbb{Q}_{1}$,

$$
a_{0}=\left\{\varphi \in \mathbb{Q}\left(X_{e}\right): \varphi(0)=0\right\}
$$

is a maximal ideal in $Q\left(X_{e}\right)$. It also possesses another interesting property given by

Theorem 2.2: Let $\varphi \in \mathbb{a}_{0}$. If $n>l(x)$, then $\varphi^{n}(x)=0$.
The proof follows trivially from Theorem 2.1 and the fact that if $\left(x_{1}, \ldots, x_{n}\right) \in P_{n}(x)$ and $n>l(x)$, then $x_{i}=0$ for some $i=1,2, \ldots, n$. As a consequence of Theorem 2.2, arbitrary infinite power series $\sum_{n=0}^{\infty}$ $c_{n} \varphi^{n}$ are easily defined for members of $\mathbb{Q}_{0}$ by the equation

$$
\begin{equation*}
\left(\sum_{n=0}^{\infty} c_{n} \varphi^{n}\right)(x)=\sum_{n=0}^{l(x)} c_{n} \varphi^{n}(x) \tag{2.2}
\end{equation*}
$$

This important observation furnishes the basis of our discussion in the next section.
Another useful way of writing Eq. (2.2) can be given as follows: An $n$-partition ( $x_{1}, \ldots, x_{n}$ ) of an unordered sequence $x$ is proper if $x_{i} \neq 0$ for all $i=1, \ldots, n$.
The class of all proper $n$-partitions of $x$ will be denoted by $Q_{n}(x)$. Furthermore, $Q(x)$ will denote the class of proper $n$-partitions of $x$ for all $n=1,2, \cdots$. That is,

$$
Q(x)=\cup\left\{Q_{n}(x): 0<n \leq l(x)\right\}
$$

By Theorem 2.1 and the above definition, Eq. (2.2) is equivalent to

$$
\begin{aligned}
& \left(\sum_{n=0}^{\infty} c_{n} \varphi^{n}\right)(0)=c_{0} \\
& \left(\sum_{n=0}^{\infty} c_{n} \varphi^{n}\right)(x) \\
& \quad=\sum^{*}\left\{c_{k} \varphi\left(x_{1}\right) \ldots \varphi\left(x_{k}\right):\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\} \\
& \quad \text { if } x \neq 0
\end{aligned}
$$

For each $x \in X_{e}$, we define a linear operator $D_{x}$ : $Q\left(X_{e}\right) \rightarrow Q\left(X_{e}\right)$ by the equation

$$
D_{x} \varphi(y)=\varphi(x y)
$$

This corresponds to a similar operator used by Ruelle. ${ }^{1}$ Notice that $D_{x} D_{y}=D_{x y}$ for all $x, y \in X_{e}$. When $x=0, D_{x}$ is the identity. When $l(x)=1, D_{x}$ is a derivation in the sense that

$$
D_{x}(\varphi * \psi)=\varphi * D_{x} \psi+D_{x} \varphi * \psi
$$

Theorem 2.3 below shows that $D_{x}$ behaves like a differential operator of order $l(x)$.

Lemma 2.1: Let $f$ be a function on $X_{e} \times X_{e}$ into a linear space. Then, for each $x, y \in X_{e}$ such that $l(x)=1$,

$$
\begin{aligned}
\sum^{*}\{f(x u, v)+f(u, x v):(u, v) & \left.\in P_{2}(y)\right\} \\
& =\sum^{*}\left\{f(u, v):(u, v) \in P_{2}(x y)\right\}
\end{aligned}
$$

Proof: For each $y \in X_{e}$, we have

$$
\sum^{*}\left\{f(x u, v):(u, v) \in P_{2}(y)\right\}
$$

$$
=\sum\left\{\frac{I(y) r(x y, x) r(x u, x)}{I(u) I(v) r(x y, x) r(x u, x)} f(x u, v):(u, v) \in P_{2}(y)\right\}
$$

$$
=\sum\left\{\frac{I(x y) r\left(u^{\prime}, x\right)}{I\left(u^{\prime}\right) I\left(v^{\prime}\right) r(x y, x)} f\left(u^{\prime}, v^{\prime}\right):\left(u^{\prime}, v^{\prime}\right) \in P_{2}(x y)\right.
$$

$$
\text { and } \left.x \text { is a factor of } u^{\prime}\right\}
$$

Since $r\left(u^{\prime}, x\right)=0$ if $x$ is not a factor of $u^{\prime}$, the above sum is equal to

$$
\sum\left\{\frac{I(x y) r\left(u^{\prime}, x\right)}{I\left(u^{\prime}\right) I\left(v^{\prime}\right) r(x y, x)} f\left(u^{\prime}, v^{\prime}\right):\left(u^{\prime}, v^{\prime}\right) \in P_{2}(x y)\right\}
$$

By a similar argument, we obtain

$$
\begin{aligned}
& \Sigma^{*}\left\{f(u, x v):(u, v) \in P_{2}(y)\right\} \\
& \quad=\sum\left\{\frac{I(x y) r\left(v^{\prime}, x\right)}{I\left(u^{\prime}\right) I\left(v^{\prime}\right) r(x y, x)} f\left(u^{\prime}, v^{\prime}\right):\left(u^{\prime}, v^{\prime}\right) \in P_{2}(x y)\right\}
\end{aligned}
$$

The lemma now follows by combining the above sums and using the identity $r(u, x)+r(v, x)=r(u v, x)$.

Theorem 2.3: Let $\varphi, \psi \in \mathbb{Q}\left(X_{e}\right)$ and $x$ be a member of $X_{e}$. Then

$$
D_{x}(\varphi * \psi)=\sum^{*}\left\{D_{u} \varphi * D_{v} \psi:(u, v) \in P_{2}(x)\right\}
$$

Proof: The proof is by induction on $l(x)$. Clearly the result holds for $x=0$. When $l(x)=1$, we have

$$
\begin{aligned}
\left(D_{x} \varphi * \psi+\varphi * D_{x} \psi\right)(y)=\sum^{*} & \{\varphi(x u) \psi(v) \\
& \left.+\varphi(u) \psi(x v):(u, v) \in P_{2}(y)\right\}
\end{aligned}
$$

Applying Lemma 2.1 with $f(u, v)=\varphi(u) \psi(v)$, we see the right-hand sum is equal to $D_{x}(\varphi * \psi)(y)$. Now suppose the result holds for $l(x)=k \geq 1$, we write $x=$ $y z$, where $l(y)=1$ and $l(z)=k$. Then

$$
\begin{aligned}
D_{x}(\varphi * \psi) & =D_{y}\left(D_{z}(\varphi * \psi)\right) \\
& =\sum *\left\{D_{y u} \varphi * D_{v} \psi+D_{u} \varphi * D_{y v} \psi:(u, v) \in P_{2}(z)\right\}
\end{aligned}
$$

Again using Lemma 2.1 with $f(u, v)=D_{u} \varphi * D_{v} \psi$, we obtain the desired result.
By analogy with the theory of ordinary differential equations, we have the following simple fact:

Theorem 2.4: Let $\psi \in Q\left(X_{e}\right)$. Then for all $x \in X$, the pair of equations

$$
\begin{aligned}
D_{x} \varphi & =\varphi * \psi \\
\varphi(0) & =0
\end{aligned}
$$

has the unique solution $\varphi=0$.
Now suppose that the set $X$ is endowed with a $\sigma$-finite measure structure. Carter and Prenter ${ }^{3}$ have shown that it induces a natural $\sigma$-finite measure structure on $X_{e}$ as follows: Let $X$ be a $\sigma$-algebra of subsets of $X$ and let $\xi$ be a $\sigma$-finite measure defined on $X$. For each nonnegative integer $n,\left(X^{\cdot n}, X^{\cdot n}, \xi \cdot n\right)$ denotes the $n$th product space. When $n=0, X^{\cdot 0}=\{0\}$ and $\xi^{\cdot} 0(\{0\})$ $=1$. Let $X_{e}^{*}=\cup_{n=0}^{\infty} X^{\cdot n}$. Then

$$
X_{\dot{e}}=\left\{\bigcup_{n=0}^{\infty} A_{n}: A_{n} \in X \cdot n \text { for each } n\right\}
$$

is a $\sigma$-algebra of subsets of $X_{e}^{*}$, and the set function $\xi_{e}^{\cdot}$ defined on $\mathfrak{X}_{e}^{\cdot}$ by

$$
\xi_{e}(E)=\sum_{n=0}^{\infty} \frac{1}{n!} \xi \cdot n(E \cap X \cdot n)
$$

is a $\sigma$-finite measure. The quotient space of ( $X_{e}^{*}, X_{e}$, $\xi_{e}^{*}$ ) under the natural projection $p: X_{e}^{*} \rightarrow X_{e}$ (here members of $X_{e}$ are regarded as equivalence classes of elements in $X_{e}^{*}$ under the equivalence relation of rearrangement) is called the exponential space of ( $X, x, \xi$ ) and is denoted by ( $X_{e}, x_{e}, \xi_{e}$ ).
Let $\mathscr{L}_{1}\left(X_{e}\right)$ be the set of all $\xi_{e}$-integrable functions, and let $L_{1}\left(X_{e}\right)$ be the corresponding set of equivalence classes. In view of the following known theorem, $L_{1}\left(X_{e}\right)$ is a commutative Banach algebra with identity $1^{*}$.

Theorem 2.5: If $\varphi_{1}, \varphi_{2} \in \mathscr{L}_{1}\left(X_{e}\right)$, then so is $\varphi_{1} * \varphi_{2} \in \mathcal{L}_{1}\left(X_{e}\right)$.
Moreover,
(i) $\int \varphi_{1} * \varphi_{2} d \xi_{e}=\left(\int \varphi_{1} d \xi_{e}\right)\left(\int \varphi_{2} d \xi_{e}\right)$
(ii) $\int\left|\varphi_{1} * \varphi_{2}\right| d \xi_{e} \leq\left(\int\left|\varphi_{1}\right| d \xi_{e}\right)\left(\int\left|\varphi_{2}\right| d \xi_{e}\right)$.

## 3. THE OPERATIONAL CALCULUS

In this section we will set up an operational calculus for $Q\left(X_{e}\right)$, which is suggested by the standard operational calculus for Banach spaces. The spectrum of an element $\varphi \in \mathbb{Q}\left(X_{e}\right)$ is defined to be the set of all complex numbers $z$ such that $\varphi-z 1^{*}$ has no inverse. Since $\varphi-z 1^{*}$ has no inverse if and only if it belongs to $\mathbb{Q}_{0}$, the spectrum of $\varphi$ consists of the single point
$\varphi(0)$. If $F$ is a locally analytic function such that $\varphi(0) \in \operatorname{dom} F$, we define $F(\varphi)$ by using the Taylor's series expansion of $F$ about $\varphi(0)$. That is,

$$
\begin{equation*}
F(\varphi)=\sum_{n=0}^{\infty} a_{n}\left[\varphi-\varphi(0) 1^{*}\right]^{n} \tag{3.1}
\end{equation*}
$$

where $a_{n}=\left[F^{(n)}(\varphi(0))\right] / n!$. Since $\varphi-\varphi(0) 1^{*}$ belongs to $Q_{0}$, this infinite series is defined in the sense of Eq. (2.2). Also, by Eq. (2.3), we have
$F(\varphi)(0)=F(\varphi(0))$,
$F(\varphi)(x)=\sum^{*}\left\{a_{n} \varphi\left(x_{1}\right) \cdots \varphi\left(x_{n}\right):\left(x_{1}, \ldots, x_{n}\right) \in Q(x)\right\}$

$$
\begin{equation*}
\text { if } x \neq 0 \tag{3.}
\end{equation*}
$$

Consider the class of all locally analytic functions whose domains contain $\varphi(0)$. Two such functions $F$, $G$ are equivalent relative to $\varphi$ if $F(z)=G(z)$ on some neighborhood of $\varphi(0)$. The set of equivalence classes of such functions forms a commutative algebra with multiplicative identity, where the algebraic operations are defined in the obvious way by using representative functions. We shall denote this algebra by $\mathscr{F}_{\varphi}$.

Theorem 3.1: For each $\varphi \in Q\left(X_{e}\right)$, the mapping $F \rightarrow F(\varphi)$ given by Eq. (3.1) determines a homomorphism of the algebra $\mathscr{F}_{\varphi}$ into $Q\left(X_{e}\right)$. Moreover, it maps the constant function $F(z) \stackrel{e}{=} 1$ into $1^{*}$ and the identity function $F(z)=z$ into $\varphi$.

Proof: Clearly, the mapping $F \rightarrow F(\varphi)$ is linear. Let $F(z), G(z)$ be two members of $\mathscr{F}_{\varphi}$ with expansions

$$
\begin{aligned}
& F(z)=\sum_{m=0}^{\infty} a_{m}[z-\varphi(0)]^{m}, \\
& G(z)=\sum_{n=0}^{\infty} b_{n}[z-\varphi(0)]^{n} .
\end{aligned}
$$

For $x=0,(F(\varphi) * G(\varphi))(0)=(F G(\varphi))(0)=a_{0} b_{0}$. When $l(x)>0$, we have

$$
\begin{aligned}
& (F(\varphi) * G(\varphi))(x) \\
& \quad=\Sigma\left\{\frac{I(x)}{I(u) I(v)} F(\varphi)(u) G(\varphi)(v):(u, v) \in P_{2}(x)\right\}
\end{aligned}
$$

Separating out the terms with $u=0$ and $v=0$ and expanding $F(\varphi)(u), G(\varphi)(v)$, we obtain for this sum

$$
\begin{aligned}
a_{0} \sum & \left\{\frac{I(x)}{I\left(y_{1}\right) \cdots I\left(y_{l}\right)} b_{l} \varphi\left(y_{1}\right) \cdots \varphi\left(y_{l}\right):\left(y_{1}, \ldots, y_{l}\right) \in Q(x)\right\} \\
& +b_{0} \sum\left\{\frac{I(x)}{I\left(y_{1}\right) \cdots I\left(y_{l}\right)} a_{l} \varphi\left(y_{1}\right) \cdots \varphi\left(y_{l}\right):\left(y_{1}, \ldots, y_{l}\right) \in Q(x)\right\} \\
& +\sum\left\{\frac{I(x)}{I I(u) I(v)}\left(\sum\left\{\frac{I(u)}{I\left(u_{1}\right) \cdots I\left(u_{m}\right)} a_{m} \varphi\left(u_{1}\right) \cdots \varphi\left(u_{m}\right):\left(u_{1}, \ldots, u_{m}\right) \in Q(u)\right\}\right)\right. \\
& \times\left(\sum\left\{\frac{I(v)}{I\left(v_{1}\right) \cdots I\left(v_{n}\right)} b_{n} \varphi\left(v_{1}\right) \cdots \varphi\left(v_{n}\right):\left(v_{1}, \ldots, v_{n}\right) \in Q(v)\right\}\right) \\
& \times(u, v) \in Q(x)\} .
\end{aligned}
$$

The last term can be rewritten as

$$
\begin{aligned}
& \sum\left\{\frac{I(x)}{I\left(u_{1}\right) \cdots I\left(u_{m}\right) I\left(v_{1}\right) \cdots I\left(v_{n}\right)}\right. \\
& \quad \times a_{m} b_{n} \varphi\left(u_{1}\right) \cdots \varphi\left(u_{m}\right) \varphi\left(v_{1}\right) \cdots \varphi\left(v_{n}\right):
\end{aligned}
$$

$\sqrt{\left(u_{1}, \ldots, u_{m}\right) \in Q(u),\left(v_{1}, \ldots, v_{n}\right) \in Q(v)}$
for some $u, v \in X_{e}$ such that $\left.(u, v) \in Q_{2}(x)\right\}$.
Collecting terms corresponding to the same partition in $Q(x)$ and combining it with the first two terms above, we have
$\Sigma^{*}\left\{\left(\sum_{k=0}^{l} a_{l} b_{l-k}\right) \varphi\left(y_{1}\right) \ldots \varphi\left(y_{l}\right):\left(y_{1}, \ldots, y_{l}\right) \in Q(x)\right\}$, which is equal to $((F G)(\varphi))(x)$. The rest of the theorem follows immediately from the definition of $F(\varphi)$.
As a consequence of Theorem 3.1 and Eq. (3.2), $\varphi^{-1}$ is equal to $F(\varphi)$, where $F(z)=1 / z$. That is,

$$
\begin{align*}
\varphi^{-1}(0) & =\frac{1}{\varphi(0)}, \\
\varphi^{-1}(x) & =\sum^{*}\left\{\frac{(-1)^{k}}{\varphi(0)^{k+1}} \varphi\left(x_{1}\right) \ldots \varphi\left(x_{k}\right):\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\} \\
& \text { if } x \neq 0 . \tag{3.3}
\end{align*}
$$

In the foregoing discussion, we focus our attention on a particular function $\varphi \in \mathbb{Q}\left(X_{e}\right)$. Now we reverse this point of view and consider the mapping $\varphi \rightarrow F(\varphi)$ for a fixed locally analytic function $F$. More precisely, for each such function $F$, let $\mathscr{D}_{F}$ be the class of all members $\varphi \in Q\left(X_{e}\right)$ such that $\varphi(0) \in \operatorname{dom} F$. Then the mapping $\varphi \rightarrow F(\varphi)$ is a function on $D_{F}$ into $\mathbb{Q}\left(X_{e}\right)$. For purposes of the following theorem, we shall denote this function by $F^{*}$.

Theorem 3.2: The mapping $F \rightarrow F^{*}$ defined above preserves functional composition in the sense that for all locally analytic functions $F, G$,

$$
(F \circ G)^{*}=F^{*} \circ G^{*}
$$

That is, $(F \circ G)(\varphi)$ is defined if and only if $F(G(\varphi))$ is defined, in which case ( $F \circ G$ ) $(\varphi)=F(G(\varphi))$.

Proof: It is easy to show that $(F \circ G)(\varphi)$ is defined if and only if $F(G(\varphi))$ is defined. Now suppose $\varphi(0) \in$ $\operatorname{dom}(F \circ G)$ and $G(z), F(z)$ have the following expansions about $\varphi(0), G(\varphi(0))$, respectively:

$$
\begin{aligned}
& G(z)=G(\varphi(0))+\sum_{n=1}^{\infty} d_{n}[z-\varphi(0)]^{n} \\
& F(z)=\sum_{n=0}^{\infty} c_{n}[z-G(\varphi(0))]^{n}
\end{aligned}
$$

Then the expansion of $(F \circ G)(z)$ about $\varphi(0)$ is given by

$$
(F \circ G)(z)=\sum_{n=0}^{\infty} q_{n}[z-\varphi(0)]^{n}
$$

where $q_{0}=c_{0}$ and for $n>0$
$q_{n}=\sum_{k=1}^{n} c_{k}\left(\sum\left\{d_{j_{1}} \ldots d_{j_{k}}: j_{1}+\ldots+j_{k}=n\right.\right.$, all $\left.\left.j^{\prime} s \geq 1\right\}\right)$ Clearly, $F(G(\varphi))(0)=((F \circ G)(\varphi))(0)=c_{0}$. Suppose $x \neq 0$.
We have
$F(G(\varphi))(x)=\sum\left\{\frac{I(x)}{I\left(u_{1}\right) \cdots I\left(u_{k}\right)} c_{k} G(\varphi)\left(u_{1}\right) \cdots G(\varphi)\left(u_{k}\right):\right.$
$\left.\left(u_{1}, \ldots, u_{k}\right) \in Q(x)\right\}$
$=\sum\left\{I\left(u_{11}\right) \cdots I\left(u_{1 j_{1}}\right) \cdots I\left(u_{k 1}\right) \cdots I\left(u_{k j_{k}}\right)\right.$

$d_{j_{1}} \cdots d_{j_{k}} \varphi\left(u_{11}\right) \cdots \varphi\left(u_{1 j_{1}}\right) \ldots \varphi\left(u_{k j_{k}}\right):$
$\left(u_{11}, \ldots, u_{1 j_{1}}\right) \in Q\left(u_{1}\right), \ldots,\left(u_{k 1}, \ldots, u_{k j_{k}}\right)$

$\in Q\left(u_{k}\right)$ for some $u_{1}, \ldots, u_{k} \in X_{e}$ such that
$\left.\left(u_{1}, \ldots, u_{k}\right) \in Q(x)\right\}$.

$$
\left.\left(u_{1}, \ldots, u_{k}\right) \in Q(x)\right\}
$$

$$
=2 \sqrt{I\left(u_{11}\right) \cdots I\left(u_{1 j_{1}}\right) \cdots I\left(u_{k 1}\right) \cdots I\left(u_{k j_{k}}\right)}
$$

$$
\left(u_{11}, \ldots, u_{1 j_{1}}\right) \in Q\left(u_{1}\right), \ldots,\left(u_{k 1}, \ldots, u_{k j_{k}}\right)
$$

$$
\in Q\left(u_{k}\right) \text { for some } u_{1}, \ldots, u_{k} \in X_{e} \text { such that }
$$

$$
\left.\left(u_{1}, \ldots, u_{k}\right) \in Q(x)\right\}
$$

Collecting terms corresponding to the same partition $\left(u_{11}, \ldots, u_{1 j_{1}}, \ldots, u_{k 1}, \ldots, u_{k j_{k}}\right)$ in $Q(x)$, we obtain

$$
\begin{aligned}
& \sum\left\{\frac { I ( x ) } { I ( x _ { 1 } ) \cdots I ( x _ { n } ) } \sum _ { k = 1 } ^ { n } c _ { k } \left(\sum \left\{d_{i_{1}} \cdots d_{j_{k}}: j_{1}+\cdots+j_{k}=n\right.\right.\right. \\
& \left.\left.\left.\quad \text { all } j^{\prime} s \geq 1\right\}\right) \varphi\left(x_{1}\right) \cdots \varphi\left(x_{n}\right):\left(x_{1}, \ldots, x_{n}\right) \in Q(x)\right\}
\end{aligned}
$$

which is equal to $(F \circ G)(\varphi)(x)$.
The operator $D_{x}$ of Sec. 2 acts as a differential operator on $F(\varphi)$ in the sense of

Theorem 3.3: Let $x$ be a member of $X_{e}$ such that $l(x)=1$, and let $F$ be a locally analytic function with derivative $F^{\prime}$. Then, for each $\varphi \in \mathbb{D}_{F}$

$$
D_{x} F(\varphi)=F^{\prime}(\varphi) * D_{x} \varphi
$$

Proof: Let $F$ have the expansion

$$
F(z)=\sum_{n=0}^{\infty} b_{n}[z-\varphi(0)]^{n}
$$

It is easy to show that $\left(F^{\prime}(\varphi) * D_{x} \varphi\right)(0)=\left(D_{x} F(\varphi)\right)(0)$ $=b_{1} \varphi(x)$. When $y \neq 0$, we have

$$
\left(F^{\prime}(\varphi) * D_{x} \varphi\right)(y)=F^{\prime}(\varphi)(0)_{\varphi}(x y)+\sum\left\{\frac{I(y)}{I(u) I(v)}\right.
$$

$$
\begin{aligned}
& \times\left(\sum \left\{\frac{I(u)}{I\left(u_{1}\right) \ldots I\left(u_{k}\right)}(k+1) b_{k+1} \varphi\left(u_{1}\right) \cdots \varphi\left(u_{k}\right):\right.\right. \\
& \left.\left.\left(u_{1}, \ldots, u_{k}\right) \in Q(u)\right\}\right) D_{x} \varphi(v):(u, v) \in P_{2}(y) \\
& u \neq 0\}
\end{aligned}
$$

Let $u_{k+1}=x v$. Since $r\left(u_{k+1}, x\right)=0$ if $x$ is not a factor of $u_{k+1}$, the above sum is equal to

$$
\begin{aligned}
& F^{\prime}(\varphi)(0)_{\varphi}(x y)+\sum\left\{\frac{I(x y)}{I\left(u_{1}\right) \cdots I\left(u_{k+1}\right)} \frac{r\left(u_{k}, x\right)}{r(x y, x)}\right. \\
& \quad \times(k+1) b_{k+1} \varphi\left(u_{1}\right) \cdots \varphi\left(u_{k+1}\right):\left(u_{1}, \ldots, u_{k+1}\right) \\
& \quad \in Q(x y) \text { and } k \geq 2\} .
\end{aligned}
$$

By the symmetry of this sum, it can be expressed as

$$
\begin{aligned}
F^{\prime}(\varphi) & (0)_{\varphi}(x y)+\sum\left\{\frac{I(x y)}{r\left(u_{1}\right) \ldots I\left(u_{k+1}\right)} \frac{r\left(u_{j}, x\right)}{r(x y, x)}\right. \\
& \times b_{k+1} \varphi\left(u_{1}\right) \cdots \varphi\left(u_{k+1}\right):\left(u_{1}, \ldots, u_{j}, \ldots, u_{k}\right) \\
& \in Q(x y), \quad k \geq 2, j=1,2, \ldots, k+1\}
\end{aligned}
$$

Using the identity $r\left(u_{1}, x\right)+\cdots+r\left(u_{k+1}, x\right)=r(x y, x)$ and the fact that $F^{\prime}(\varphi)(0)=b_{1}$, we finally have

$$
\begin{aligned}
& b_{1} \varphi(x y)+ \sum\left\{\frac{I(x y)}{I\left(u_{1}\right) \cdots I\left(u_{k+1}\right)} b_{k+1} \varphi\left(u_{1}\right) \cdots \varphi\left(u_{k+1}\right):\right. \\
&\left.\left(u_{1}, \ldots, u_{k+1}\right) \in Q(x y), \quad k \geq 2\right\}=\left(D_{x} F(\varphi)\right)(y) .
\end{aligned}
$$

Finally, we have
Theorem 3.4: Let $\varphi \in \mathscr{L}_{1}\left(X_{e}\right)$ and let $F(z)$ be a locally analytic function such that $\varphi(0) \in \operatorname{dom} F$. Then $F(\varphi) \in \mathscr{L}_{1}\left(X_{e}\right)$ if the series

$$
\sum_{n=1}^{\infty} \frac{\left|F^{(n)}(\varphi(0))\right|}{n!}\left(\int|\varphi| d \xi_{e}-|\varphi(0)|\right)^{n}
$$

converges. In this case, $\int F(\varphi) d \xi_{e}=F\left(\int \varphi d \xi_{e}\right)$.

The proof of this theorem involves simple applications of Lebesgue convergence theorems.

## 4. URSELL-MAYER FUNCTIONS

For a systematic treatment of Ursell-Mayer functions, we first introduce the exponential mapping $\varphi \rightarrow \exp \varphi$. This mapping is defined on $Q\left(X_{e}\right)$ and has range $a_{1}$. Using Eq. (3.2), we have
$(\exp \varphi)(0)=e^{\varphi(0)}$,
$(\exp \varphi)(x)$

$$
\begin{align*}
& =\sum^{*}\left\{\frac{e^{\varphi(0)}}{k!} \varphi\left(x_{1}\right) \cdots \varphi\left(x_{k}\right):\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\}  \tag{4.1}\\
& \text { if } x \neq 0
\end{align*}
$$

Alternatively, $\exp \varphi$ may be defined as the unique solution $\psi$ of the pair of equations

$$
\begin{aligned}
& D_{x} \psi=\psi * D_{x} \varphi \\
& \psi(0)=e^{\varphi(0)}
\end{aligned}
$$

where $l(x)=1$. The addition formula

$$
\exp \left(\varphi_{1}+\varphi_{2}\right)=\exp \varphi_{1} * \exp \varphi_{2}
$$

is easily established using this characterization of $\exp \varphi$.
A generalization of

$$
D_{x}(\exp \varphi)=\exp \varphi * D_{x} \varphi
$$

is given by
Theorem 4.1: Let $x$ be a member of $X_{e}$ such that $l(x) \geq 1$. Then

$$
\begin{aligned}
& D_{x}(\exp \varphi)=\sum^{*}\left\{(1 / k!) \exp \varphi * D_{x_{1}} \varphi * \cdots * D_{x_{k}} \varphi:\right. \\
&\left.\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\}
\end{aligned}
$$

Proof: We have seen that this holds for $l(x)=1$. Suppose it holds for $l(x)=k \geq 1$. When $l(x)=k+1$, we write $x=y z$, where $l(y)=1$ and $l(z)=k$. By Theorem 3.3, we have

$$
\begin{aligned}
D_{x}(\exp \varphi) & =D_{z}\left(\exp \varphi * D_{y} \varphi\right) \\
& =\sum *\left\{D_{u}(\exp \varphi) * D_{v y} \varphi:(u, v) \in P_{2}(z)\right\}
\end{aligned}
$$

Separating out the term with $u=0$ and using the induction hypothesis, we obtain
$\exp \varphi * D_{x} \varphi+\sum^{\frac{1}{I} \frac{I(z)}{I(v)}\left(u_{1}\right) \cdots I\left(u_{k}\right)} \frac{1}{k!} \exp \varphi * D_{u_{1}} \varphi * \cdots$
$\left.* D_{u_{k}} \varphi * D_{v y} \varphi:\left(u_{1}, \ldots, u_{k}\right) \in Q(u),(u, v) \in P_{2}(z), u \neq 0\right\}$.
Setting $u_{k+1}=v y$, writing $I(z) / I(v)=\left[I(x) / I\left(u_{k+1}\right)\right] \times$
$\left[r\left(u_{k+1}, y\right) / r(x, y)\right]$ and noting that $r\left(u_{k+1}, y\right)=0$ if $y$ is not a factor of $u_{k+1}$, we obtain for the above sum

$$
\sum\left\{\frac{I(x)}{I\left(u_{1}\right) \cdots I\left(u_{k+1}\right)} \frac{r\left(u_{k+1}, y\right)}{r(x, y)} \frac{1}{k!} \exp \varphi * D_{u_{1}} \varphi * \cdots * D_{u_{k+1}} \varphi:\right.
$$

By the symmetry of this sum and the identity $r\left(u_{1}, y\right)+\cdots+r\left(u_{k}, y\right)=r(x, y)$, this becomes

$$
\begin{aligned}
& \sum^{*} \left\lvert\, \frac{1}{(k+1)!} \exp \varphi * D_{u_{1}} \varphi * \cdots * D_{u_{k+1}} \varphi\right.: \\
&\left(u_{1}, \ldots, u_{k+1}\right) \in Q(x), \quad k \geq 1_{1}^{\prime}
\end{aligned}
$$

The induction step is completed by combining this with the term $\exp \varphi * D_{x} \varphi$.
Let $\log z$ be an arbitrary branch of the logarithm.
The function $\varphi \rightarrow \log \varphi$ is defined for all $\varphi \in \mathbb{Q}_{1}$ such that $\varphi(0)$ does not lie on the branch cut. By using Eq. (3.2), we have
$(\log \varphi)(0)=\log \varphi(0)$
$(\log \varphi)(x)$

$$
\begin{align*}
& =\sum^{*} \frac{\mid(-1)^{k-1}}{\mid k \varphi(0)^{k}} \varphi\left(x_{1}\right) \cdots \varphi\left(x_{k}\right):\left(x_{1}, \ldots, x_{k}\right) \in Q(x)^{\mid} \\
& \text {if } x \neq 0 \tag{4.3}
\end{align*}
$$

Notice that the value of $(\log \varphi)(x)$ is independent of the branch of $\log z$ if $x \neq 0$. It follows from Theorem 3.2 that

$$
\exp (\log \varphi)=\varphi
$$

Moreover, for each $\varphi \in \mathbb{Q}\left(X_{e}\right)$ there is a branch of $\log z$ such that

$$
\log (\exp \varphi)=\varphi
$$

In particular, this holds if $\varphi(0)$ is positive and $\log z$ is the principal branch. This, together with Eq. (4.2), yields the addition formula

$$
\begin{equation*}
\log \left(\varphi_{1} * \varphi_{2}\right)=\log \varphi_{1}+\log \varphi_{2} \tag{4.4}
\end{equation*}
$$

where $\log z$ is the principal branch and $\varphi_{1}(0), \varphi_{2}(0)$ are both positive. Finally, from Theorem 3.3, we have

$$
D_{x} \log \varphi=\varphi^{-1 *} D_{x} \varphi \quad \text { if } l(x)=1
$$

Definition 4.1: Let $Q_{+}$denote the class of all $\psi \in Q\left(X_{e}\right)$ such that $\psi(0)$ is real and strictly positive. For each $\psi \in \mathbb{Q}_{+}$, the corresponding Ursell-Mayer function $\varphi$ is given by

$$
\varphi=\log \psi
$$

An important property of Ursell-Mayer functions is that $\varphi$ vanishes when $\psi$ factors in the following sense: Let $Y, Z$ be a disjoint pair of subsets of $X$, and let $\psi \in \mathbb{Q}_{+}$be such that $\psi(y z)=\psi(y) \psi(z)$ for all $y \in Y_{e}$, $z \in Z_{e}$. Then $\log \psi(y z)=0$ for all $y \in Y_{e}, z \in Z_{e}$ such that $l(y), l(z) \geq 1$ (see Ref. 4, Theorem 3.4.2, and Ref. 2, p. 60). Regarding integrability, we have, by Theorem 3.4,

Theorem 4.2: Suppose $\psi \in \mathcal{Q}_{+}$is integrable. Then $\varphi=\log \psi$ is integrable if $\int|\psi| d \xi_{e}<2 \psi(0)$.
In fact, the following example shows that $\log \psi$ need not be integrable if $\int|\psi| d \xi_{e} \geq 2 \psi(0)$ : Let $X$ be a singleton set $\{a\}$ with total measure 1 , $\alpha$ be a positive number, and

$$
\psi(x)=\left\{\begin{array}{ll}
1 & \text { if } x=0 \\
\alpha & \text { if } x=a \\
0 & \text { otherwise }
\end{array} .\right.
$$

Then

$$
\int \psi d \xi_{e}=1+\alpha,
$$

$(\log \psi)(x)$

$$
\begin{aligned}
& =10 \quad \text { if } x=0 \\
& =(n-1)!(-1)^{n-1} \alpha^{n} \quad \text { if } x=a^{n}, \quad n=1,2, \ldots
\end{aligned}
$$

and

$$
\int|\log \psi| d \xi_{e}=\sum_{n=1}^{\infty} \frac{\alpha^{n}}{n}
$$

which converges if and only if $\alpha<1$.
We conclude the discussion by showing that the exp and Log mappings commute with certain linear operators $T, U$ which arise from the study of probability densities and correlation functions in statistical mechanics. ${ }^{4,5}$ To this end, we introduce the following subspace $\mathfrak{N}$ of $\mathcal{L}_{1}\left(X_{e}\right)$ : Let $z^{l} \varphi$ denote the pointwise product $\left(z^{l} \varphi\right)(x)=z^{l}(x) \varphi(x)$. Then $\mathscr{N}$ is the set of all $\xi_{e}$-measurable functions such that, for each complex number $z$ and all $x \in X_{e}$, the function $z^{l} D_{x} \varphi \in$ $\mathcal{L}_{1}\left(X_{e}\right)$. We define two linear operators $T, U: \Re \rightarrow \varkappa$ by the equations

$$
\begin{align*}
& T \varphi(x)=\int D_{x} \varphi(y) d \xi_{e}(y),  \tag{4.5}\\
& U \varphi(x)=\int(-1)^{l(y)} D_{x} \varphi(y) d \xi_{e}(y) . \tag{4.6}
\end{align*}
$$

It is known that $T$ maps $\mathscr{N}$ one-to-one onto $\mathscr{X}$ and with $U$ as its inverse (see Ref. 5, Theorem 3.1).

Theorem 4.3: If $\varphi \in \mathscr{N}$, then $\exp \varphi \in \mathscr{N}$ and

$$
T \exp \varphi=\exp (T \varphi), \quad U \exp \varphi=\exp (U \varphi)
$$

Proof: It follows from Theorem 4.1 and the identities $z^{l} 1^{*}=1^{*}, z^{l} F(\varphi)=F\left(z^{l} \varphi\right)$, that

$$
\begin{array}{r}
z^{l} D_{x}(\exp \varphi)=\sum^{*}\left\{(1 / k!) \exp \left(z^{l} \varphi\right) * z^{l} D_{x_{1}} \varphi * \cdots * z^{l} D_{x_{k}} \varphi:\right. \\
\left.\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\} .
\end{array}
$$

Therefore,

$$
\begin{aligned}
& \int\left|z^{l} D_{x}(\exp \varphi)\right| d \xi_{e} \\
& \quad \leq \int \sum^{*}\left\{(1 / k!)\left|\exp \left(z^{l} \varphi\right)\right| *\left|z^{l} D_{x_{1}} \varphi\right| * \cdots *\left|z^{l} D_{x_{k}} \varphi\right|:\right. \\
& \left.\quad\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\} d \xi_{e}
\end{aligned}
$$

Now $\exp \left(z^{l} \varphi\right)$ is integrable by Theorem 3.4. Hence, in view of Theorem 2.5, this expansion is equal to

$$
\begin{aligned}
& \sum^{*}\left\{(1 / k!) \int\left|\exp \left(z^{l} \varphi\right)\right| d \xi_{e} \int\left|\exp \left(D_{x_{1}} \varphi\right)\right| d \xi_{e} \cdots\right. \\
& \left.\quad \times \int\left|z^{l} D_{x_{k}} \varphi\right| d \xi_{e}:\left(x_{1}, \ldots, x_{k}\right) \in Q(x)\right\}
\end{aligned}
$$

so that $z^{l} D_{x}(\exp \varphi)$ is integrable. By a similar calculation for the case when $z= \pm 1$, together with Eq. (4.1) and the identities

$$
\begin{aligned}
& \int \exp (\varphi) d \xi_{e}=\exp [T \varphi(0)], \int \exp \left[(-1)^{l} \varphi\right] d \xi_{e} \\
&=\exp [U \varphi(0)]
\end{aligned}
$$

one obtains the remaining results.

## Corollary 4.1:

(i) If $\varphi(0), T \varphi(0)$ are both positive and $\log \varphi \in \Omega$, then $\varphi \in \mathscr{N}$ and $T \log \varphi=\log (T \varphi)$.
(ii) If $\varphi(0), U \varphi(0)$ are both positive and $\log \varphi \in \mathfrak{N}$, then $\varphi \in \mathscr{N}$ and $U \log \varphi=\log (U \varphi)$.
In Ref. 5, we have shown that the state of an infinite system can be represented by a family of compatible probability densities $\left\{w_{n}\right\}$ or by the correlation function $\rho$. If we consider the Ursell-Mayer functions $u_{n}=\log w_{n}, \zeta_{n}=\log \rho^{(n)}$, the above results show that if either $u_{n}$ or $\zeta_{n}$ belongs to $\mathbb{N}$, then $w_{n}, \rho^{(n)}, u_{n}, \zeta_{n}$ belong to ${ }_{\mathscr{N}}$ and $\zeta_{n}=T u_{n}, u_{n}=U \zeta_{n}$. In other words, the following "commutative diagram" holds.


Thus, in particular, the Ursell-Mayer functions $u_{n}, \zeta_{n}$ can be used to represent the state of an infinite system.

[^14]4 C.Y.Shen, Technical Report No. 35 (Department of Mathematics Oregon State University, Corvallis, 1967).
5 C. Y. Shen and D. S. Carter, J. Math. Phys. 12, 1263 (1971).

# Pulse Propagation in a Dispersive Medium with Moving Density Profile* 
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Space-time ray methods are developed and employed to obtain asymptotic solutions for pulse propagation in media with slow spatial and temporal inhomogeneities. Emphasis is placed on cold isotropic plasmas whose plasma frequency $\omega_{p}$ has a space-time dependence of the form ( $z-V t$ ), thereby simulating ordered profile motion. Asymptotic results are constructed directly by the ray method, are related to those in a spatially inhomogeneous but temporally invariant plasma by the Lorentz transformation, and are also compared with an exact closed form solution for the special case of exponential variation of $\omega_{p}(z-V t)$. The presentation stresses physical attributes of the propagation process through extensive use of space-time ray diagrams and plane wave dispersion surfaces.

## I. INTRODUCTION

Ray methods have provided a highly useful and physically appealing procedure for analyzing propagation and scattering of high-frequency time-harmonic fields in a relatively arbitrary environment. More recently, such techniques have been applied also to time-dependent fields in dispersive media, with space-time rays generalizing the conventional monochromatic rays of geometrical optics. Previous studies have dealt with the space-time ray theory for dispersive media with temporally invariant, spatially inhomogeneous ${ }^{1,2}$ and spatially invariant, temporally inhomogeneous ${ }^{3}$ properties. In the present paper, these earlier results are generalized to dispersive media exhibiting "slow" temporal ( $t$ ) and spatial ( $\mathbf{r}$ ) variation, with emphasis on a functional dependence in the form ( $\mathbf{r}-\mathrm{V} t$ ) expressive of ordered motion with uniform velocity $V$. Slow variation implies essentially applicability of WKB-type considerations. Although not treated here, abrupt changes can also be accommodated. Examined in detail are Green's functions for cold isotropic plasmas with plasma' frequency $\omega_{p}(\mathbf{r}, t)=\omega_{p}(\mathbf{r}-\mathbf{V} t)$, which may simulate the motion of an ionization profile.
For various source configurations, electromagnetic fields in isotropic plasmas which vary sufficiently slowly in both space and time can be expressed approximately in terms of Green's functions $G(\mathbf{r}, t)$ satisfying the scalar wave equation

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\omega_{p}^{2}(\mathbf{r}, t)}{c^{2}}\right) G(\mathbf{r}, t)=-\delta(\mathbf{r}) \delta(t) \tag{1}
\end{equation*}
$$

subject to the causality condition

$$
G \equiv 0, \quad t<0
$$

$\nabla$ is the gradient operator in real space and $c$ is the speed of light in vacuum. We begin in Sec. II by applying the direct ray method ${ }^{1,3}$ in order to determine the solution asymptotically at large distances and at long observation times. By this procedure, the field is found along curves in space-time called "rays," each ray defining a path in ( $\mathbf{r}, t$ ) space traversed by a wavepacket. As noted above, attention is confined essentially to media which vary in space-time according to ( $\mathbf{r}-\mathbf{V} t$ ); in particular, a one-dimensional spatial model is treated so that $\omega_{p}(\mathbf{r}-\mathrm{V} t) \rightarrow$ $\omega_{p}(z-V t)$. Under these circumstances, it is found that rays are characterized by the constancy of $a=$ ( $\omega-k V$ ), where $\omega$ is the instantaneous frequency and $k$ the instantaneous wavenumber of the corresponding
wavepacket. This conservation condition facilitates solution (analytically or graphically) and interpretation of the propagation problem, and it generalizes the analogous conditions $\omega=$ constant and $k=$ constant for temporally and spatially invariant media, respectively. The asymptotic solution is constructed and a number of interesting physical properties are discussed in detail.
In Sec. III, the one-dimensional analog of ( $1^{\prime}$ ) with $\omega_{p}=\omega_{p}(z-V t)$ is treated by an alternative procedure involving (Lorentz) transformation to a new reference frame ( $z^{\prime}, t^{\prime}$ ) that moves with velocity $V$ relative to the original frame $(z, t)$. When this is done, the field in the ( $z^{\prime}, t^{\prime}$ ) space is governed by a scalar wave equation identical with the original one except that $\omega_{p}(z, t)$ is replaced by $\omega_{p}^{\prime}\left(z^{\prime}\right)$ descriptive of a dispersive, time-invariant, inhomogeneous, isotropic medium. The problem thus simplifies and can be treated by integral (Fourier) transform methods as an alternative to the direct ray procedure. For illustration, $\omega_{p}^{\prime}\left(z^{\prime}\right)$ is taken as an exponentially varying function for which an exact solution is available. ${ }^{4}$ The asymptotic form of this solution exhibits certain peculiarities which are not easily interpreted per se but become clarified when viewed in terms of spacetime rays, since it is then possible to separate effects of the medium from those due to the excitation. This aspect of the discussion has implications of greater generality than demonstrated by this special example, and it highlights peculiarities attributable to an unduly idealized model of the medium (see Sec. V).
Exact solutions, albeit for special problems, provide an important adjunct to the asymptotic theory since their availability permits assessment of the validity of the asymptotic results, and also provides means for constructing transition functions in parameter regimes where simple space-time ray considerations fail. Section IV contains a certain class of exact solutions (derived in the Appendix), a special case of which is the previously mentioned exponential dependence of $\omega_{p}(z-V t)$.

## II. DIRECT RAY METHOD

## A. Construction of the Solution

Since $\omega_{p}$ in (1) depends on both space and time, a reduction of (1) by integral transforms is generally not possible. For asymptotic solutions, one can, however, apply the "direct ray method." ${ }^{1,3}$ To do this, we introduce into (1) a large parameter $\lambda$ via the transformation $t \rightarrow \lambda t, \mathbf{r} \rightarrow \lambda \mathbf{r}$, to get the equation

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\lambda^{2} \frac{\omega_{p}^{2}(\mathbf{r}, t)}{c^{2}}\right) G(\mathbf{r}, t)=-\delta(\mathbf{r}) \delta(t) \tag{2}
\end{equation*}
$$

subject to the causality condition

$$
G \equiv 0, \quad t<0
$$

It is understood that $G(\mathbf{r}, t)$ and $\omega_{p}(\mathbf{r}, t)$ in (2) are not the same functions that appear in (1) although the same notation is used for simplicity. The transformation from (1) to (2) implies the regime of long distances and observation times, and of slowly varying $\omega_{p}$.
To solve (2) outside the source region, we assume an asymptotic solution of the form
$G(\mathbf{r}, t) \sim A_{0}(\mathbf{r}, t) e^{i \lambda S(\mathbf{r}, t)}+\sum_{m=1}^{\infty} \frac{1}{(i \lambda)^{m}} A_{m}(\mathbf{r}, t) e^{i \lambda S(\mathbf{r}, t)},(3)$
where $S(\mathbf{r}, t)$ and $A_{m}(\mathbf{r}, t), m=0,1,2, \ldots$, are independent of $\lambda$. Substituting (3) into (2) for $(\mathbf{r}, t) \neq(0,0)$, interchanging orders of differentiation and summation, and equating coefficients of different powers of $\lambda$ to zero gives the dispersion equation

$$
\begin{equation*}
c^{2} k^{2}-\omega^{2}+\omega_{p}^{2}(\mathbf{r}, t)=0 \tag{4}
\end{equation*}
$$

and the transport equation for the zeroth order amplitude function $A_{0}(\mathbf{r}, t)$,

$$
\begin{equation*}
\left(\nabla \cdot \mathbf{k}+\frac{1}{c^{2}} \frac{\partial \omega}{\partial t}+2 \mathbf{k} \cdot \nabla+\frac{2}{c^{2}} \omega \frac{\partial}{\partial t}\right) A_{0}=0 \tag{5}
\end{equation*}
$$

as well as transport equations for $A_{m}(\mathbf{r}, t), m \geqslant 1$. We restrict ourselves in the following to the lowest order approximation of $G$ given by the first term on the right-hand side of (3). The wave vector $\mathbf{k}$ and frequency $\omega$ in (4) and (5) are defined, respectively, as

$$
\mathbf{k}=\nabla S, \quad \omega=-\frac{\partial S}{\partial t}
$$

To solve (4), one introduces space-time ray trajectories via the characteristic (or ray) equations ${ }^{1,5}$
$\frac{d \mathbf{r}}{d l}=\nabla_{\mathbf{k}} \omega(\mathbf{k} ; \mathbf{r}, t), \quad \frac{d \mathbf{k}}{d t}=-\nabla \omega(\mathbf{k} ; \mathbf{r}, t), \quad \frac{d \omega}{d t}=\frac{\partial \omega}{\partial t}$.
$\nabla_{k} \omega=\mathbf{v}_{g}$ defines the group velocity and $\nabla_{k}$ is the gradient operator in $\mathbf{k}$-space. The last term in (6), which follows from the first two equations and the derivative relation $d \omega / d t=\nabla_{k} \omega \cdot d \mathbf{k} / d t+\nabla \omega \cdot d \mathbf{r} / d t+$ $\partial \omega / \partial t$, shows that $\omega$ is not constant along a ray if the medium properties vary with time, while the second equation in (6) shows that the wave vector $k$ is not constant along a ray if the medium parameters vary with position. If the medium varies arbitrarily in space and time, it is not possible, in general, to solve (6) explicitly. However, explicit solutions can be found for special cases.

To find the phase of a wave along a given ray, one integrates the derivative relation $d S / d t=\nabla S \cdot d \mathbf{r} / d t+$ $\partial S / \partial t$ from one space-time point on the ray to another. Via ( $5^{\prime}$ ), the result is

$$
\begin{equation*}
S(\mathbf{r}, t)-S\left(\mathbf{r}_{1}, t_{1}\right)=\int_{\mathbf{r}_{1}, t_{1}}^{\mathbf{r}, t}\left(\mathbf{k} \cdot \mathbf{v}_{g}-\omega\right) d t \tag{7}
\end{equation*}
$$

To determine the wave amplitude $A_{0}$, it is convenient to write (5) in the form
$\square \cdot\left(A_{0}^{2}(\mathbf{r}, t) \frac{\omega(\mathbf{r}, t)}{c^{2}} \mathbf{V}_{g}(\mathbf{r}, t)\right)=0, \quad \square=\nabla+\alpha_{0} \frac{\partial}{c \partial t},(8)$
where $\square$ is the gradient operator in the four-dimensional ( $\mathbf{r}, c t$ ) space, $\alpha_{0}$ is a unit vector along the $t$ coordinate, and $\mathbf{V}_{g}=\mathbf{v}_{g}+\alpha_{0} c$ is the group velocity 4vector tangent to the space-time ray. Integrating (8) over a volume contained in a space-time ray tube bounded by hyperplanes $t=$ constant as shown in Fig. 1 and using the divergence theorem with the recognition that $V_{g} \cdot \alpha_{0}=c$, one finds
$A_{0}(\mathbf{r}, t)=A_{0}\left(\mathbf{r}_{1}, t_{1}\right)\left[\omega\left(\mathbf{r}_{1}, t_{1}\right) \Delta \mathbf{r}_{1} / \omega(\mathbf{r}, t) \Delta \mathbf{r}\right]^{1 / 2}$
along a ray, where $\Delta r$ is the ray tube cross-section in 4-space (i.e., the spatial volume occupied by the wavepacket in 3-space) in the hyperplane $t=$ constant. Determination of the initial field values at $\left(r_{1}, t_{1}\right)$ requires separate consideration. The results in (7) and ( $8^{\prime}$ ) are valid for $\mathbf{r}$ in 3 -space dimensions and arbitrary (though slowly varying) $\omega_{p}(\mathbf{r}, t)$; for propagation in one space dimension and $\omega_{p}$ defined as in (9), these equations reduce to (15) and (17), respectively.
Considerations in this paper are restricted primarily to propagation in one space dimension $z$ and to spatial and temporal dependence of $\omega_{p}$ in the form of a moving electron density profile,

$$
\begin{equation*}
\omega_{p}=\omega_{p}(q) \tag{9}
\end{equation*}
$$

where

$$
q=z-\beta c t, \quad \beta=V / c
$$

In this case, one finds from the last two equations in
(6) that $(d / d t)(\omega-k V)=0$ or

$$
\begin{equation*}
\omega-\beta c k=a \tag{10}
\end{equation*}
$$

where $\alpha$ is constant along a ray. Combining (10) with the dispersion relation (4) gives the frequency (assumed positive) and wavenumber of the wavepacket in terms of $\omega_{p}(q)$ and the ray parameter $a$ as [see (14) for justification of the inequality]

$$
\begin{array}{ll}
\omega=\gamma\left[a_{\gamma} \pm \beta \sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(q)}\right], & v_{g} \gtrless V \\
c k=\gamma\left[\beta a_{\gamma} \pm \sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(q)}\right], & v_{g} \gtrless V, \tag{12}
\end{array}
$$

and
where $\gamma=\left(1-\beta^{2}\right)^{-1 / 2}$. It then follows from the first equation of (6), with $d \omega / d k=c^{2} k / \omega$ from (4), that the ray trajectories are defined by

$$
\begin{equation*}
\frac{d z}{c d l}=\frac{v_{\xi}}{c}=\frac{\beta a_{\gamma} \pm \sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(q)}}{a \gamma \pm \beta \sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(q)}}, \quad v_{g} \gg V \tag{13}
\end{equation*}
$$

Since $d z / c d t=d q / c d t+\beta$ from ( $9^{\prime}$ ), it follows that


Fig. 1. Ray tube for integration of transport equation.

$$
\begin{equation*}
\frac{v_{g}}{c}-\frac{V}{c}=\frac{d q}{c d t}= \pm f_{ \pm}(q), \quad v_{g} \gtrless V \tag{14}
\end{equation*}
$$

where
$f_{ \pm}(q)=\sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(q)}\left\{\gamma^{2}\left[a \gamma \pm \beta \sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(q)}\right]\right\}^{-1}(1$
Thus, the ray equation has two separate forms depending on whether or not the group velocity of the wavepacket described by $a$ exceeds the profile speed $V$.
From (7), (9), ( $9^{\prime}$ ), and (10), on a ray segment in ( $q, c t$ ) space between source and turning point (if any; see Sec. IIB), the phase $S=S(z, t)$ of the signal at ( $z, t$ ) on a ray can be expressed in terms of an integral over $q$ as

$$
\begin{equation*}
S-S_{1}=\int_{q_{1}}^{q} k(\xi) d \xi-a\left(t-t_{1}\right) \tag{15}
\end{equation*}
$$

where $k(q)$ is given by (12) and $q_{1}=z_{1}-\beta c t_{1}, S_{1}=$ $S\left(z_{1}, t_{1}\right)$. Equation (15) reduces to the correct result when $\beta \rightarrow 0.5$ Alternatively, it can be shown from (4), (14), and the result $v_{g}=c^{2 k} / \omega$, that one may write instead of (15) [note that $d S / d t=-\omega+k v_{g_{1}}=$ $-\omega_{p}^{2}(q) / \omega(q)$ and $\left.d S / d q=(d S / d t) \cdot(d q / d t)^{\underline{g}_{1}}\right]:$

$$
S-S_{1}=\mp \frac{\gamma}{c} \int_{q_{1}}^{q} \frac{\omega_{p}^{2}(\xi) d \xi}{\sqrt{a^{2} \gamma^{2}-\omega_{p}^{2}(\xi)}}, \quad v_{g} \gtrless V
$$

The amplitude $A_{0}$ of the signal is found conveniently by expressing ( $8^{\prime}$ ) in terms of $q$ :

$$
\begin{equation*}
\underset{0}{A_{0}}(z, t)=\bar{A}_{0}\left(z_{1}, t_{1}\right)[\omega(a, q)|\Delta q / \Delta a|]^{-1 / 2} \tag{16}
\end{equation*}
$$

$$
\text { where } \bar{A}_{0}\left(z_{1}, t_{1}\right)=A_{0}\left(z_{1}, t_{1}\right)\left[\omega\left(a, q_{1}\right)\left|\Delta q_{1} / \Delta a\right|\right]^{1 / 2}
$$

involves the amplitude at the initial point $\left(z_{1}, t_{1}\right)$ on the ray. Use has been made of the fact that at a fixed instant of time, the ray tube cross section $\Delta z=\Delta q$ and that the frequency of the signal can be expressed as a function of $a$ and $q$ as seen from (11). ( $\Delta q / \Delta a$ ) can be found by writing the ray equation (14) in the integral form $t=t(q)$ and differentiating implicitly. $\bar{A}_{0}\left(z_{1}, t_{1}\right)$ and $S\left(z_{1}, t_{1}\right)$ are determined from the asymptotic approximation of the known exact solution with $\omega_{p}=\omega_{p}(0)=$ constant, 1,6 since the plasma frequency is assumed to remain essentially constant over the interval of time $0 \leq t \leq t_{1}$, with $t_{1}$ large enough to validate use of the asymptotic form (local homogeneity assumption; rays in this region of spacetime are essentially straight). It is then found that $S_{1} \rightarrow 0$ when $\left(z_{1}, t_{1}\right) \rightarrow(0,0)$ and that along a ray path in ( $q, c t$ ) space between the source and a turning point (if any),

$$
\begin{equation*}
A_{0}(z, t)=\frac{c^{3 / 2} e^{i \pi / 4}}{2 \sqrt{2 \pi \gamma \lambda}\left[a^{2} \gamma^{2}-\omega_{p}^{2}\left(q_{1}\right)\right]^{1 / 4}\left[a^{2} \gamma^{2}-\omega_{p}^{2}(q)\right]^{1 / 4} \mid \int_{q_{1}}^{q} d \xi \omega_{p}^{2}(\xi) /\left[a^{2} \gamma^{2}-\omega_{p}^{2}(\xi)\right]^{3 / 2 \mid 1 / 2}} \tag{17}
\end{equation*}
$$

- 

Similar expressions for $S$ and $A_{0}$ are obtained on ray segments beyond a turning point, by using the appropriate equation for the turned ray.

## B. Ray Diagrams, Dispersion Surfaces, and Physical Interpretation

While the ray equation (14) must generally be solved numerically, a graphical scheme can be employed to visualize the space-time ray trajectories. It is recalled that space-time rays are normal to the dispersion surface descriptive at given ( $\mathbf{r}, t$ ) of the real solutions of (4) in (k, $\omega$ ) space. 5 For the one-dimen-


Fig. 2. Graphical construction of ray paths in an isotopic electron plasma whose plasma frequency decreases monotonically as a function of ( $z-\beta c t)$. (a) Dispersion surfaces $\omega(z, t ; k)=\left[c^{2} k^{2}+\right.$
tion of $(z-\beta c t)$. (a) Dispersion surfaces $\omega(z, t ; k)=\left[c^{2} k^{2}+\right.$
$\left.\omega_{\rho}^{2}(z-\beta c t)\right]^{1 / 2}$ and tracking condition $(\omega-\beta c k)=a_{1}$ for a typical space-time ray. (b) Space-time ray trajectories.
sional case, one selects a value $a=a_{1}$ in (10) and locates the point of intersection $P_{0}$ of the line $\omega$ $\beta c k=a_{1}$ with the dispersion curve corresponding to the starting point $z=z_{0}, t=t_{0}$ of the ray. The initial ray direction is normal to the curve at $P_{0}$, the sense of the normal being such that time increases along the ray. After a time interval $\Delta t$, the ray reaches the point $z_{1}=z_{0}+\Delta z, t_{1}=t_{0}+\Delta t$. The medium now is characterized by $\omega_{p}\left(z_{1}-\beta c t_{1}\right)$, which value of plasma frequency gives rise to a new dispersion curve. The ray direction at $z_{1}, t_{1}$ is then found from the normal at the intersection point of the new dispersion curve and the line $a=a_{1}$. This process is continued for subsequent space-time intervals to yield the entire ray trajectory (see Fig. 2). The procedure also forms the basis for numerical integration of the ray equation. After the ray paths have been determined,


Fig. 3. Ray trajectories in ( $q, c t$ ) space and ( $z, c t$ ) space for an isotropic plasma whose plasma frequency decreases monotonically with $q=z-\beta c t$. Solid arrows $(\rightarrow):(q, c t)$ space. Dashed arrows $\left((-\rightarrow \rightarrow):(z, c t)\right.$ space. 1 and $1^{\prime}, 2$ and $2^{\prime}$, and 3 and $3^{\prime}$ identify rays $\left((\rightarrow \rightarrow \rightarrow):(z, c t)\right.$ space, 1 and 1,2 and $2^{\prime}$, and 3 and $3^{\prime}$ identify ra
with initial values $v_{g}<0,0<v_{g}<V$, and $v_{g}>V$, respectively.

[^15]the phase and amplitude of the signal can be calculated in a manner analogous to that discussed in Ref. 3.

For a monotonically decreasing profile as in (18), it follows from (14) (see Fig. 3) that if a wavepacket initially has a speed $v_{g}<V, q$ becomes increasingly more negative along the ray, reaches a minimum value $\bar{q}$ [the turning point in ( $q, c t$ ) space where $d q / c d t=0$ ], increases to zero, becomes positive, and finally approaches $+\infty$ as $t \rightarrow \infty$; correspondingly, $d q / c d t$, which is initially negative when $q=0$, becomes less negative as $q \rightarrow \bar{q}$, is zero at $\bar{q}$, thenceforth becomes increasingly more positive and approaches $(1-\beta)$ as $q \rightarrow \infty$. Since $z=q+\beta c t$, a ray trajectory in ( $z, c t$ ) space (rays 1, 2, 3 in Fig. 3) is similar to a ray trajectory in ( $q, c t$ ) space (rays $1^{\prime}$, $2^{\prime}, 3^{\prime}$ in Fig. 3) and differs only in that each point in ( $q, c t$ ) space along a ray is shifted to the right by an amount ( $\beta c t$ ), with associated slopes related by $v_{g} / c=$ $d q / c d t+\beta$, where $v_{g}=d z / d t$. The distance $(\beta c t)$ is given graphically by the horizortal segment contained between the lines $q=(1-\beta) c t$ and $q=c t$ shown in Fig. 3.
If $v_{g}>0$ initially, i.e., $d q / d t>-\beta$ (rays $2^{\prime}$ and $3^{\prime}$ in Fig. 3), then the wavepacket in ( $z, c t$ ) space (ray 2 in Fig. 3) will continue to propagate in the $+z$ direction with increasing speed, with the result that $v_{g} \rightarrow c$, as $t \rightarrow \infty$ (for monotonically decreasing $\omega_{p}(q)$, one has $\omega_{p} \rightarrow 0$ as $\left.q \rightarrow \infty\right)$. However, if $v_{g}<0$ initially, i.e., $d q / c d t<-\beta$ (ray $1^{\prime}$ in Fig. 3), the wavepacket will continue to propagate in the negative $z$ direction with decreasing speed; when $d q / c d t \rightarrow-\beta$, the packet will slow down and reverse direction $[d z / d t=0$ at $\left.\left(z_{T}, c l_{T}\right)\right]$ and thenceforth continue to travel in the positive $z$ direction with ever increasing speed approaching $c$ as $t \rightarrow \infty$ (ray 1 in Fig. 3). Because of the above variation in $q$ (see Fig. 3, rays $1^{\prime}$ or $2^{\prime}$ ) and since the plasma frequency is assumed to be a monotonically decreasing function of $q, \omega_{p}(q)$ increases initially along the ray, reaches a maximum equal to $\left(a_{\gamma}\right)$ at $(\bar{q}, c \bar{t})$, and then decreases to zero as $q \rightarrow \infty$. The ray turns at $(\bar{q}, c \bar{t})$ because $\omega_{p}(\bar{q})=a_{\gamma}$ is the maximum allowable value of plasma frequency for which the frequency and wavenumber of the associated wavepacket are real [see (11) and (12)]. Note that $\omega_{p}(\bar{q})=a_{\gamma}$ corresponds to $v_{g}=V$, so that a wavepacket sees the largest plasma frequency along its trajectory when its group speed equals the profile speed $V$. Moreover, $k \neq 0$ when $\omega_{p}(\bar{q})=a_{\gamma}$ but $k=0$ when $\omega_{p}=a$, which latter value corresponds to $v_{g}=0$. Thus in ( $z, c t$ ) space, the ray turns at a time $t_{T}<\bar{t}$ and at a plasma frequency $\omega_{p}=a$ which is smaller than the maximum allowable value $\omega_{p}(\bar{q})=a \gamma$. The maximum plasma frequency encountered by a given ray can be determined graphically since it corresponds to the dispersion curve which is tangent to the line $a=$ constant. In Fig. 2(a), ray 3 is normal to the line $a=a_{1}$ which is tangent to the dispersion curve identified by $\omega_{p 4}=a_{1} \gamma$. Thus the wavepacket identified by the parameter $a_{1}$ reaches the group speed $v_{g}=V$, when $q=\bar{z}-\beta c \bar{t}_{2}^{1}=\bar{q}$ as given in Fig. $2(\mathrm{~b})$ and $\omega_{p}(\bar{q})=\omega_{p 4}$. Figure $2(\mathrm{~b})$ shows a typical ray trajectory, and one observes from Fig. 2(a), as noted above, that the ray turns when $\omega_{p}=a_{1}$, which value is smaller than $\omega_{p}(\bar{q})=a_{1} \gamma$ but larger than $\omega_{p}=b$.
When the initial group speed of a wavepacket is greater than $V$, then from (14), $q$ can be shown to increase along a ray (see Fig. 3 , ray $3^{\prime}$ ) and $d q / c d t$,
initially positive, becomes more positive as $t \rightarrow \infty$. Therefore, $v_{g}$ increases continually and approaches $c$ as $t \rightarrow \infty$ (Fig. 3, ray 3). Since $\omega_{p}(q)$ decreases along the ray, the normals to the corresponding dispersion curves proceed along the line $a=$ constant to larger and larger values of both frequency and wavenumbers [see normals 5 and 6 in Fig. 2(a)]. The graphical construction makes it possible to predict the range over which the central frequency and wavenumber of a given wavepacket vary. As an example, consider the wavepacket identified by $a_{1}$, propagating in space-time along the initial direction labeled 5 in Fig. 2(a), with the initial value of $v_{g}$ greater than $V$. The initial ( $\omega, c k$ ) values are denoted by ( $\omega_{i}, c k_{i}$ ), whereas the final values are $\left(\omega_{f}, c k_{f}\right)$ found at the intersection of the lines $a=a_{1}$ and $\omega=c k$.
In the limit $\beta \rightarrow 0$, the turning point in $(z, c t)$ space occurs at the maximum value of $\omega_{D}(z)$ seen by a ray. 5 This same observation follows from the above discussion since in this limit, the line $a=a_{1}$ in Fig. 2(a) becomes horizontal (i.e., $\omega=\omega_{1}$ ). The maximum plasma frequency encountered by the wavepacket then corresponds to the dispersion curve which is tangent to this horizontal line; tangency occurs at $\omega=\omega_{1}=$ $\omega_{p}(z), k=0$.

## C. Exponential Profile

For certain profiles of $\omega_{p}(q)$, the ray equation (14) can be integrated to yield explicit forms for $t=t(q)$. As an illustration, we assume an exponentially varying plasma frequency,

$$
\begin{equation*}
\omega_{p}=b e^{-q / h}, \quad q=z-\beta c t \tag{18}
\end{equation*}
$$

where $b$ and $h$ are positive constants. Thus, at any fixed position $z$, the plasma frequency grows exponentially with $t$, whereas at any instant of time, the plasma frequency decays to zero as $z \rightarrow \infty$. A study of (14) or application of the graphical procedure as in Fig. 2 reveals that all of the rays eventually travel in the positive $z$ direction. For a ray which either does not turn ( $v_{g}>V$ initially) or has not turned as yet ( $v_{g}<V$ initially and $t<\bar{t}$, where $\bar{t}$ is defined as that instant of time when the wavepacket group speed is $V$ ), the ray trajectory is found explicitly by integrating (14) from $q=0$ to some value $q$. The resulting equation describing the ray trajectory is [the integral becomes elementary on introducing the change of variable $x=(b / a \gamma) \exp (-q / h)]$
$\frac{1-u}{1+u} \cdot \frac{1+u_{0}}{1-u_{0}}=e^{\left.\mp 2(c t)^{-2}-\beta q\right) / h}=e^{\mp 2\left(c t-\beta_{z}\right) / h}, \quad v_{b} \geqslant V$, where

$$
\begin{align*}
u=u(q) & =\left(1-b^{2} e^{-2 q / h} / a^{2} \gamma^{2}\right)^{1 / 2} \\
u_{0} & =u(0)=\left(1-b^{2} / a^{2} \gamma^{2}\right)^{1 / 2}
\end{align*}
$$

However, if $v_{g}<V$ initially and $t>\bar{t}$, then the ray trajectory is found by integrating $d q / c d t=-f_{-}(q)$ from $q=0$ to $q=\bar{q}$ defined as that value of $q$ for which $v_{g}=V$, and combining this result with the integration of $d q / c d t=f_{+}(q)$ from $\bar{q}$ to $q$ since $v_{g}$ is now greater than $V$. The ray trajectory for $t>\bar{l}$ (i.e., after the turning point) is now described by the relation

$$
\begin{equation*}
\frac{1-u}{1+u} \cdot \frac{1-u_{0}}{1+u_{0}}=e^{-2\left(c t \gamma^{-2}-8 q\right) / h}=e^{-2(c t-\xi z) / h} \tag{20}
\end{equation*}
$$

To express the ray parameter $a$ explicitly in terms of $z$ and $t$, it is convenient to form the ratio

$$
\begin{equation*}
\left(1-u^{2}\right) /\left(1-u_{0}^{2}\right)=e^{-2(2-B c t) / h} \tag{21}
\end{equation*}
$$

and to introduce new coordinates ( $\eta, \xi$ ) defined in (37). Multiplying and dividing (21) and (19) yields the two relations $(1 \pm u)=D_{ \pm}\left(1 \pm u_{0}\right)$, where $D_{+}$and $D_{-}$equal $e^{2 \eta^{\prime}}$ and $e^{-2 \xi^{\prime}}$, respectively, when $v_{g}>V$; but equal $e^{-2 \xi^{\prime}}$ and $e^{2 \eta^{\prime}}$, respectively, when $v_{g}<V$ and $t<\bar{t}$, with $\xi^{\prime}=\bar{a}_{1} \xi, \eta^{\prime}=\bar{a}_{2} \eta, \bar{a}_{1,2}=1 \mp \beta$. Solving for $u_{0}$, and using ( $19^{\prime}$ ) and a few trigonometric identities, one finds the ray path parametrically in terms of $\boldsymbol{a}=\omega-\beta \boldsymbol{c} k$ as

$$
\begin{align*}
& \sqrt{2}(\omega-\beta c k)_{\gamma} \\
& \quad=\frac{ \pm b e^{-(z-\beta c t) / 2{ }_{h}} \sinh [(c t-\beta z) / h]}{\{\cosh [(c t-\beta z) / h]-\cosh [(z-\beta c t) / h]\}^{1 / 2}} \tag{22}
\end{align*}
$$

for $a \geqslant 0$. One may show that (22) remains valid for $t>\bar{t}$. In the limit of vanishing profile speed $\beta \rightarrow 0$, i.e., for the stationary inhomogeneity $\omega_{p} \rightarrow b e^{-z / h}$, $d q / c d t=f_{+}(q)$ may be shown to reduce to the correct form of the ray equation when $v_{g}$ is initially positive; the solution (22) also produces the appropriate ray family. Similar conclusions follow when $V=0$, $v_{g}<0$. It may also be shown that the ray tube cross section $\Delta q$ or $\Delta z$ corresponding to (22) is nonzero at all points along a ray so that the ray configuration does not form a caustic [see (46)].
For $\omega_{p}(q)$ given by (18), it is also possible to determine explicit expressions for the phase and amplitude of the signal. With $\left(z_{1}, t_{1}\right)=(0,0)$, which implies $S_{1}=0$, and before turning points (if any), (15') can be evaluated to yield

$$
\begin{equation*}
S=\mp\left(\gamma^{2} a h / c\right)\left(u-u_{0}\right), \quad v_{g} \geqslant V, \quad t<\bar{t} \tag{23}
\end{equation*}
$$

where $u$ and $u_{0}$ are defined in (19'). Following the procedure used in deriving (22), one may reduce (23) to

$$
\begin{equation*}
S=-b \zeta^{1 / 2} \tag{24}
\end{equation*}
$$

where
$\zeta=2\left(\frac{\gamma h}{c}\right)^{2} e^{-(z-\beta c t) / h}\left[\cosh \left(\frac{c t-\beta z}{h}\right)-\cosh \left(\frac{z-\beta c t}{h}\right)\right]$.

Similarly, for $\omega_{p}(q)$ given by (18) and with $q_{1} \rightarrow 0,(17)$ reduces to

$$
\begin{equation*}
A_{0}(z, t)=\frac{c^{3 / 2} e^{i \pi / 4}}{2 \gamma\left[2 \pi a h \lambda\left(u-u_{0}\right)\right]^{1 / 2}} \tag{25}
\end{equation*}
$$

which yields on use of (23) and (24),

$$
\begin{equation*}
A_{0}(z, t)=\frac{c e^{i \pi / 4}}{2(2 \pi b \lambda)^{1 / 2 \zeta 1 / 4}} \tag{26}
\end{equation*}
$$

where $\zeta$ is given by (24'). Thus from (3), (24), and (26), with $\lambda$ set equal to unity [i.e., for $G$ as defined in (1)], the leading term in the asymptotic approximation of the scalar wavefield is [note that from (4), the solution contains contributions from $(k, \omega)$ and $(-k,-\omega)]$

$$
\begin{equation*}
G(z, t) \sim \frac{c}{(2 \pi b)^{1 / 2 \zeta} \zeta^{1 / 4}} \cos \left(b \zeta^{1 / 2}-\pi / 4\right) \tag{27}
\end{equation*}
$$

which expression is valid at distant observation points sufficiently long after the arrival of the first
response. The above result checks with the asymptotic approximation of the exact solution in Sec. III, obtained on replacing the Bessel function in (35) by its large argument form. Equation (27) also reduces to the correct result when $\beta \rightarrow 0$ (i.e., $\omega_{p} \rightarrow b e^{-z / h}$ ); when $h \rightarrow \infty$ with $\beta / h$ finite (i.e., $\omega_{p} \rightarrow b e^{\operatorname{Bct} / h}$, which is studied in Ref. 3); and when $h \rightarrow \infty$ (i.e., $\omega_{p} \rightarrow b$ ). From (24) or from (27) and the defining relation (5'), the time-dependent local oscillation frequency (in radians) of the signal is seen to be $\left|b(\partial / \partial t) \zeta^{1 / 2}\right|$ and the local spatial wavenumber $\left|b(\partial / \partial z) \zeta^{1 / 2}\right|$.

## D. Field Behavior near the Wavefront

As discussed in Refs. 3, 5, the wavepacket description of propagation in dispersive media is not applicable everywhere in space-time but fails in so-called transition regions. One such transition region, relevant for the present problem, surrounds the wavefronts $c t \sim|z|$. The procedure in Refs. 2, 5 for determining the fields in this parameter regime can be used here and yields for the problem described by the spatially one-dimensional analog of (1) with arbitrary $\omega_{p}(q)$ :

$$
\begin{equation*}
G(z, t) \sim \frac{1}{2} c J_{0}(2 \sqrt{\nu \tau}) U(\tau) \tag{28}
\end{equation*}
$$

where $J_{0}$ is the zeroth order Bessel function, $U(\tau)$ is the Heaviside unit function, and
$\tau=\gamma(1 \pm \beta)(t \mp z / c), \quad \nu= \pm(\gamma / 2 c) \int_{0}^{q} \omega_{p}^{2}(\hat{q}) d \hat{q}, \quad q \geq 0$, (28'a)
with $q=z-\beta c t$. Equation (28) is obtained conveniently by first solving the problem in ( $z^{\prime}, t^{\prime}$ ) space via the Lorentz transformation (see Sec. III), applying the procedure in Refs. 2, 5, and transforming to ( $z, t$ ) space. For the special case $\omega_{p}=b e^{-q / h}$, it follows from (28') that

$$
\begin{equation*}
\nu=\left( \pm b^{2} \gamma h / 4 c\right)\left(1-e^{-2 q / h}\right), \quad q \geqslant 0 \tag{29}
\end{equation*}
$$

It can be shown that the early time response (28), with $|\nu| \gg 1$ given by (29), connects with the asy mptotic result (27) when $2 \sqrt{\nu \tau}$ is sufficiently large; this implies that the Bessel function can be replaced by its large argument form although ( $c t-|z|$ ) remains small.

## III. THE LORENTZ TRANSFORMATION

Instead of looking for solutions of the one-dimensional analog of (1) [with $\left.\omega_{p}(z, t)=\omega_{p}(z-V t)\right]$ in $(z, t)$ space, it is advantageous to introduce new coordinates ( $z^{\prime}, t^{\prime}$ ) via the Lorentz transformation

$$
\begin{equation*}
z^{\prime}=\gamma(z-\beta c t), \quad c t^{\prime}=\gamma(c t-\beta z) \tag{30}
\end{equation*}
$$

thereby reducing the problem to one in a time-independent medium:
$\left(\frac{\partial^{2}}{\partial z^{\prime 2}}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{\prime 2}}-\frac{\omega_{p}^{\prime 2}\left(z^{\prime}\right)}{c^{2}}\right) G^{\prime}\left(z^{\prime}, t^{\prime}\right)=-\delta\left(z^{\prime}\right) \delta\left(t^{\prime}\right), \quad$ (31)
subject to the causality condition

$$
G^{\prime} \equiv 0, \quad t^{\prime}<0
$$

As is well known, the transformation (30) leaves the operator ( $\partial^{2} / \partial z^{2}-\partial^{2} / c^{2} \partial t^{2}$ ) and the source term $\delta(z) \delta(t)$ invariant. In (31), $G(z, t)=G^{\prime}\left(z^{\prime}, t^{\prime}\right)$ and
$\omega_{p}(z, t)=\omega_{p}\left(z^{\prime} / \gamma\right)=\omega_{p}^{\prime}\left(z^{\prime}\right)$. The asymptotic analysis of (31) by the direct ray method is available ${ }^{1}$ and has been further elaborated by graphical methods utilizing the plane wave dispersion surfaces. 5 The solution to (31) can be formulated rigorously in terms of temporal Laplace transforms suitable for subsequent asymptotic evaluation by the saddle point method ${ }^{1}$; the asymptotic evaluation of the exact solution may be used for comparison to validate the ray solution. An analogous situation occurs when $\omega_{p}$ depends only on time so that the roles of $z$ and $t$ are essentially interchanged. ${ }^{3}$ When $\omega_{p}=b \exp \left[-z^{\prime} / \gamma h\right]$, an exact closed form solution for $G^{\prime}$ can be found from Ref. 4 while Ref. 3 deals with its counterpart for $\omega_{p}=$ $b \exp \left[c t^{\prime} / \gamma h\right]$. Once a solution in the moving $\left(z^{\prime}, t^{\prime}\right)$ frame is obtained, be it exact or approximate, one may find the solution in the stationary frame simply by transforming back to the original $(z, t)$ space. If in the limit of large $V, \omega_{p}(z-V t)$ reduces to a function of time only, then solutions in the stationary frame reduce to solutions in a temporally varying spatially homogeneous environment. Thus, solutions for time varying media can be generated from those for spatially varying media by using the Lorentz transformation as described above and then passing to the mathematical limit $V \rightarrow \infty$.
For illustration, let us again consider the cold electron plasma characterized by the exponentially varying plasma frequency (18). Applying the Lorentz transformation, one has

$$
\begin{equation*}
\omega_{p}(z, t)=b e^{-(z-B c t) / h}=b e^{-z^{\prime} / \gamma h} \equiv \omega_{p}^{\prime}\left(z^{\prime}\right) \tag{32}
\end{equation*}
$$

Using the ray method or evaluating the exact integral representation for $G^{\prime}\left(z^{\prime}, t^{\prime}\right)$ asymptotically, ${ }^{1}$ one can show that
$G^{\prime}\left(z^{\prime}, t^{\prime}\right) \sim c\left[/(2 \pi b)^{1 / 2}\left(\zeta^{\prime}\right)^{1 / 4}\right]^{-1} \cos \left(b \sqrt{\zeta^{\prime}}-\frac{1}{4} \pi\right)$,
where

$$
\begin{equation*}
\zeta^{\prime}=2\left(\frac{\gamma h}{c}\right)^{2} e^{-z^{\prime} / \gamma h}\left(\cosh \frac{c t^{\prime}}{\gamma h}-\cosh \frac{z^{\prime}}{\gamma h}\right) \tag{33}
\end{equation*}
$$

This result checks with the asymptotic approximation of the exact solution

$$
\begin{equation*}
G^{\prime}\left(z^{\prime}, t^{\prime}\right)=\frac{1}{2} c J_{0}\left(b \sqrt{\zeta^{\prime}}\right) U\left(c t^{\prime}-\left|z^{\prime}\right|\right) \tag{34}
\end{equation*}
$$

when the zeroth order Bessel function $J_{0}$ is replaced by its large argument form; $U(x)=0$ or 1 for $x<0$ and $x>0$, respectively. The exact solution in (34) can be readily inferred from Eq. $(3.18)$ of Ref. 4. Transforming (33) and (34) to the stationary frame via (30), one obtains, respectively, (27) and its associated exact.solution

$$
\begin{equation*}
G(z, t)=\frac{1}{2} c J_{0}(b \sqrt{\zeta}) U(c t-|z|) \tag{35}
\end{equation*}
$$

where $\zeta$ is given by ( $24^{\prime}$ ).
For $\omega_{p}^{\prime}\left(z^{\prime}\right)$ given by (32) with $h<0$, the ray construction associated with Fig. 2 of Ref. 5 is applicable. Once the rays are drawn, the Lorentz transformation can then be used to map these rays from ( $z^{\prime}, t^{\prime}$ ) onto $(z, t)$ space. A ray configuration results which is essentially the same as that depicted in Fig. 2.
In the moving frame wherein the medium appears only spatially inhomogeneous, $\omega^{\prime}$ remains constant
along a ray. 5 Since the asymptotic wave solution as found above behaves locally like a plane wave, its phase can be shown to remain invariant under the Lorentz transformation. ${ }^{7}$ As a consequence, the frequency and wavenumber of a wavepacket viewed from both the moving (primed) and stationary (unprimed) frames are related by the equations

$$
\begin{equation*}
\omega^{\prime}=\gamma(\omega-\beta c k), \quad c k^{\prime}=\gamma(c k-\beta \omega) \tag{36}
\end{equation*}
$$

Thus, constancy of $\omega^{\prime}$ along a ray in ( $z^{\prime}, t^{\prime}$ ) space implies the constancy of ( $\omega-\beta c k$ ) along the same ray viewed from the stationary frame, thereby confirming the result in (10).

If $\beta \rightarrow 0$, the straight line $A_{1}$ in Fig. 2(a) becomes horizontal. The construction in Fig. 2 therefore reduces to that in Ref. 5. If, on the other hand, $V, h \rightarrow \infty$ such that ( $V / h$ ) remains finite, then line $A_{1}$ becomes vertical and the construction of the ray configuration due to localized sources in a temporally varying medium follows. ${ }^{3}$ In this same limiting case, all of the results in this section reduce to those in Sec. IIC of Ref. 3.

## IV. EXACT CLOSED FORM SOLUTIONS

As mentioned earlier, the exponential form of $\omega_{p}(z, t)$ in (18) has been chosen for illustration because an exact closed form solution can then be found. In fact, it is possible to accommodate a more general class of $\omega_{p}(z, t)$ profiles. If $(\eta, \xi)$ are normal coordinates defined by the relations

$$
\begin{equation*}
2 h \eta=c t-z, \quad 2 h \xi=c t+z \tag{37}
\end{equation*}
$$

then as shown in the Appendix, closed form solutions may be obtained for plasma frequencies with product separability of the form

$$
\begin{equation*}
\omega_{p}(z, t)=b N(\eta) Z(\xi), \quad N(0)=1 \tag{38}
\end{equation*}
$$

where $b$ is a constant. In particular, the exact solution of the scalar wave equation
$\left(\frac{\partial^{2}}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\omega_{p}^{2}(z, t)}{c^{2}}\right) \bar{G}(z, t)=-\delta(z) \frac{\partial}{\partial t} \delta(t)$,
subject to the causality condition $\bar{G} \equiv 0, t<0$, and with $\omega_{p}$ as in (38) is given by

$$
\begin{equation*}
\bar{G}=\frac{c^{2}}{2}\left[\delta(c t-|z|)-W_{0}(\eta, \xi) U(c t-|z|)\right] \tag{40}
\end{equation*}
$$

where

$$
W_{0}(\eta, \xi)=b\left(\frac{v^{2}-w^{2}}{2} \frac{J_{1}(b \sqrt{\zeta})}{\sqrt{\zeta}}\right)
$$

with

$$
\zeta=\left(4 h \int_{0}^{\eta} N^{2}(\hat{\eta}) d \hat{\eta}\right)\left(\frac{h}{c^{2}} \int_{0}^{\xi} Z^{2}(\hat{\xi}) d \hat{\xi}+B\right)
$$

$\frac{v^{2}-w^{2}}{2}=\frac{h}{c^{2}} \int_{0}^{\xi} Z^{2}(\hat{\xi}) d \hat{\xi}-\frac{4 h}{A^{2}} \int_{0}^{\eta} N^{2}(\hat{\eta}) d \hat{\eta}+B$.
$A$ and $B$ are constants, $U(x)$ is the Heaviside unit function, and $J_{1}$ is the Bessel function of first order.
For the exponential variation in (18), $N$ and $Z$ in (40b) and ( 40 c ) have the form

$$
\begin{equation*}
N(\eta)=e^{\bar{a}_{2} \eta}, \quad Z(\xi)=e^{-\bar{\alpha}_{1} \xi} \tag{41}
\end{equation*}
$$

where $\bar{a}_{1,2}=1 \mp \beta$. Since $N(\eta) \rightarrow 1$ and $Z(\xi) \rightarrow 1$, and therefore

$$
\begin{equation*}
\int_{0}^{\eta} N^{2}(\hat{\eta}) d \hat{\eta} \approx \eta, \quad \int_{0}^{\xi} Z^{2}(\hat{\xi}) d \hat{\xi} \approx \xi \tag{42}
\end{equation*}
$$

when $\eta \rightarrow 0$ and $\xi \rightarrow 0$, respectively, $\zeta$ and $\left(v^{2}-w^{2}\right)$ given by (40b) and (40c) simplify, and the constants $A^{2}$ and $B$ can be found by comparison with the corresponding terms of the time differentiated exact solution (with $\omega_{p}=b$ ) given in Ref. 6.
The result is

$$
\begin{equation*}
A^{2}=-4 c^{2}, \quad B=0 \tag{43}
\end{equation*}
$$

Substituting (41) and (43) into (40b) and (40c), and evaluating the integrals, one obtains (24') for $\zeta$, and

$$
\begin{align*}
\frac{v^{2}-w^{2}}{2} & =\frac{h}{c^{2}}\left(\frac{e^{-(1-\beta)(c t+z) / 2 h} \sinh [(1-\beta)(c t+z) / 2 h]}{(1-\beta)}\right. \\
& \left.+\frac{\left.e^{(1+\beta)(c t-z) / 2 h} \sinh [1+\beta)(c t-z) / 2 h\right]}{(1+\beta)}\right) \tag{44}
\end{align*}
$$

when combined with (40), these relations furnish the exact solution of (39), with $\omega_{p}$ given by (18). The result may also be derived from (35) by noting that $\bar{G}$ is the negative of the derivative $\partial G / \partial t^{\prime}$, evaluated at $t^{\prime}=$ 0 provided that the temporal source function is taken as $\delta\left(t-t^{\prime}\right)$ instead of $\delta(t)$. As noted previously, the limiting cases $\beta \rightarrow 0$, and $\beta, h \rightarrow \infty$ with $\beta / h$ finite, reduce properly to results given in Refs. 4 and 3, respectively.

## V. DISCUSSION

In this paper, the space-time ray theory developed previously for media with spatial or temporal variation has been extended to the case where medium parameters may vary (slowly) in space and time. For the particularly interesting case of space-time dependence in the form ( $\mathbf{r}-\mathrm{V} t$ ), descriptive of ordered motion of a disturbance in the medium, it has been shown that the ray trajectories are described by constancy of ( $\omega-\mathrm{k} \cdot \mathrm{V}$ ), the physical consequences of which have been discussed. As in previous work on simpler problem categories, the ray method provides a physical interpretation of wave phenomena that is not as apparent from other treatments. The discussion has sought to clarify relevant propagation processes, in particular those relating to wavepackets


Fig. 4. Ray tubes in the moving reference frame. Cross sections in the plane $z^{\prime}=z_{0}^{\prime}$ are $c \Delta t_{j}^{\prime}, j=1,2,3$. The frequency increment $\Delta \omega^{\prime}$ between adjacent rays is constant and $\omega_{i+1}^{\prime}=\omega_{i}^{\prime}+\Delta \omega^{\prime}>\omega_{i}^{\prime}$, $i=1,2,3,4 . \quad \omega_{\rho}\left(z^{\prime}\right)$ decreases monotonically with $z^{\prime}$.
with initial speeds greater or less than the profile speed $V$.
For further illustration of the role of space-time rays in the interpretation of transient solutions in dispersive media, we return to certain peculiarities exhibited by the exact solution for impulsive $\left[d \delta\left(t^{\prime}\right) / d t^{\prime}\right]$ excitation of a medium described in the moving ( $z^{\prime}, t^{\prime}$ ) frame by $\omega_{p}^{\prime}=b \exp \left(-z^{\prime} / \gamma h\right)$ as in (32), with $b, h>0$. The exact solution given in Ref. 4 [see also $\partial G^{\prime} / \partial t^{\prime}$ in (34)] diverges for observation times $t^{\prime} \rightarrow \infty$. To understand this behavior properly, it is necessary to separate the effects of the medium from those due to the excitation. We seek an interpretation by examining first the space-time ray trajectories. Since $\omega_{p}^{\prime} \rightarrow \infty$ as $z^{\prime} \rightarrow-\infty$, rays proceeding initially to the left are eventually turned back; however, wavepackets with higher frequency penetrate deeper into the medium before being reflected and therefore emerge at later observation times (see Fig. 4). It can be shown that if adjacent rays are distinguished by a constant frequency increment $\Delta \omega^{\prime}$ (it is recalled that $\omega^{\prime}=$ constant on a ray), then the cross section of the reflected ray tubes decreases as $t^{\prime}$ increases, with $z^{\prime}$ fixed; in fact, as $t^{\prime} \rightarrow \infty$, one has $\Delta z^{\prime} / \Delta \omega^{\prime} \rightarrow c \Delta t^{\prime} / \Delta \omega^{\prime} \rightarrow 0$ [see (47)]. From ( $8^{\prime}$ ), the field amplitude $A_{0}\left(z^{\prime}, t^{\prime}\right)$ varies as $\bar{A}_{0}\left(z_{1}^{\prime}, t_{1}^{\prime}\right)\left(\Delta z^{\prime} / \Delta \omega^{\prime}\right)^{-1 / 2}$, where $\bar{A}_{0}\left(z_{1}^{\prime}, t_{1}^{\prime}\right)=A_{0}\left(z_{1}^{\prime}, t_{1}^{\prime}\right)\left(\Delta z_{1}^{\prime} / \Delta \omega^{\prime}\right)^{1 / 2}$ incorporates the amplitude at a reference (initial) point $\left(z_{1}^{\prime}, t_{1}^{\prime}\right)$ on the ray. Evidently, because of the shrinking ray tube cross section, $A_{0}\left(z^{\prime}, t^{\prime}\right) \rightarrow \infty$ at long observation times $t$ ' unless the spectral content of the source function as contained in $\bar{A}_{0}\left(z_{1}^{\prime}, t_{1}^{\prime}\right)$ overcomes this growth.

Details of the calculation illustrate the validity of these remarks. From (30) and (36), the ray trajectory in $\left(z^{\prime}, t^{\prime}\right)$ space, given parametrically in terms of $\omega^{\prime}>0$, follows from (22) as


Fig. 5. Ray paths in a spatially inhomogeneous isotropic plasma whose plasma frequency $\omega_{p}^{\prime}$ is a constant $\bar{\omega}_{p}^{\prime}>0$ in the region $z \leq$ $\bar{z}^{\prime}$ but decreases monotonically in the region $z^{\prime} \geq \bar{z}^{\prime}$, with $\omega_{p}^{\prime} \rightarrow 0$ as $z^{\prime} \rightarrow \infty$. (a) Profile of $\omega_{p}^{\prime}\left(z^{\prime}\right)$. (b) Dispersion surfaces $\omega^{\prime}\left(z^{\prime}, k^{\prime}\right)=$ $\left[c^{2} k^{\prime 2}+\omega_{p}^{\prime 2}\left(z^{\prime}\right)\right]^{1 / 2}$, with $\left(\omega_{p}^{\prime}\right)_{\max }=\bar{\omega}_{j}^{\prime}$. (c) Space-time ray trajectories in piecewise constant approximation.

$$
\begin{equation*}
\sqrt{2} \omega^{\prime}=\frac{b e^{-z / 2} \gamma^{h} \sinh \left(c t^{\prime} / \gamma h\right)}{\left[\cosh \left(c t^{\prime} / \gamma h\right)-\cosh \left(z^{\prime} / \gamma h\right)\right]^{1 / 2}} . \tag{45}
\end{equation*}
$$

Differentiating (45) with respect to $z^{\prime}$ for fixed $t^{\prime}$, and inverting the result, yields

$$
\begin{equation*}
\frac{d z^{\prime}}{d \omega^{\prime}}=\frac{2 \gamma h}{\omega^{\prime}}\left(\frac{\sinh \left(z^{\prime} / \gamma h\right)}{\left[\cosh \left(c t^{\prime} / \gamma^{h} h\right)-\cosh \left(z^{\prime} / \gamma h\right)\right]}-1\right)^{-1}\left(\frac{1}{2}\right. \tag{46}
\end{equation*}
$$

Evidently, $\omega^{\prime} \rightarrow \infty$ on rays reaching a fixed observation point $z^{\prime}$ at very long observation times, and $\left|\Delta z^{\prime} / \Delta \omega^{\prime}\right| \rightarrow 0$ for such rays. From previous results dealing with pulsed plane wave propagation in a homogeneous plasma, ${ }^{1}$ it is known that for a source function $\delta\left(t^{\prime}\right)$,
$\bar{A}_{0}\left(z_{1}^{\prime}, t_{1}^{\prime}\right)=c^{3 / 2} e^{i \pi / 4}\left\{2 \sqrt{2 \pi \omega^{\prime}}\left[\omega^{\prime 2}-\omega_{p}^{\prime 2}\left(z_{1}^{\prime}\right)\right]^{1 / 4}\right\}^{-1}(47)$
while for a source function $\left(d / d t^{\prime}\right) \delta\left(t^{\prime}\right)$,

$$
\begin{equation*}
\bar{A}_{0}\left(z_{1}^{\prime}, t_{1}^{\prime}\right)=\left(c^{2} / 2 \sqrt{2 \pi}\right) e^{-i \pi / 4} \tag{48}
\end{equation*}
$$

The phase in these expressions is taken so as to correspond to the known result when $\omega_{p} \rightarrow b$. As noted previously, $z_{1}^{\prime}$ and $t_{1}^{\prime}$ are chosen sufficiently near the source to render the medium locally homogeneous ( $\omega_{\rho}^{\prime} \approx b$ ), but nevertheless large enough to validate use of the asymptotic expressions for the fields; both requirements can be met for sufficiently weak medium inhomogeneities. One may now observe that for the source associated with (47), the highfrequency components are excited so weakly as to nullify the growth of $\left|\Delta z^{\prime} / \Delta \omega^{\prime}\right|^{-1 / 2}$ in (46), but that this is not the case for excitation by a doublet as in (48). Thus, separate features of the transient field behavior, attributable to the source spectrum and the medium profile, respectively, are well clarified by the space-time ray approach.
The space-time ray analysis also makes evident that the above-described amplitude divergence due to ray tube contraction cannot occur in a physical medium whose plasma frequency grows up to a finite value $\omega_{p}^{\prime}\left(\overline{z^{\prime}}\right)$ and is constant for $z^{\prime}<\bar{z}^{\prime}$. As noted from Fig. 5 , not all rays are now turned back; wavepackets with sufficiently high frequency penetrate the medium to arbitrarily large distances $z^{\prime}$. Although the cross sections of the reflected ray tubes decrease as $t^{\prime}$ increases, the family of reflected rays ceases after a certain value of $t^{\prime}$ and therefore does not exhibit the $\Delta z^{\prime} \rightarrow 0$ limit noted earlier.

## APPENDIX: EXACT SOLUTION OF THE SCALAR WAVE EQUATION (39) WITH $\omega_{p}(z, t)$ GIVEN BY (38).

Assume that

$$
\begin{equation*}
\overline{\bar{G}}=\frac{c^{2}}{2} W(\eta, \xi) \tag{A1}
\end{equation*}
$$

where ( $\eta, \xi$ ) are defined in (37). The left-hand side of (39) can then be expressed in terms of ( $\eta, \xi$ ) as

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial \eta \partial \xi}+\left(\frac{h b}{c} N(\eta) Z(\xi)\right)^{2}\right] W(\eta, \xi)=\frac{2 h^{2}}{c^{2}} \delta(z) \frac{\partial}{\partial t} \delta(t) \tag{A2}
\end{equation*}
$$

Moreover, we assume a causal solution of the form

$$
\begin{equation*}
W=\delta(c t-|z|)-W_{0}(w, v) U(c t-|z|), \tag{A3}
\end{equation*}
$$

where

$$
W_{0}(w, v)=\frac{1}{2} b\left(v^{2}-w^{2}\right) J_{1}(b \sqrt{\zeta}) / \sqrt{\zeta}
$$

with
$\zeta=A^{2}\left(\frac{1}{2} w^{2}+\hat{a}\right)\left(\frac{1}{2} v^{2}+\hat{a}\right), \quad w=w(\eta), \quad v=v(\xi)$,
( $\mathrm{A}^{\prime} \mathrm{b}$ )
$A^{2}, \hat{a}$ being constants. With $\omega_{p}(z, t)$ given by (38), we seek solutions of (39) that reduce to the time derivative of the known Green's function $G$ when $\omega_{n}$ is constant. ${ }^{6}$ The form (A3) is chosen because of its similarity, after appropriate changes of variables, with known exact solutions to (39) when $\omega_{p}(z, t)$ is a constant, an exponential in space, ${ }^{4}$ or an exponential in time. ${ }^{3}$
Substitution of (A3) into (A2) gives, for $z>0$,
$\alpha_{1}(\eta, \xi) U(\eta)+\alpha_{2}(\eta, \xi) \delta(\eta)=-\frac{2 h^{2}}{c^{2}} \delta(z) \frac{\partial}{\partial t} \delta(t)$,
where

$$
\begin{align*}
& \alpha_{1}=\frac{\partial^{2} W_{0}}{\partial \xi \partial \eta}+K^{2} W_{0}, \quad \alpha_{2}=\frac{\partial W_{0}}{\partial \xi}-\frac{K^{2}}{2 h},  \tag{A4'a}\\
& K^{2}=\left(\frac{h b N(\eta) Z(\xi)}{c}\right)^{2} .
\end{align*}
$$

From (A3a) and (A3b) and the identities
$\frac{\partial 2 \zeta}{\partial w \partial v}=\frac{1}{\zeta} \frac{\partial \zeta}{\partial w} \frac{\partial \zeta}{\partial v}, \quad v \frac{\partial \zeta}{\partial w}-w \frac{\partial \zeta}{\partial v}=\frac{v^{2}-w^{2}}{2 \zeta} \frac{\partial \zeta}{\partial w} \frac{\partial \zeta}{\partial v}$,
as well as $d J_{1}(x) / d x=J_{0}(x)-x^{-1} J_{1}(x)$, one may write (A4a) as
$\alpha_{1}=\frac{b^{3}}{\sqrt{\zeta}} \frac{v^{2}-w^{2}}{2}\left[-\frac{A^{2}}{4} \frac{d}{d \eta}\left(\frac{w^{2}}{2}\right) \frac{d}{d \xi}\left(\frac{v^{2}}{2}\right)+\left(\frac{h N Z}{c}\right)^{2}\right]$

$$
\times J_{1}(b \sqrt{\zeta}) \quad\left(\mathrm{A} 4^{\prime} \mathrm{c}\right)
$$

and

$$
\begin{aligned}
\alpha_{2}= & \frac{b^{2}}{2} \backslash \frac{1}{\sqrt{\zeta}} \frac{d v}{d \xi}\left[\frac{2 v}{b} J_{1}(b \sqrt{\zeta})\right. \\
& \left.+\frac{v^{2}-w^{2}}{2 \sqrt{\zeta}} \frac{\partial \xi}{\partial v}\left(J_{0}(b \sqrt{\zeta})-\frac{2 J_{1}(b \sqrt{\zeta})}{b \sqrt{\zeta}}\right)\right] \\
& \left.-h\left(\frac{N Z}{c}\right)^{2}\right\}
\end{aligned}
$$

( $\mathrm{A} 4^{\prime} \mathrm{d}$ )
Equation (A4) stipulates that $\alpha_{1} \equiv 0$ and that $\alpha_{2} \rightarrow 0$ as $\eta \rightarrow 0$ when $z$ or $t$ is nonzero. The former condition implies that the bracketed term in (A4c) is zero, i.e.,

$$
\begin{equation*}
\frac{d}{d \eta}\left(\frac{w^{2}}{2}\right) \frac{d}{d \xi}\left(\frac{v^{2}}{2}\right)=\left(\frac{2 h N Z}{c A}\right)^{2} \tag{A5}
\end{equation*}
$$

The latter condition, we assume, implies that $\zeta \rightarrow 0$ as $\eta \rightarrow 0$. Applying this condition to (A4d), recalling from (38) that $N(0)=1$, and replacing Bessel functions by their small argument forms, we find the relation

$$
\begin{equation*}
\frac{d}{d \xi}\left(\frac{v^{2}}{2}\right)=h\left(\frac{Z}{c}\right)^{2} \tag{A6}
\end{equation*}
$$

in the limit as $\eta \rightarrow 0$. The assumption $\zeta \rightarrow 0$ as $\eta \rightarrow 0$ can be satisfied by [see (A3b)]

$$
\begin{equation*}
\frac{1}{2} w^{2}+\hat{a}=0 \tag{A7}
\end{equation*}
$$

in the limit as $\eta \rightarrow 0$. Substitution of (A6) into (A5) yields

$$
\begin{equation*}
\frac{d}{d \eta}\left(\frac{w^{2}}{2}\right)=h\left(\frac{2 N}{A}\right)^{2} \tag{A8}
\end{equation*}
$$

Integrating (A6) and (A8) with use of (A7), one obtains $w^{2}$ and $v^{2}$ as integrals over $\eta$ and $\xi$, respectively, from which (40b) and (40c) follow with $B=$ $v^{2}(0) / 2+\hat{a}$. If $\omega_{p} \rightarrow b$ in some limit then $A^{2}, B$ are given as in (43).
The above scheme can also be used to find solutions of the three-dimensional scalar wave equation

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\omega_{p}^{2}(r, t)}{c^{2}}\right) G(\mathbf{r}, t)=-\delta(\mathbf{r}) \delta(t) \tag{A9}
\end{equation*}
$$

where $r$ is the radial coordinate from the origin, and $\omega_{p}(r, t)$ is given by (38), with ( $\eta, \xi$ ) defined in (37) provided that $z$ is replaced by $r$. The causal solution of (A9) can be shown to be

$$
\begin{equation*}
G(\mathbf{r}, t)=(c / 4 \pi r) W(\eta, \xi) \tag{A10}
\end{equation*}
$$

where $W(\eta, \xi)$ is given by (A3) with $\zeta$ and $\left(v^{2}-w^{2}\right)$ expressed in terms of $N(\eta)$ and $Z(\xi)$ as in (40b) and (40c). The constants $A^{2}$ and $B$ are $4 c^{2}$ and zero, respectively, when $\omega_{p} \rightarrow b$ in some limit. Thus, for example, we can find the exact closed form solution for a radially symmetric exponentially varying plasma frequency profile with exponential time-dependence of the form

$$
\begin{equation*}
\omega_{p}(r, t)=b e^{\sigma_{1}(r-V t)+\sigma_{2}\left(c^{2} t^{2}+r^{2}\right)} \tag{A11}
\end{equation*}
$$

where $\sigma_{1,2}$ and $V$ are constants. When $\sigma_{1}=0, \omega_{p}(r, t)$ given by (A11) is Gaussian in both space and time.
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The remarkable dynamical structure of Einstein's gravitational law has been recognized since the very beginning of the general theory of relativity. Later on, its connection with the canonical formalism was understood. ${ }^{1}$ We know that Einstein's equations can be split into two sets, the dynamical equations and the initial value equations. The dynamical equations tell us how the canonically conjugate variables $g_{i k}$ and $\pi^{i k}$ (representing the intrinsic geometry of a spacelike hypersurface and its extrinsic curvature) change if we push the hypersurface through space-time. However, the canonical variables $g_{i k}$ and $\pi^{i k}$ cannot be freely specified on a given hypersurface, because they are limited by the initial value equations.
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A functional differential version of the ADM canonical formalism is proposed. The existence of a canonical transformation separating canonical variables into internal coordinates, energy-momentum densities, and two pairs of true dynamical variables is assumed. The evolution of dynamical variables is governed by functional differential Hamilton's equations. They satisfy certain integrability conditions ensuring the internal path independence of dynamical evolution. The change of dynamical variables along any spacelike hypersurface is given by their Lie derivatives. This allows an elimination of $30^{3}$ components of the Hamilton equation, leading to a functional differential Hamilton equation based on a single bubble time. The Hamilton-Jacobi theory is built along the same lines. The formalism is illustrated in the mini-phase-space of the cylindrical Einstein-Rosen wave.

## 1. INTRODUCTION

The remarkable dynamical structure of Einstein's gravitational law has been recognized since the very beginning of the general theory of relativity. Later on, its connection with the canonical formalism was understood. ${ }^{1}$ We know that Einstein's equations can be split into two sets, the dynamical equations and the initial value equations. The dynamical equations tell us how the canonically conjugate variables $g_{i k}$ and $\pi^{i k}$ (representing the intrinsic geometry of a spacelike hypersurface and its extrinsic curvature) change if we push the hypersurface through space-time. However, the canonical variables $g_{i k}$ and $\pi^{i k}$ cannot be freely specified on a given hypersurface, because they are limited by the initial value equations.

Both sets of equations are intimately interconnected. Firstly, if the initial value equations are satisfied on an initial hypersurface, and if we evolve the canonical variables in accordance with the dynamical equations, then the changed canonical variables satisfy the initial value equations on the changed hypersurface. Secondly, if the canonical variables satisfy the initial value equations on any spacelike hypersurface, then their change from one spacelike hypersurface to
another is necessarily governed by the dynamical equations. ${ }^{2}$ This indicates that the initial value equations contain all the dynamics of the gravitational field.
Einstein's equations are thus highly repetitive. They spell out the same dynamical evolution in two different ways; once by means of the dynamical equations, the second time through the initial value equations. The redundancy of equations is brought in by the redundancy of the canonical variables. The initial value equations imply that the canonical variables $g_{i k}$ and $\pi^{i k}$ are not independent, but that four of them can be expressed by means of the remaining ones. Moreover, four of these remaining variables can be frozen by picking up a definite slicing of space-time and a definite labeling of the slices, i.e., by imposing four coordinate conditions. This leaves us with only two pairs of true dynamical variables. The extra variables are the price we must pay for the freedom to choose the space-time coordinates at will.
This opens two alternative routes for the further development of the canonical formalism. The first one was followed by Dirac ${ }^{3}$ and DeWitt, ${ }^{4}$ who worked with the original redundant variables $g_{i k}, \pi^{i k}$ subject to the
initial value constraints. The second one was pursued by Arnowitt, Deser, and Misner (ADM), ${ }^{1}$ who tried to eliminate all superfluous variables and identify the independent dynamical degrees of freedom of the gravitational field. Either of these approaches has certain disadvantages. In the Dirac formalism, true dynamical variables are mixed with variables specifying the hypersurface and its coordinatization. This obscures the physical interpretation of the formalism, especially in its quantum version. In the ADM method, one system of coordinates is picked out by coordinate conditions, which obliterate the arbitrariness of slicing.
To avoid these difficulties, we shall build an intermediate formalism lying somewhere between the Dirac formalism and the ADM formalism. The new formalism resembles the ADM approach in so far as it identifies the true dynamical variables and solves the constraint equations; but it shares a common feature with the Dirac approach that it imposes no coordinate conditions. In fact, it can be viewed in two different ways, either as the Dirac formalism carried into a new representation by a canonical transformation, or as an infinite number of ADM formalisms, one for each choice of a coordinate condition, stacked together in one compact notation. Its main advantages over the Dirac and the ADM formalisms are, respectively, that a clear separation of true dynamical variables from the superfluous degrees of freedom is maintained, while the slicing of space-time is kept completely arbitrary. Many results and ideas fitting into this approach are already contained or anticipated in the classical series of papers by ADM. It is more an emphasis than a content which is being added to their penetrating analysis. We want to stress that the dynamical structure of Einstein's law is best revealed when the slicing of space-time is left arbitrary and all equations are written down as functional differential equations with respect to a corresponding bubble time. The proposed formalism provides a natural language for the discussion of questions belonging properly to the no man's land between the Dirac and ADM formalisms. Here are a few typical examples: Does the ADM formalism depend on choice of coordinate conditions? Does the evolution of state depend on path? How many equations comprised in the functional differential Einstein-Hamilton-Jacobi equation are actually independent? What is the physical meaning of the integrability conditions of this equation? The answers to such questions will emerge as we proceed.
The first step in building the new formalism is the separation of the twelve canonical variables $g_{i k}, \pi^{i k}$ into three groups, which we shall denote by the letters $X, \Pi$, and $Y$. We have already seen that not all canonical variables $g_{i k}, \pi^{i k}$ are true dynamical variables, but that four of them are actually functions $X^{\prime}(\mathbf{x})$ fixing the position of the hypersurface and endowing it with a special system of spatial coordinates (Fig. 1a). ${ }^{5}$ We shall call these functions internal coordinates, because they are constructed from the geometrical properties $g_{i k}, \pi^{i k}$ of the hypersurface, not externally assigned to its points, like the coordinate labels $t$ and $x$. The four functions $X^{\iota}$ of three labels give us the parameter equations of the hypersurface

$$
\begin{equation*}
X^{t}=X^{\iota}(\mathbf{x}) . \tag{1.1}
\end{equation*}
$$

We can change the labels x arbitrarily without changing the hypersurface, the functions (1.1) and the new functions

$$
\begin{equation*}
X^{\iota}=X^{\iota}(\mathbf{x}(\overline{\mathbf{x}})) \tag{1.2}
\end{equation*}
$$

representing the same hypersurface. We can eliminate the labels altogether and write the equation of the hypersurface directly as

$$
\begin{equation*}
X^{0}=X^{0}(\mathbf{x}(\mathbf{X})) \equiv T(\mathbf{X}) \tag{1.3}
\end{equation*}
$$

In other words, Eq. (1.1) goes over into Eq. (1.3) if we use the three internal coordinates $X^{k}$ themselves as privileged labels. If the functions (1.1) depend smoothly on an additional parameter $t$,

$$
\begin{equation*}
X^{\iota}=X^{\iota}(t, \mathbf{x}), \tag{1.4}
\end{equation*}
$$

they define an internal trajectory, i.e., a continuous family of spacelike hypersurfaces ordered by a time parameter $t$, drawn in the space of internal coordinates.
The function (1.3) fixes the position of a spacelike hypersurface in space-time, playing the role of Old Father Time of classical physics. The "instantaneous" initial value equations contain this time function hidden among other canonical variables as Achilles amidst the daughters of King Lykamedes. It is then no wonder that these equations carry a dynamical meaning.


Fig. 1. (a) Displacement of a hypersurface. Internal coordinates $X^{\iota}$ are plotted as cartesian coordinates. Arbitrary labels $x$ are attached to the points of the hypersurface. The hypersurface can be characterized either by the parameter equations $X^{\iota}=X^{4}(\mathbf{x})$ or internally as $X^{0}=T(\mathbf{X})$. The displacement $\delta X^{\iota}(\mathbf{x})$ connects points with the same label $x$ on two nearby hypersurfaces. (b) Reducibility of the Hamilton equations. An arbitrary displacement $\delta X^{\iota}$ can be decomposed into a displacement $X^{\iota}, l(x) \xi^{l}(\mathbf{x})$ along the hypersurface, and the displacement $\delta_{0} X^{\iota}$ in the direction of the $X^{0}$ coordinate lines. The change of the dynamical variables under the displacement $X^{\iota},{ }^{\prime}(\mathbf{x}) \xi^{l}(\mathbf{x})$ can be generated by a Lie derivative. (c) Path independence of dynamical evolution. Starting from an initial hypersurface, we pass to the final hypersurface along two different paths $\delta_{1} X^{\iota}, \delta_{2} X^{\iota}$ and $\delta_{2} X^{\iota}, \delta_{1} X^{\iota}$. The initial values $Y(\mathrm{in})$ of the dynamical variables (symbolized by flowers) evolve into the same final values $Y(f)$, irrespective of the path taken.

The split of twelve canonical coordinates $g_{i k}, \pi^{i k}$ into three groups of four functions was originally introduced by ADM who stressed that the functions $X^{`}$ are not dynamically determined and may be used as independent variables in place of coordinates. ${ }^{6}$ Developing their formalism, however, ADM chose an alternative route and froze $X^{\iota}$ into preferred time and space coordinates by coordinate conditions. What follows may be thought of as an elaboration of the original ADM idea. We impose no coordinate conditions on the internal coordinates, leaving the slicing of space-time completely arbitrary. The time variable is allowed to change by one amount at one point and by another amount at another point, creating a bubble deformation of the original hypersurface. This distinguishes the new formalism from the latter development of the ADM formalism, in which a one-parameter family of slices is picked out by coordinate conditions and the permissible variations go only from one slice of the family to another. In the Dirac formalism, all spacelike hypersurfaces are equally permissible; however, we do not know which variable plays the role of time. This explains the name we shall use to describe the new formalism: the bubble-time canonical formalism.
The second group of canonical variables $\Pi_{\iota}$ contains the variables canonically conjugate to internal coordinates $X^{\iota}$. The variable $-\Pi_{0}(x)$ can be interpreted as a gravitational energy density and the three variables $-\Pi_{i}(x)$ as gravitational momentum densities. Finally, the third group of canonical variables $Y_{l}(\mathbf{x})$ consists of two pairs of canonically conjugate variables.

$$
Y_{\imath}(\mathbf{x})=\left\{g^{A}(\mathbf{x}), \pi_{A}(\mathbf{x})\right\}, \quad A=1,2
$$

representing the true dynamical degrees of freedom of the gravitational field.
Unfortunately, no general agreement has been reached as to how to separate the internal coordinates $X^{\iota}$ and the conjugate energy-momentum densities $\Pi_{\iota}$ from the true dynamical variables $Y_{\iota}$. It is difficult to find an Ulyssean trick luring Achilles out of his disguise. The first attempt was made by Arnowitt, Deser, and Misner ${ }^{1}$ who decomposed the canonical variables $g_{i k}$ and $\pi^{i k}$ into transversal traceless $T T$, transversal $T$, and longitudinal $L$ parts with respect to a fictitious flat space background, and identified the individual variables as

$$
\left.\begin{array}{l}
X^{0}=-\frac{1}{2} \Delta^{-1} \pi^{T}, \quad X^{i}=g^{L}{ }_{i} \\
\Pi_{0}=\Delta g^{T}, \quad \Pi_{i}=2\left(\Delta \pi^{L i}+\pi^{L k}, k i\right.
\end{array}\right), ~ \begin{aligned}
& g^{A} \leftrightarrow g^{T T}, \quad \Pi_{A} \leftrightarrow \pi^{T T i k} \tag{1.5}
\end{aligned}
$$

However, this decomposition clearly depends on the choice of the background and does not constitute an invariant procedure. Some time ago, a covariant decomposition was tried by Deser. ${ }^{7}$ Quite recently, York attempted to identify two of the true dynamical degrees of freedom with the independent components of the conformal curvature tensor of the spacelike hypersurface which is an identically $T T$ symmetric tensor in the covariant sense. ${ }^{8}$ However, it is difficult to write down a canonical transformation leading to Deser's and York's variables, and it is therefore not yet certain how convenient they are from the point of view of the canonical formalism.

A fresh insight into the nature of internal coordinates was gained by studying the dynamics of truncated models with most of the gravitational degrees of freedom frozen by imposed symmetries. ${ }^{9-11}$ It would be premature to make any definite conclusion about the construction of the internal coordinates on the basis of a few simple models studied so far. In fact, different constructions have been attempted. In homogeneous cosmological models, 9 the internal spatial coordinates are frozen and it seems advantageous to identify time with a simple function of the metric (the logarithm of the volume of the universe). For cylindrical gravitational waves, on the other hand, an internal radial coordinate is a function of the metric, and a natural time variable is a certain functional of the momentum. ${ }^{10}$ Virtually the same prescription for the internal radial coordinate and time works also in the case of the Schwarzschild field. ${ }^{11}$ In the last two examples, as well as in the original ADM procedure, ${ }^{1}$ an internal time is constructed from the momenta $\pi^{i k}$, i.e., from the extrinsic curvature of the hypersurface. The term "extrinsic time" seems therefore appropriate for it. On the other hand, we have an "intrinsic time" for cosmological models, constructed out of the intrinsic metric of the hypersurface.
So far it seems that quite different choices of internal time and space coordinates simplify the Hamilton equations for different particular models. It might even happen that different separations of internal coordinates from dynamical variables work equally well in a single model. This would mean that it is merely a matter of taste which degrees of freedom are taken to provide the space and time structure with respect to which the change of the remaining degrees of freedom is registered. Passing from the truncated models to general geometrodynamics, our belief in a unique and natural separation of internal coordinates and energy-momentum densities from true dynamical variables seems even more open to doubt. It may be that there is only a multitude of various separations dictated by expediency when solving particular problems.
Under these circumstances, it may seem impossible to develop a bubble-time formalism. How can we proceed, if we do not know how to construct the internal time and other canonical variables we need? This essential weakness, which the new formalism shares with the ADM method, turns into a strength when viewed from a different angle. Let us assume that we are presented with some set of new canonical variables $X, \Pi, Y$ (subject to very mild restrictions) constructed from the old canonical variables $g_{i k}, \pi^{i k}$ by a canonical transformation. We can then build a bubble-time formalism and show it has a number of interesting features, without ever knowing the actual form of the canonical transformation. Our results are thus completely independent of the actual construction of the canonical variables $X, \Pi, Y$.
We develop the bubble-time formalism in several steps. We start in Sec. 2, by reviewing the ADM canonical formalism and introducing a compact notation. In Sec. 3, we separate the canonical variables into groups and write down the Hamilton equations in the new representation. In Section 4, we assume that the initial value equations can be solved with respect to the quantities $\Pi_{i}(x)$. This gives us the energy-momentum densities as functions of the true dynamical
variables $Y_{\iota}(x)$ depending on the internal space and time coordinates $X^{4}(\mathrm{x})$. These functionals yield the bubble-time Hamilton equations which govern the internal dynamics of the gravitational field, i.e., how the dynamical variables $Y_{l}(x)$ evolve as functionals of the internal coordinates $X^{\prime}(x)$.
This dynamics is to be distinguished from an external dynamics which people usually have in mind when thinking about the time evolution of the gravitational field. Here, a one-parameter family of spacelike hypersurfaces labeled by an arbitrary parameter $t$ is picked out. The external stacking of the hypersurfaces is given by prescribing arbitrarily the lapse and shift functions $N(t, \mathbf{x}), N_{i}(t, \mathbf{x})$. The original canonical variables $g_{i k}(\mathbf{x}), \pi^{i k}(\mathbf{x})$ are chosen at a fixed moment $t^{(\mathrm{in})}$ in such a way that they satisfy the initial value equations, and their change in $t$ is determined. No split into internal coordinates $X^{\iota}$, energy-momentum densities $\Pi_{\iota}$, and dynamical variables $Y_{t}$ is ever attempted. However, we prove in Sec. 4 that the internal dynamics induces an external dynamics of the field. In particular, to every internal path (1.4) there corresponds a unique "external path" $N(t, \mathbf{x}), N_{i}(t, \mathbf{x})$. This is a new version of the sandwich conjecture within the bubble-time formalism.
The bubble-time Hamilton equations must satisfy two consistency conditions which are discussed in Secs. 5 and 6. The first condition tells us that the evolution of the dynamical variables must not depend on the internal path between the fixed initial and final hypersurfaces. This condition is satisfied by virtue of the completeness relations among the initial value constraints. The second condition requires that the change of the dynamical variables predicted by the bubble-time Hamilton equations along a spacelike hypersurface should coincide with a Lie derivative within this hypersurface. Due to this condition, the original Hamilton equation which has $4 \infty^{3}$ components can be reduced to a single bubble-time Hamilton equation which has only $\infty^{3}$ components. This is done in Sec.7. The Hamilton-Jacobi theory in the bubbletime canonical formalism is discussed in Sec. 8. The consistency conditions again allow a reduction of the Hamilton-Jacobi equation to a single functional differential equation for a principal Hamilton functional depending on a single bubble-time variable and on two dynamical variables. In Sec. 9 , we show how the new formalism works by applying it to a simple mini-phase-space model, for which the canonical transformation separating internal coordinates from true dynamical variables is explicitly known. This model is given by the Einstein-Rosen cylindrical gravitational waves.

## 2. STANDARD CANONICAL FORMALISM

The bubble-time canonical formalism can be developed from the standard action functional of the gravitational field brought into a canonical form by Arnowitt, Deser, and Misner ${ }^{1}$ :

$$
\begin{equation*}
S=\int d t \int d^{3} x\left(\pi^{i k}(\mathbf{x}) g_{i k}(\mathbf{x})-N_{\iota}(\mathbf{x}) \mathscr{F}^{\iota}(\mathbf{x})\right) \tag{2.1}
\end{equation*}
$$

All variables entering into this action functional have a simple geometrical meaning. ${ }^{12}$
The canonical coordinates $g_{i k}$ give us the metric of a spacelike hypersurface $t=$ const. The momenta $\pi^{i k}$
are related to the extrinsic curvature $K^{i k}$ of the hypersurface by the formula

$$
\begin{equation*}
\pi^{i k}=-g^{1 / 2}\left(K^{i k}-K g^{i k}\right) \tag{2.2}
\end{equation*}
$$

and the coefficients $N_{t}=\left\{N, N_{i}\right\}$ tell us how the initial hypersurface of a constant $t$ is related to a displaced hypersurface of a constant $t+\delta t$. The lapse function $N(\mathbf{x})$ gives the proper time separation $\delta \tau(\mathbf{x})$ between these two hypersurfaces measured in the normal direction to the first hypersurface

$$
\delta \tau(\mathbf{x})=N(\mathbf{x}) \delta t .
$$

The shift functions $N_{i}(\mathbf{x})$ determine how the spatial system of coordinates on the hypersurface of a constant $t+\delta t$ is displaced with respect to the spatial system of coordinates on the hypersurface of a constant $t$. If the normal to the first hypersurface drawn at a point with the coordinates $\mathbf{x}$ intersects the second hypersurface at a point with the coordinates $\mathbf{x}+\delta \mathbf{x}$, then

$$
\delta x^{i}(\mathbf{x})=-N^{i}(\mathbf{x}) \delta t, \quad \text { where } N^{i}=g^{i k} N_{k^{.}}
$$

The components of $\mathscr{K}^{\iota}=\left\{\mathscr{F}_{\mathscr{C}} \mathscr{F}^{i}\right\}$ are constructed from the canonical variables $g_{i k}, \pi^{i k}$,

$$
\begin{gather*}
\mathscr{H}(\mathbf{x})=g^{-1 / 2}(\mathbf{x})\left\{\pi_{i k}(\mathbf{x}) \pi^{i k}(\mathbf{x})-\frac{1}{2}\left(\pi_{i}^{i}(\mathbf{x})\right)^{2}\right\}-g^{1 / 2}(\mathbf{x}) R(\mathbf{x})  \tag{2.3}\\
\mathscr{C}^{i}(\mathbf{x})=-2 \pi^{i k_{1 k}}(\mathbf{x}), \tag{2.4}
\end{gather*}
$$

and they are called super-Hamiltonian and supermomentum of the gravitational field. The Hamiltonian

$$
\begin{equation*}
H=\int d^{3} x N_{\iota}(\mathbf{x}) \mathscr{S}^{c}(\mathbf{x}) \tag{2.5}
\end{equation*}
$$

is their linear combination, with lapse and shift functions as undetermined coefficients.
If we vary the action function (2.1) with respect to the canonical variables, we get the dynamical equations

$$
\begin{equation*}
\dot{g}_{i k}(\mathbf{x})=\frac{\delta H}{\delta \pi^{i k}(\mathbf{x})}, \quad \dot{\pi}^{i k}(\mathbf{x})=-\frac{\delta H}{\delta g_{i k}(\mathbf{x})} . \tag{2.6}
\end{equation*}
$$

If we vary it with respect to the variables $N_{\iota}$ which play the role of the Lagrange multipliers, we obtain the initial value equations

$$
\begin{equation*}
\mathscr{K}^{L}=0 \tag{2.7}
\end{equation*}
$$

To facilitate the further handling of complicated expressions, it is advisable to introduce a condensed notation. We shall use all types of indices (Greek indices, lower case and capital Latin indices) to represent at the same time the coordinate labels $x$, different indices, like $\iota, \kappa, \ldots$, representing different labels, like $\mathbf{x}, \mathbf{x}^{\prime}, \ldots$, and the Einstein summation convention over a repeated index implying the integration over the continuous variables $\mathbf{x}$. With this understanding, the Hamiltonian (2.5) can be written down simply as $H=N_{t} \mathbb{K}^{c}$. Sometimes we wish to overrule this convention, in which case we write down the dependence on $\mathbf{x}$ explicitly, as in Eqs. (2.3) and (2.4), where no integration over $x$ is assumed.
The initial value equations (2.7) are the only constraints on the canonical variables $g_{i k}, \pi^{i k}$ on a spacelike hypersurface. The Poisson brackets between
these constraints do not lead to new constraints, because they are expressible by the original constraints themselves:

$$
\begin{equation*}
\left[\mathcal{H}^{\iota}, \mathcal{F}^{\kappa}\right]=C_{\lambda}^{\iota K} \mathcal{H}^{\lambda} \tag{2.8}
\end{equation*}
$$

Here, the compact notation is used for the first time. The coefficients $C^{\iota k}$ are certain combinations of the Kronecker deltas, the delta-functions $\delta\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$, and their first partial derivatives. ${ }^{13}$ The completeness relations (2.8) are essential for the consistency of the bubble-time formalism-they ensure the path independence of dynamical evolution.
In addition to the Poisson brackets (2.8), we need to know the Poisson brackets of the basic canonical variables $g_{i k}, \pi^{i k}$ with the supermomentum $\mathfrak{H}^{i}$. Because $\mathscr{K}^{i} \xi_{i}$ generates infinitesimal coordinate transformations $x^{i} \rightarrow \bar{x}^{i}=x^{i}+\xi^{i}$, its Poisson brackets with $g_{i k}, \pi^{i k}$ yield the Lie derivatives of these variables: ${ }^{4}$

$$
\begin{align*}
& {\left[g_{i k}(\mathbf{x}), \mathfrak{H}^{l} \xi_{l}\right]=£_{\mathbf{k}} g_{i k}(\mathbf{x})} \\
& \quad \equiv g_{i k, l}(\mathbf{x}) \xi^{l}(\mathbf{x})+g_{k l}(\mathbf{x}) \xi_{, i}^{l}(\mathbf{x})+g_{i l}(\mathbf{x}) \xi^{l}, k \\
& {\left[\begin{array}{rl}
i k \\
\mathbf{x}) & \left., \mathfrak{K}^{l} \xi_{l}\right]=£_{\xi} \pi^{i k}(\mathbf{x}) \\
\quad \equiv\left(\pi^{i k}(\mathbf{x}) \xi^{l}(\mathbf{x})\right)_{, l}-\pi^{i l}(\mathbf{x}) \xi^{k}, l \\
(\mathbf{x})-\pi^{l k}(\mathbf{x}) \xi^{i}, l
\end{array}(\mathbf{x})\right.} \tag{2.9}
\end{align*}
$$

The relations (2.9) hold for an arbitrary vector $\xi^{l}$.

## 3. SEPARATION OF VARIABLES

Following the general ideas introduced in Sec. 1, we assume that there exists a canonical transformation

$$
\begin{equation*}
g_{i k}, \pi^{i k} \rightarrow X^{\iota}, \Pi_{\iota}, Y_{\iota} \equiv\left\{g^{A}, \pi_{A}\right\} \tag{3.1}
\end{equation*}
$$

leading from the old canonical variables $g_{i k}, \pi^{i k}$, which are treated all on the same footing, to the new canonical variables $X^{\iota}, \Pi_{\iota}, Y_{\iota}$, to which completely different roles $_{1}$ namely those of internal coordinates, energymomentum densities, and true dynamical variables are ascribed.
The new canonical variables are functionals of the old canonical variables, depending on coordinate labels $\mathbf{x}$ as parameters. These functionals are in general nonlocal: to know (for example) $X^{0}(x)$ at the point $x$, we need to know $g_{i k}(\mathbf{x}), \pi^{i k}(\mathbf{x})$ for all values of $\mathbf{x}$, i.e., on the whole hypersurface. The canonical transformation (3.1) may mix superspace with the geometrodynamical phase space, so that the new configuration space $X^{\iota}, g^{A}$ is no longer identical with superspace. The canonical transformation (1.5) given by ADM neatly illustrates both these points; it is nonlocal, and it performs the mixing.
The canonical transformation (3.1) should be given by an invariant prescription independent of the labeling $\mathbf{x}$ of the hypersurface. The functionals $\bar{X}^{\iota}(\bar{x})\left[\bar{g}_{i k}, \bar{\pi}^{i k}\right]$ should be therefore constructed from the transformed functions $\bar{g}_{i k}(\overline{\mathbf{x}}), \bar{\pi}^{i k}(\overline{\mathbf{x}})$ in the same way as the functionals $X^{i}(\mathbf{x})\left[g_{i k}, \pi^{i k}\right]$ are constructed from the original functions $g_{i k}(\mathbf{x}), \pi^{i k}(\mathbf{x})$, the same statement being applicable to the variables $\Pi_{\iota}$ and $Y_{\bullet}{ }^{14}$ Moreover, to maintain the interpretation of the quantities $X^{\iota}(\mathbf{x})$ as geometrically privileged time and space coordinates of a fixed point on the hypersurface, we must require that not only their form, but also their actual values
do not change under the relabeling. They should therefore be scalars with respect to spatial transformations. Similarly, to maintain the interpretation of the quantities $\Pi_{c}(x)$ as energy and momenta densities per unit coordinate cell, they must transform as scalar densities under the spatial transformations. Continuing in the same spirit, we require that the dynamical coordinates $g^{A}(x)$ be scalars and the conjugate momenta $\pi_{A}(x)$ be scalar densities.
The transformation (1.5) fails to meet this double requirement of a form and value invariance. Start in a system of coordinates $x$ and decompose the variables $g_{i k}(\mathbf{x}), \pi^{i k}(\mathbf{x})$ into $T T, T$, and $L$ parts according to the ADM flat-space-background procedure. Define the canonical variables $X^{\iota}, \Pi_{\iota}, Y_{\iota}$ by Eqs. (1.5). Pass to the new system of coordinates $\overline{\mathbf{X}}$ by a coordinate transformation and decompose the transformed variables $\bar{g}_{i k}(\overline{\mathbf{x}})$ and $\bar{\pi}^{i k}(\overline{\mathbf{x}})$ according to the same flat-space-background procedure. Define the new canonical variables $\bar{X}^{\iota}, \bar{\Pi}_{\imath}, \bar{Y}_{\iota}$ from the $T T, T$, and $L$ parts of $\bar{g}_{i k}$ and $\bar{\pi}^{i k}$ by the same equation (1.5). The new variables $\bar{X}^{\iota}, \bar{\Pi}_{\iota}, \bar{Y}_{\iota}$ depend on the old variables $X^{\iota}, \Pi_{\iota}, Y_{\iota}$ nonlocally in a complicated way, different classes of old variables being mixed together to yield the new variables. The variables $X^{\iota}, \Pi_{\iota}, Y_{\iota}$ are thus far away from being scalars, scalar densities, or other simple geometrical objects. ADM themselves did not run into this trouble, because they assumed that the $T T$, $T, L$ decomposition should not be performed on an arbitrary slice and in an arbitrary system of coordinates $x$, but only on such slices and in such systems of coordinates which are picked out by coordinate conditions

$$
\pi_{, j j}^{i i}-\pi^{i j}{ }_{, i j}=0, \quad g_{i j, j}=0
$$

equivalent to choosing $X^{0}$ and $X^{i}$ themselves as preferred $t$ and $x^{i}$ labels:

$$
t=-\frac{1}{2} \Delta^{-1} \pi^{T}, \quad x^{i}=g_{i}^{L}
$$

They were thus not constrained by the requirement that the new variables $X^{\iota}, \Pi_{\iota}, Y_{l}$ be given by forminvariant functionals of $g_{i k}, \pi^{i k}$ and of nothing else on any slice in any coordinate system $x$.
A good example of canonical transformation leading to variables with correct transformation properties is provided by the canonical transformation in mini-phase-space of the cylindrical gravitational wave, leading to the Einstein-Rosen time $T$ and cylindrical radius $R$ as internal coordinates $X^{\iota}$, to the $C$-energy density and $C$-momentum density as the variables $\Pi_{\iota}$, and to the wave amplitude $\psi$ and the conjugate momentum $\pi_{\psi}$ as dynamical variables. We shall investigate this transformation in the final section of this paper.
The canonical transformation (3.1) is thus limited by two requirements: it must be form-invariant, and the new canonical variables must behave as scalars or pseudoscalars with respect to the relabeling of the hypersurface. To see what it implies, let us fix our attention on the functionals $Y_{\iota}$. The requirement of their form-invariance means that

$$
\begin{equation*}
Y_{i}(\mathbf{x})\left[g_{i k}, \pi^{i k}\right]=Y_{i}(\mathbf{x})\left[g_{i k}, \pi^{i k}\right] \tag{3.2}
\end{equation*}
$$

On the other hand, the transformation properties of
the dynamical variables $Y_{\iota}$ can be expressed in terms of their Lie derivatives
$\bar{Y}_{\iota}(\mathbf{x})\left[\bar{g}_{i k}, \bar{\pi}^{i k}\right]=Y_{\iota}(\mathbf{x})\left[g_{i k}, \pi^{i k}\right]+£_{\xi} Y_{\iota}(\mathbf{x})\left[g_{i k}, \pi^{i k}\right]$.
However, $\bar{g}_{i k}$ differs from $g_{i k}$ and $\bar{\pi}_{i k}$ differs from $\pi^{i k}$ also by an appropriate Lie derivative
$g_{i k}(\mathbf{x})=\bar{g}_{i k}(\mathbf{x})-\mathfrak{E}_{\xi} g_{i k}(\mathbf{x}), \quad \pi^{i k}(\mathbf{x})=\bar{\pi}^{i k}(\mathbf{x})-£_{\xi} \pi^{i k}(\mathbf{x})$.
Putting Eqs. (3.2)-(3.4) together, we get the fundamental relation

$$
\begin{equation*}
£_{\mathrm{g}} Y_{\iota}=\frac{\delta Y_{\iota}}{\delta g^{i k}} £_{\mathrm{g}} g_{i k}+\frac{\delta Y_{\iota}}{\delta \pi^{i k}} £_{\mathrm{g}} \pi^{i k} \tag{3.5}
\end{equation*}
$$

Similar relations hold for the variables $X^{\iota}$ and $\Pi_{1 .}$. In general, any functional $Z(\mathbf{x})\left[z_{a}\right]$ of any number of function variables $z_{a}(\mathbf{x})$ which is defined by an invariant prescription independent of the labeling $x$ satisfies the equation

$$
\begin{equation*}
£_{\xi} Z=\frac{\delta Z}{\delta z_{a}} £_{\xi} z_{a} \tag{3.6}
\end{equation*}
$$

The canonical transformation (3.1) brings the action functional (2.1) into the form

$$
\begin{equation*}
S=\int d t\left(\Pi_{\iota} \dot{X}^{\iota}+\pi_{A} \dot{g}^{A}-N_{\iota} \mathcal{H}^{\iota}\left[X^{\kappa}, \Pi_{\kappa}, Y_{\kappa}\right]\right) \tag{3.7}
\end{equation*}
$$

The super-Hamiltonian and supermomentum $\mathcal{H}^{\prime}$ become functionals of the new canonical variables, depending on the label $x$ as a parameter. In special cases it may happen that $\mathcal{H}^{\prime}$ are local functionals of the new canonical variables, i.e., they are constructed out of the variables $X^{\kappa}(\mathbf{x}), \Pi_{\kappa}(\mathbf{x}), Y_{\kappa}(\mathbf{x})$ and a finite number of their derivatives taken in the same point $\mathbf{x}$, even if the new canonical variables themselves are nonlocal functionals of the old canonical variables. In general, however, the functionals $\mathcal{F}^{\circ}$ are nonlocal functionals of the new canonical variables.
If we vary the action functional (3.7) with respect to the lapse and shift functions $N_{\iota}$, we get the initial value equations (2.7), and if we vary it with respect to the new canonical variables, we get the dynamical equations (2.6) in the new representation,

$$
\begin{align*}
\dot{X}^{\iota} & =N_{\kappa} \frac{\delta \mathcal{K}^{\kappa}}{\delta \Pi_{\iota}}  \tag{3.8}\\
\dot{\Pi}_{\iota} & =-N_{\kappa} \frac{\delta \mathcal{H}^{\kappa}}{\delta X^{\iota}}  \tag{3.9}\\
\dot{g}^{A} & =N_{\kappa} \frac{\delta \mathcal{K}^{\kappa}}{\delta \pi_{A}}  \tag{3.10}\\
\dot{\pi}_{A} & =-N_{\kappa} \frac{\delta \mathcal{K}^{\kappa}}{\delta g^{A}} \tag{3.11}
\end{align*}
$$

In the Hamilton equations (3.8)-(3.11), the internal coordinates are already separated from the rest of the canonical variables; but the path is still specified externally by the lapse and shift functions. The internal path is obtained from the external path by solving the Hamilton equation (3.8). The Hamilton equations (3.8), (3.9), and (3.11) were written down in this functional differential form for the first time by ADM. ${ }^{15}$

## 4. BUBBLE-TIME HAMILTON EQUATION

Let us now assume that the initial value equations ( 2.7 ) can be solved with respect to the energymomentum variables $\Pi_{\kappa}$. We write the solution in the form

$$
\begin{equation*}
\Pi_{\kappa}(\mathbf{x})=-P_{\kappa}(\mathbf{x})\left[X^{\lambda}, Y_{\lambda}\right] \tag{4.1}
\end{equation*}
$$

where $P_{\kappa}$ are functionals of the function variables $X^{\lambda}(\mathbf{x}), Y_{\lambda}^{\prime}(\mathbf{x})$, depending on $\mathbf{x}$ as parameters. Again, these functionals are in general nonlocal, except for special cases like the cylindrical wave. Because (4.1) is a solution of the equations $\mathcal{H}^{\iota}(x)\left[X^{\kappa}, \Pi_{\kappa}, Y_{\kappa}\right]=0$, the composite functionals

$$
\begin{equation*}
\mathcal{F}^{\iota}(\mathbf{x})\left[X^{\kappa},-P_{\kappa}\left[X^{\lambda}, Y_{\lambda}\right], Y_{\kappa}\right] \tag{4.2}
\end{equation*}
$$

must be identically equal to zero for arbitrary function variables $X^{\kappa}(\mathbf{x}), Y_{\kappa}(\mathbf{x})$.
The variables $P_{K}(\mathbf{x})\left[X^{\lambda}, Y_{\lambda}\right]$ will be interpreted as gravitational energy-momentum densities constructed from the dynamical variables $Y_{\lambda}(\mathbf{x})$ on the hypersurface $X^{\lambda}=X^{\lambda}(x)$. We may change these densities by a "constant" amount $\delta \Phi\left[X^{\lambda}\right] / \delta X^{\kappa}(x)$ (independent of the dynamical variables $\left.Y_{\lambda}(x)\right)$ when we subject the original set $X^{\lambda}, \Pi_{\lambda}, Y_{\lambda}$ to a canonical transformation

$$
\tilde{X}^{\lambda}=X^{\lambda}, \tilde{\Pi}_{\lambda}=\Pi_{\lambda}-\delta \Phi\left[X^{\mu}\right] / \delta X^{\lambda}, \tilde{Y}_{\lambda}=Y_{\lambda}
$$

generated by an arbitrary functional $\Phi\left[X^{\mu}\right]$ of internal coordinates. The solution of the initial value equations written in terms of the tilded variables yields the shifted energy-momentum densities

$$
\begin{equation*}
-\tilde{\Pi}_{\kappa}=\tilde{P}_{\kappa}\left[\tilde{X}^{\lambda}, \tilde{Y}_{\lambda}\right]=P_{\kappa}\left[X^{\lambda}, Y_{\lambda}\right]+\frac{\delta \Phi\left[X^{\lambda}\right]}{\delta X^{\kappa}} \tag{4.3}
\end{equation*}
$$

The transformation (4.3) corresponds to a change of the zero point of energy in particle mechanics.
Provided the usual rules of the algebraic game are to be trusted in the functional game we play, the initial value equations can be solved with respect to the variables $\Pi_{k}$, if the "matrix" $\mathcal{H}^{\iota \kappa} \equiv \delta \mathcal{K}^{\prime} / \delta \Pi_{\kappa}$ has an inverse $\mathcal{H}^{-1}{ }_{k \lambda}$,

$$
\begin{equation*}
\mathfrak{H}^{\iota \kappa \mathcal{K}^{-1}}{ }_{\kappa \lambda}=\delta_{\lambda}^{\iota} \tag{4.4}
\end{equation*}
$$

The symbol $\delta_{\lambda}^{\iota}$ on the right-hand side of Eq. (4.4) represents the product of the Kronecker delta and the three-dimensional delta-function $\delta\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$, which is a bidensity of zero weight at the first argument and of unit weight at the second.
Because the composite functional (4.2) identically vanishes, we get by its variation with respect to the variables $X^{\kappa}$ and $Y_{\kappa}$ a couple of equations

$$
\begin{align*}
& \frac{\delta \mathscr{H}^{\iota}}{\delta X^{\kappa}}-\mathcal{H}^{\iota \lambda} \frac{\delta P_{\lambda}}{\delta X^{\kappa}}=0 \\
& \frac{\delta \mathcal{K}^{\iota}}{\delta Y_{\kappa}}-\mathscr{K}^{\iota \lambda} \frac{\delta P_{\lambda}}{\delta Y_{\kappa}}=0 \tag{4.5}
\end{align*}
$$

Using Eq. (4.4), we solve Eqs. (4.5) with respect to the variational derivatives $\delta P_{\lambda} / \delta X^{\kappa}$ and $\delta P_{\lambda} / \delta Y_{\kappa}$,

$$
\frac{\delta P_{\lambda}}{\delta X^{\kappa}}=\mathcal{K}_{\lambda \iota}^{-1} \frac{\delta \mathcal{K}^{\iota}}{\delta X^{\kappa}}
$$

$$
\begin{equation*}
\frac{\delta P_{\lambda}}{\delta Y_{\kappa}}=\mathscr{K}^{-1}{ }_{\lambda \iota} \frac{\delta \mathscr{C}^{\iota}}{\delta Y_{\kappa}} . \tag{4.6}
\end{equation*}
$$

We can now "deparametrize" the action functional (3.7) by substituting into it the solution (4.1) of the initial value equations

$$
\begin{equation*}
S=\int d t\left(\pi_{A} \dot{g}^{A}-P_{t} \dot{X}^{\prime}\right) \tag{4.7}
\end{equation*}
$$

The quantities $X^{t}$ are no longer to be varied, but are thought of as some prescribed functions of $t$ and $\mathbf{x}$. The Hamilton equations are those corresponding to the Hamiltonian $P_{\iota} \dot{X}^{\iota}$,

$$
\begin{equation*}
\dot{Y}_{\iota}=\left[Y_{\imath}, P_{\kappa}\right] \dot{X}^{\kappa} \tag{4.8}
\end{equation*}
$$

The Poisson brackets [ ] are evaluated using $g$ A, $\pi_{A}$ as a complete set of canonical variables, whereas the Poisson brackets [] were evaluated using a larger set $X^{\iota}, \Pi_{\iota}, g^{A}, \pi_{A}$. In the deparametrized formalism, $\Pi_{L}$ is expressed as a functional of $X^{\iota}, g^{A}$, and $\pi_{A}$, and $X^{i}$ are no longer canonical variables.
Equations (4.8) can also be obtained directly from the Hamilton equations (3.8)-(3.11), without referring to the variational principle. Using Eq. (4.4), we solve Eq.(3.8) with respect to the quantities $N_{k}$,

$$
\begin{equation*}
N_{\kappa}=\dot{X}^{\iota} \mathcal{K C}^{-1}{ }_{\iota K} . \tag{4.9}
\end{equation*}
$$

Substituting this expression for $N_{\kappa}$ into EqS. (3.10) and (3.11) and taking account of Eqs. (4.6), we get once more Eqs. (4.8). The remaining Hamilton equation (3.5) turns out to be, after using Eqs. (4.1), (4.6), and (4.8) in succession, equivalent to the relation

$$
\begin{equation*}
X^{\kappa}\left(\frac{\delta P_{[\iota}}{\left.\delta X^{\kappa}\right]}+\left[P_{\iota}, P_{\kappa}\right]\right)=0 . \tag{4.10}
\end{equation*}
$$

We shall return to its meaning in Sec. 5 . The Hamilton equations (4.8) were derived in essentially the same way in Ref. 15.
The transition from the Hamilton equations (3.8)(3.11) to the Hamilton equations (4.8) through the elimination of the lapse and shift functions represents a switch from the external path approach to the internal path approach. Indeed, the deparametrized Hamilton equations (4.8) allow us to follow the change in the dynamical variables $Y_{\iota}$ as we go along the internal path (1.4). For this purpose, we never need to know the spacing between the neighboring hypersurfaces and the shift in their labeling x. However, we can recover the lapse and shift functions corresponding to the internal path (1.4) by going back to Eq. (4.9). The "matrix" $\mathscr{K}^{-1}{ }_{\iota K}$ in it is a functional of $X^{\lambda}$ and $Y_{\lambda}$, which we obtain by solving Eq. (4.4) and then substituting for $\Pi_{k}$ its value (4.2). Equation (4.9) provides another version of the much discussed "thin-sandwich" conjecture. In the standard formulation of this conjecture, we specify freely the spatial metric $g_{i k}$ (six quantities per space point) and its rate of change $\dot{g}_{i k}$ (another six quantities per space point), and we hope that the lapse and shift functions are determined uniquely under the appropriate boundary conditions. Here, we specify freely the internal coordinates $X^{t}$ (four quantities per space point), their rate of change $\dot{X}^{\iota}$ (another four quantities per space point), and the true dynamical variables $Y_{\iota}$ (still
another four quantities per space point). The lapse and shift functions are then given by Eq. (4.9). The boundary conditions are involved when finding out the "inverse matrix" $\mathscr{K}^{-1}{ }_{\iota K}$ from Eq. (4.4). Let us note that the freely specifiable data $X^{\iota}, \dot{X}^{\iota}$, and $Y_{\iota}$ do not necessarily correspond to the freely specifiable data $g_{i k}, \dot{g}_{i k}$, because the general canonical transformation (3.2) mixes superspace with momentum space.

Having reconstructed the external trajectory $N_{i}(t, \mathbf{x})$ from the internal trajectory $X^{\iota}(t, \mathbf{x})$, we return to the evolution problem. Let us prescribe the dynamical variables $Y^{(i n)}(\mathbf{x})$ on an initial hypersurface $X^{\iota}=$ $X^{(i n) t}(\mathbf{x})$ and try to determine their values $Y^{(f)}(\mathbf{x})$ on a final hypersurface $X^{t}=X^{(f)}(\mathbf{x})$. We connect the initial hypersurface with the final hypersurface by an internal path (1.4), with

$$
\begin{align*}
& X^{\iota}\left(t^{(i n)}, \mathbf{x}\right)=X^{(i n)}(\mathbf{(}), \\
& X^{4}\left(t^{(f)}, \mathbf{x}\right)=X^{(f)}(\mathbf{x}), \tag{4.11}
\end{align*}
$$

and solve the Hamilton equations (4.8) under the initial conditions

$$
Y_{\iota}\left(t^{(i n)}, \mathbf{x}\right)=Y^{(i n)_{\iota}}(\mathbf{x}) .
$$

We thus get $Y^{(f)}(\mathbf{x})$ as $Y_{\iota}\left(t^{(f)}, \mathbf{x}\right)$. However, the initial hypersurface may be connected with the final hypersurface by an infinite number of internal paths (1.4) and (4.11). We expect that the final values $Y^{(f)}(\mathbf{x})$ of the dynamical variables remain the same whatever path we choose. Because any hypersurface may be picked out as a final hypersurface, the dynamical variables should depend only on the hypersurface $X^{\iota}=$ $X^{\prime}(\mathbf{x})$ itself, not on the way in which the hypersurface fits into some internal path. Rather than simple functions of $t$, the dynamical variables should be functionals of $X^{i}(\mathbf{x})$. Due to the arbitrariness of the direction $\dot{X}^{\iota}$ in which the internal path leaves the hypersurface $X^{\iota}$, the Hamilton equations (4.8) imply that the functionals $Y_{\iota}\left[X^{k}\right]$ satisfy the functional differential equation

$$
\begin{equation*}
\frac{\delta Y_{\iota}}{\delta X^{\kappa}}=\left[Y_{\iota}, P_{\kappa}\right], \tag{4.12}
\end{equation*}
$$

under the initial conditions

$$
Y_{\iota}\left[X^{(i n)_{k}}\right]=Y^{(i n)} .
$$

Equation (4.16) is the bubble-time Hamilton equation which is the central point of the new formalism.

## 5. PATH INDEPENDENCE OF DYNAMICAL EVOLUTION

If we prescribe the internal path and go along it, we recover the differential equation (4.8) out of the functional differential equation (4.12), because

$$
\begin{equation*}
\dot{Y}_{\iota}\left[X^{\kappa}(t)\right]=\left.\frac{\delta Y_{\iota}}{\delta X^{\kappa}}\right|_{X^{\lambda}=X^{\lambda}(t)} \dot{X}^{\kappa} . \tag{5.1}
\end{equation*}
$$

On the other hand, the set of all partial differential equations (4.8) taken along different internal paths was summarized by one functional differential equation (4.12) only under our assumption that the evolution of dynamical variables is path independent.

Let us prove that the dynamical evolution predicted by the functional differential equation (4.13) is really path independent. This amounts to the integrability condition

$$
\begin{equation*}
\left.\frac{\delta}{\delta X^{[\lambda}}\left[Y_{\imath}, P_{\kappa}\right]\right]=0 \tag{5.2}
\end{equation*}
$$

which the right-hand side of Eq. (4.12) must satisfy because the second variational derivatives of $Y_{t}$ with respect to $X^{\kappa}$ commute,

$$
\delta^{2} Y_{\imath} / \delta X^{[\kappa} \delta X^{\lambda]}=0 \quad(\text { see Fig. 1c })
$$

Condition (5.2) can be cast into a simpler form. Using the original equation (4.12), we get

$$
\left.\frac{\delta}{\delta X^{[\lambda}}\left[Y_{\iota}, P_{\kappa}\right]\right]=-\left[\left[Y_{\iota}, P_{[\kappa}\right], P_{\lambda]}\right]-\left[Y_{\iota}, \frac{\delta P_{[k}}{\delta X^{\lambda]}}\right]
$$

On the other hand, by virtue of the Jacobi identity and the antisymmetry of the Poisson brackets,

$$
\left[\left[Y_{\imath}, P_{[\kappa}\right], P_{\lambda]}\right]=\left[Y_{\iota},\left[P_{\kappa}, P_{\lambda}\right]\right]
$$

The integrability condition (5.2) therefore reduces to the condition

$$
\begin{equation*}
\frac{\delta P_{[k}}{\delta X^{\lambda]}}+\left[P_{\kappa}, P_{\lambda}\right]=0 \tag{5.3}
\end{equation*}
$$

Equation (5.3) is equivalent to Eq. (4.10) which was obtained as a consequence of the parametrized Hamilton equations (3.8)-(3.11). However, we can check that it is actually an identity valid independently of the dynamical Hamilton equations (4.8), by virtue of the way the energy-momentum densities are constructed out of the variables $X^{\iota}, Y_{\imath}$. In fact, it is a consequence of the completeness conditions (2.8) of the initial value equations.
The Poisson brackets in Eqs. (2.8) are evaluated using $g^{A}, \pi_{A}$, and $X^{\iota}, \Pi_{\iota}$ as independent canonical variables. After that, we can substitute into Eqs. (2.8) the solution (4.1) of the initial value equations and get

$$
\frac{\delta \mathcal{K}^{[\mu}}{\delta g^{A}} \frac{\delta \mathcal{H}^{\nu]}}{\delta \pi_{A}}+\frac{\delta \mathcal{H}^{[\mu}}{\delta X^{\alpha}} \frac{\delta \mathcal{H}^{\nu]}}{\delta \Pi_{\alpha}}=0
$$

If we multiply the last equation by $\mathscr{H}^{-1}{ }_{\kappa \mu} \mathcal{F}^{-1}{ }_{\lambda \nu}$ and use Eqs. (4.4) and (4.5), we obtain exactly the integrability condition (5.3). This proves the consistency of the bubble-time Hamilton equation (4.12).
Another way of seeing that Eq. (5.3) ought to be identically satisfied is to follow the argument of ADM. 6 They point out that Eq. (5.3) guarantees the preservation of the initial value equations $\mathscr{K}^{\iota}=0$ in time and that it turns into the Bianchi identity once the equations of motion are used to eliminate the time derivatives.

## 6. DISPLACEMENT ALONG SPACELIKE HYPERSURFACE

The functional differential equation (4.12) describes how the dynamical variables at a point with the label $x$ change if we create a little bubble $\delta X^{\kappa}$ around another point with the label $\mathbf{x}^{\prime}$ [remember that the indices in Eq. (4.12) represent at the same time the coordinate labels]. Going from the old hypersurface
$X^{\kappa}=X^{\kappa}(\mathbf{x})$ to a new hypersurface $X^{\kappa}=X^{\kappa}(\mathbf{x})+$ $\delta X^{\kappa}(\mathbf{x})$, the change in the dynamical variables $Y_{\iota}(\mathbf{x})$ predicted by Eq. (4.12) amounts to

$$
\begin{equation*}
\delta Y_{\iota}=\frac{\delta Y_{\iota}}{\delta X^{\kappa}} \delta X^{\kappa}=\left[Y_{\iota}, P_{\kappa}\right] \delta X^{\kappa} \tag{6.1}
\end{equation*}
$$

Note that the displacement $\delta X^{\kappa}(\mathbf{x})$ connects the points with the same labels on the old and new hypersurfaces (see Fig. 1a).
In one case, however, the change in the dynamical variables can be written down directly, without using the Hamilton equation (4.12) at all-namely, if the displacements $\delta X^{\iota}(\mathbf{x})$ are all tangential to the hypersurface $X^{\iota}=X^{\iota}(\mathbf{x})$,

$$
\begin{equation*}
\delta X^{\iota}(\mathbf{x})=X^{\iota}{ }_{, l}(\mathbf{x}) \xi^{l}(\mathbf{x}) \tag{6.2}
\end{equation*}
$$

connecting the points which originally had the labels $\mathbf{x}$ and $\mathrm{x}+\boldsymbol{\xi}(\mathrm{x})$. The change $\delta Y_{\iota}$ then consists of two parts. The first part is due to the step from the old point $x$ to the new point $x+\xi$, and is simply equal to $Y_{\iota, l}(\mathbf{x}) \xi^{l}(\mathbf{x})$. However, because the displacement $\delta X_{l}(\mathrm{x})$ should connect the points with the same label, we must yet relabel the hypersurface in such a way that the point with the original label $x+\xi$ acquires the new label $x$. This induces the second part of the change of the dynamical variables, depending on their transformation properties. For the scalars $g^{A}$ it vanishes, and for the scalar densities $\pi_{A}$ it is equal to $\pi_{A}(\mathbf{x}) \xi^{i}, i(\mathbf{x})$. Putting both parts of the total change $\delta Y_{l}$ together, we get just the Lie derivative $£_{\xi}$ of the dynamical variable $Y_{\iota}$,

$$
\delta Y_{\iota}(\mathbf{x})=£_{\xi} Y_{\iota}(\mathbf{x})=\left\{\begin{array}{l}
g_{A, l}(\mathbf{x}) \xi^{l}(\mathbf{x})  \tag{6.3}\\
\left(\pi_{A}(\mathbf{x}) \xi^{l}(\mathbf{x})\right)_{, l}
\end{array}\right.
$$

Because the direct approach should lead to the same answer for $\delta Y_{\iota}$ as the Hamilton equation, we can compare Eqs. (6.1)-(6.3) and conclude that

$$
\begin{equation*}
\mathfrak{E}_{\xi} Y_{\iota}(\mathbf{x})=\int d^{\mathbf{3}} x^{\prime}\left[Y_{\iota}(\mathbf{x}), P_{\kappa}\left(\mathbf{x}^{\prime}\right)\right] X_{, l}^{\kappa}\left(\mathbf{x}^{\prime}\right) \xi^{l}\left(\mathbf{x}^{\prime}\right) \tag{6.4}
\end{equation*}
$$

Equation (6.4) is equivalent to several other statements. Substituting for the Lie derivatives of the dynamical variables the actual expressions (6.3) and taking account of the arbitrariness of $\xi^{l}$, we can replace Eq. (6.4) by two equations:

$$
\begin{align*}
& g^{A}{ }_{, l}(\mathbf{x}) \delta\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\frac{\delta}{\delta \pi_{A}(\mathbf{x})} P_{\kappa}\left(\mathbf{x}^{\prime}\right) X^{\kappa}{ }_{, l}\left(\mathbf{x}^{\prime}\right) \\
& \pi_{A}(\mathbf{x}) \delta_{, l}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=-\frac{\delta}{\delta g^{A}(\mathbf{x})} P_{\kappa}\left(\mathbf{x}^{\prime}\right) X^{\kappa}{ }_{, l}\left(\mathbf{x}^{\prime}\right) \tag{6.5}
\end{align*}
$$

Treating them as variational equations for the functional $P_{k}\left(\mathbf{x}^{\prime}\right) X^{\kappa}{ }_{, l}\left(\mathbf{x}^{\prime}\right)$ of variables $X^{\iota}$ and $Y_{\iota}$, we easily guess their solution,

$$
\begin{equation*}
P_{\kappa}(\mathbf{x}) X^{\kappa}{ }_{, l}(\mathbf{x})=\pi_{A}(\mathbf{x}) g_{, l}^{A}(\mathbf{x}) \tag{6.6}
\end{equation*}
$$

In fact, an arbitrary invariant functional $F(x)\left[X^{\mu}\right]$ of internal coordinates $X^{\mu}$ transforming as a vector density could be added to the right-hand side of Eq. (6.6) as an integration constant. However, we shall prove at the end of this section that this functional must be put equal to zero.
Equation (6.6) represents 3003 equations for 403 unknowns $P_{\kappa}(\mathrm{x})$. We can therefore express 3003 of these
unknowns, say $P_{k}(\mathbf{x})$, in terms of the remaining $\infty 3$ ones, say $P_{0}(\mathbf{x})$ :

$$
\begin{equation*}
P_{k}(\mathbf{x})=\left\{\pi_{A}(\mathbf{x}) g^{A}{ }_{, l}(\mathbf{x})-P_{0}(\mathbf{x}) X^{0}{ }_{, l}(\mathbf{x})\right\} \frac{\partial x^{l}}{\partial X^{k}} . \tag{6.7}
\end{equation*}
$$

The gravitational momentum density $P_{k}$ on the hypersurface $X^{\iota}=X^{l}(\mathbf{x})$ is thereby expressed explicitly by means of the gravitational energy density $P_{0}$ and the dynamical variables $g^{A}, \pi_{A} .{ }^{16}$
Equation (6.4), or any of the equivalent equations (6.5)(6. 7), imposes another consistency requirement on the formalism. If it were not satisfied identically, by virtue of the structure of the functionals $P_{\kappa}(\mathbf{x})\left[X^{\lambda}, Y_{\lambda}\right]$, it would represent a constraint on the initial data $Y_{l}(\mathbf{x})$ which could not be therefore prescribed arbitrarily. However, we show now that Eq. (6.4) is an identity, due to the fact that the supermomentum $\operatorname{He}^{i}$ generates the coordinate transformations, and the dynamical variables are defined in an invariant way.
The invariant character of the canonical transformation (3.1) allowed us to express the Lie derivatives of the dynamical variables $Y_{\imath}$ by means of the Lie derivatives of the old canonical variables $g_{i k}, \pi^{i k}$ in Eq. (3.5). However, the Lie derivatives of the canonical variables $g_{i k}, \pi^{i k}$ are generated by the supermomentum $\mathcal{H}^{i}$ according to Eqs. (2.9). We can therefore rewrite Eq. (3.5) in the form

$$
\begin{equation*}
£_{\xi} Y_{\iota}=\left[Y_{\iota}, \mathscr{K}_{k} \xi^{k}\right] \tag{6.8}
\end{equation*}
$$

Because the Poisson bracket is an invariant of canonical transformations, we can evaluate it after introducing $Y_{\iota}$ as canonical variables.
We get

$$
\begin{align*}
& {\left[g^{A}, \mathfrak{K}_{k} \xi^{k}\right]=\frac{\delta \mathscr{H}_{k} \xi^{k}}{\delta \pi_{A}}} \\
& {\left[\pi_{A}, \mathscr{K}_{k} \xi^{k}\right]=-\frac{\delta \mathscr{K}_{k} \xi^{k}}{\delta g^{A}}} \tag{6.9}
\end{align*}
$$

At this stage, we substitute the functionals $P_{\kappa}\left[X^{\lambda}, Y_{\lambda}\right]$ for $\Pi_{k}$ to the right-hand sides of Eq. (6.9), and use Eq. (4. 5). This brings us to the formula

$$
\begin{equation*}
\mathfrak{E}_{\xi} Y_{\iota}=\frac{\delta \mathscr{K}_{k} \xi^{k}}{\delta \Pi_{\lambda}}\left[Y_{\iota}, P_{\lambda}\right] \tag{6.10}
\end{equation*}
$$

for the Lie derivative of dynamical variables. We can now go through the same sequence of steps to calculate the Lie derivative of internal coordinates $X^{\lambda}$,

$$
\begin{equation*}
\mathfrak{E}_{\xi} X^{\lambda}=\left[X^{\lambda}, \mathfrak{C}_{k} \xi^{k}\right]=\frac{\delta \mathscr{C}_{k} \xi^{k}}{\delta \Pi_{\lambda}} . \tag{6.11}
\end{equation*}
$$

Combining Eq. (6.11) with Eq. (6.10), we conclude that the consistency condition (6.4) is identically satisfied.
We obtained an integral form (6.6) of the consistency condition (6.4), picking up an integration functional $F_{l}(\mathbf{x})\left[X^{\mu}\right]$ which should have been added to the righthand side of Eq.(6.6). We show now that this integration functional is actually equal to zero. We multiply the integrability condition (5.3) by $X^{\kappa}{ }_{, 2}(\mathrm{x})$ and sum over the index $\kappa$ (no integration is implied over the corresponding label $\mathbf{x}$ ). Using Eq. (6.6) with $F_{l}(\mathbf{x})\left[X^{\mu}\right]$ on its right-hand side, we get

$$
\begin{align*}
& \frac{\delta P_{\kappa}(\mathrm{x})}{\delta X^{\lambda}\left(\mathbf{x}^{\prime}\right)} X^{\kappa}, l(\mathrm{x})-\frac{\delta P_{\lambda}\left(\mathrm{x}^{\prime}\right)}{\delta X^{\kappa}(\mathrm{x})} X^{\kappa}{ }_{, l}(\mathrm{x}) \\
& \quad+\left[\pi_{A}(\mathrm{x}) g^{A}(\mathrm{x})_{, l}, P_{\lambda}\left(\mathbf{x}^{\prime}\right)\right]=0 . \tag{6.12}
\end{align*}
$$

The first tem in Eq. (6.12) may be rewritten as

$$
\begin{align*}
& \frac{\delta P_{\kappa}(\mathbf{x})}{\delta X^{\lambda}\left(\mathbf{x}^{\prime}\right)} X^{\kappa}, l \\
&(\mathbf{x})  \tag{6.13}\\
&= \frac{\delta}{\delta X^{\lambda}\left(\mathbf{x}^{\prime}\right)}\left(P_{\kappa}(\mathbf{x}) X^{\kappa}, l\right. \\
&\left.-P_{\lambda}(\mathbf{x})\right) \\
& \delta_{, l}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) .
\end{align*}
$$

The second term in Eq. (6.12) can be obtained from the relation

$$
\mathfrak{£}_{\xi} P_{\lambda}=\frac{\delta P_{\lambda}}{\delta X^{\kappa}} \mathfrak{£}_{\xi} X^{\kappa}+\frac{\delta P_{\lambda}}{\delta Y_{\kappa}} \mathfrak{£}_{\xi} Y_{\kappa}
$$

expressing the fact that $P_{\lambda}$ is an invariant functional of $X^{\kappa}$ and $Y_{\kappa}$. Writing down the Lie derivatives of scalars $X^{\kappa}{ }^{\kappa}$ and scalar densities $Y_{\kappa}, P_{\lambda}$ explicitly, taking account of the arbitrariness of $\xi^{l}(x)$ and grouping the terms with $\delta P_{\lambda} / \delta Y_{k}$ into a Poisson bracket, we get

$$
\begin{align*}
& -P_{\lambda}(\mathbf{x}) \delta{ }_{, l}\left(\mathbf{x}, \mathrm{x}^{\prime}\right) \\
& \quad=\frac{\delta P_{\lambda}\left(\mathbf{x}^{\prime}\right)}{\delta X^{\kappa}(\mathbf{x})} X^{\kappa}{ }_{, l}(\mathbf{x})-\left[\pi_{A}(\mathbf{x}) g^{A}, l\right.  \tag{6.14}\\
& \\
& \\
& \text { ( } \left.\mathbf{x}), P_{\lambda}\left(\mathbf{x}^{\prime}\right)\right]
\end{align*}
$$

Substituting now from Eqs. (6.13) and (6.14) into Eq. (6.12), all terms except one cancel and we get

$$
\frac{\delta}{\delta X^{\lambda}\left(\mathbf{x}^{\prime}\right)}\left(P_{\kappa}(\mathbf{x}) X^{\kappa}{ }_{, l}(\mathbf{x})\right)=0
$$

This implies that the functional $F_{l}(\mathbf{x})\left[X^{\mu}\right]$ in Eq. (6.6) does not depend on internal coordinates at all and ought to be discarded. Note that the dynamical equations (4.12) were never used in this proof.

## 7. REDUCED FORMALISM

The identity (6.4) allows us to reduce the number of independent components of the functional differential Hamilton equation (4.12). Recall that this equation has $4 \circ 3 \times 403$ components, each index representing at the same time a coordinate label $x$. Assume that $Y_{\iota}(\mathbf{x})\left[X^{\kappa}\right]$ are some functionals of $X^{\kappa}$ independent of the labeling of the hypersurface, but otherwise completely arbitrary. According to Eq. (3.6),

$$
\begin{equation*}
£_{5} Y_{\iota}(\mathbf{x})=\int d^{3} x^{\prime} \frac{\delta Y_{\iota}(\mathbf{x})}{\delta X^{\kappa}\left(\mathbf{x}^{\prime}\right)} X^{\kappa}{ }_{, l}\left(\mathbf{x}^{\prime}\right) \xi^{l}\left(\mathbf{x}^{\prime}\right) \tag{7.1}
\end{equation*}
$$

Using the identity (6.4) and taking account of the arbitrariness of $\xi^{l}$, we conclude that the functionals $Y_{\iota}$ must satisfy the equations

$$
\begin{equation*}
\left(\frac{\delta Y_{\iota}}{\delta X^{\kappa}(\mathbf{x})}-\left[Y_{\iota}, P_{\kappa}(\mathbf{x})\right]\right) X^{\kappa}{ }_{, l}(\mathbf{x})=0 \tag{7.2}
\end{equation*}
$$

(summation over $\kappa$, but no integration over x !). However, these equations are just $40^{3} \times 30^{3}$ linear combinations of the Hamilton equations (4.12). So, if $Y_{t}(x)\left[X^{\kappa}\right]$ are invariantly defined functionals of $X^{\kappa}$ and if they satisfy the $4 \infty 3 \times \infty^{3}$ equations obtained by putting $\kappa=0$ in Eq. (4.12), they automatically satisfy the remaining $4 \infty 3 \times 3 \infty^{3}$ equations obtained by putting
$\kappa=k$. This is also intuitively clear, because an arbitrary displacement $\delta X^{t}(\mathbf{x})$ can be decomposed into a displacement $\delta X^{\iota}(\mathbf{x})=X^{\iota}{ }_{,}(\mathbf{x}) \xi^{l}(\mathbf{x})$ lying completely in the hypersurface, and a displacement $\delta X^{\kappa}(\mathrm{x})=$
$\delta_{0} X^{0}(\mathrm{x}) \delta^{0} \kappa$ in the direction of the $X^{0}$ lines (see Fig. 1b). The change of $Y_{\iota}$ under the displacement in the hypersurface being trivially generated by the Lie derivative, we need to know only the change of $Y_{\iota}$ under the displacement along the $X^{0}$ lines to determine the change of $Y_{\iota}$ under an arbitrary displacement $\delta X^{\prime}(\mathbf{x})$.
The reduction in the number of independent equations for $Y_{\iota}$ is best displayed when adopting the internal coordinates $X^{k}$ as privileged labels $x^{k}$. The hypersurfaces are then defined by deparametrized equations (1.3). The dynamical variables in privileged labeling reduce to functionals $Y_{\iota}(\mathbf{X})[T]$ of a single function variable $T(\mathbf{X})$,
$Y_{l}(\mathrm{X})[T(\mathrm{X})] \equiv Y_{l}(\mathbf{x}=\mathbf{X})\left[X^{0}=X^{0}(\mathbf{x}), X^{k}=x^{k}\right]$.
Similarly, the energy-momentum functionals $P_{\iota}$ reduce to functionals of five function variables $T(X)$, $Y_{t}(\mathbf{X})$. If we change the hypersurface but preserve the privileged labeling, the dynamical variables observe the functional differential equation

$$
\begin{equation*}
\frac{\delta Y_{l}(\mathbf{X})}{\delta T\left(\mathbf{X}^{\prime}\right)}=\left[Y_{\iota}(\mathbf{X}), P_{0}\left(\mathbf{X}^{\prime}\right)\right] \tag{7.4}
\end{equation*}
$$

with a single bubble-time variable $T(\mathrm{X})$.
Suppose we know a solution $Y_{t}(\mathbf{X})[T]$ of this functional differential equation. We can then easily construct a corresponding solution $Y_{\iota}(x)\left[X^{\kappa}\right]$ of the full set of functional differential equations (4.12). For a given set of functions $X^{\kappa}(x)$, the inverse functions $x=x(X)$ specify the transformation from the internal coordinates $\mathbf{X}$ to arbitrary coordinates $\mathbf{x}$, and the composite function $X^{0}=X^{0}(\mathbf{x}(\mathbf{X})) \equiv T(\mathbf{X})$ gives the deparametrized form of the equation of the hypersurface. We define the functionals $Y_{t}(\mathbf{x})\left[X^{\mathrm{k}}\right]$ by taking the known functionals $Y_{t}(\mathbf{X})[T]$ and transforming them by the coordinate transformation $\mathbf{X} \rightarrow \mathbf{x}=\mathbf{x}(\mathbf{X})$. By the very method of their definition, the variables $Y_{l}(\mathrm{x})\left[X^{\kappa}\right]$ as functionals of $X^{\kappa}(\mathbf{x})$ do not depend on the labeling of the hypersurface, and therefore satisfy Eq. (7.2). It is also easy to check that they satisfy the $\kappa=0$ component of Eq. (4.12), due to the fact that the functionals $Y_{l}(\mathrm{X})[T]$ satisfy Eq. (7. 4). They therefore satisfy all components of Eq. (4.12). In this sense, the entire dynamics of the gravitational field is reduced to a single bubbletime functional differential equation (7. 4).

## 8. EINSTEIN-HAMILTON-JACOBI EQUATION

It is now a standard procedure to put the canonical version of Einstein's theory into the Hamilton-Jacobi form. Peres, ${ }^{17}$ and after him many other investigators, ${ }^{18}$ used what may be called the metric representation. In it, the momenta $\pi^{i k}(\mathbf{x})$ are generated from a single functional $S\left[g_{i k}\right]$ of the metric,

$$
\begin{equation*}
\pi^{i k}(\mathbf{x})=\frac{\delta S}{\delta g_{i k}(\mathbf{x})} . \tag{8.1}
\end{equation*}
$$

The equations for this functional are obtained when substituting the momenta (8.1) into the initial value equations (2.3), (2.4), and (2.7). In this way we get

$$
\begin{array}{r}
g^{-1 / 2}(\mathbf{x})\left(g_{i l}(\mathbf{x}) g_{k m}(\mathbf{x})-\frac{1}{2} g_{i k}(\mathbf{x}) g_{l m}(\mathbf{x})\right) \frac{\delta S}{\delta g_{i k}(\mathbf{x})} \frac{\delta S}{\delta g_{l m}(\mathbf{x})} \\
\left(\frac{\delta S}{\delta g_{i k}(\mathbf{x})}\right)_{\mid k}=0
\end{array}
$$

It is well known that Eq. (8.3) is equivalent to the statement that Hamilton's principal functional $S$ does not depend on the labeling of the hypersurface. Rather than being a functional of 6003 components of the metric tensor $g_{i k}(\mathbf{x})$, it is a functional of 3033 equivalence classes of such metrics which are connected with each other by three-dimensional transformations. In other words, it is a functional of a 3-geometry.
From the 3003 arguments of the Hamilton principal functional, 2003 arguments should represent the dynamical degrees of freedom of the gravitational field, and the remaining $\infty 3$ arguments a bubble time. Equation (8. 2) is called the Einstein-Hamilton-Jacobi equation. It governs the change of Hamilton's principal functional when passing from one 3-geometry to another or, in our new language, the evolution of Hamilton's principal functional of the dynamical variables in the time variable.
In the metric representation, the time variable is never separated from the dynamical variables. It is then easy to forget that time is actually one of the arguments of Hamilton's principal functional and wonder how the time evolution of the gravitational field can possibly be described by a Hamilton-Jacobi equation which seemingly refers only to a single spatial hypersurface.
The interpretation of the Hamilton-Jacobi formalism becomes more transparent in the new representation we are advocating in this paper. Instead of taking $S$ to be a functional of 603 components of the metric tensor, we take it to be a functional of $403+2003$ variables $X^{\kappa}(\mathbf{x}), g^{A}(\mathbf{x})$. We generate the conjugate momenta $\Pi_{\kappa}(\mathbf{x}), \pi_{A}(\mathbf{x})$ by variational derivatives

$$
\begin{equation*}
\Pi_{\kappa}(\mathbf{x})=\frac{\delta S}{\delta X^{\kappa}(\mathbf{x})}, \quad \pi_{A}(\mathbf{x})=\frac{\delta S}{\delta g^{A}(\mathbf{x})}, \tag{8.4}
\end{equation*}
$$

and turn the initial value equations (2.7) into equations for the Hamilton principal functional $S$,

$$
\begin{equation*}
\operatorname{SC}^{L}(\mathbf{x})\left[X^{\kappa}, \frac{\delta S}{\delta X^{\kappa}}, g^{A}, \frac{\delta S}{\delta g^{A}}\right]=0 \tag{8.5}
\end{equation*}
$$

We assumed that the initial value equations could be solved with respect to the energy-momentum variables, the solution being given by Eq. (4.1). The Hamilton-Jacobi equations (8.5) can be therefore solved with respect to the variational derivatives $\delta S / \delta X^{\kappa}$,

$$
\begin{equation*}
\frac{\delta S}{\delta X^{\kappa}}+P_{\kappa}\left[X^{\lambda}, \frac{\delta S}{\delta g^{A}}\right]=0 \tag{8.6}
\end{equation*}
$$

The bubble-time Hamilton-Jacobi equation (8.6) confronts us with the same consistency problems as the bubble-time Hamilton equations (4.12). Firstly, we must require that the evolution of Hamilton's principal functional from an initial to a final hypersurface does not depend on the path. Secondly, the evolution of Hamilton's principal functional in the direction tangential to a spatial hypersurface should be trivial, provi-
ded Hamilton's principal functional is not affected by the relabeling of the hypersurface.
The first requirement is equivalent to an integrability condition of Eq. (8. 6), following from the fact that the variational derivatives of $S$ commute: $\delta^{2} S / \delta X^{\left[{ }^{\kappa}\right.} \delta X^{\lambda]}=$ 0 . This integrability condition coincides with the integrability condition (5.3) of the Hamilton equation (4.12), which we have proved to be an identity.

Passing to the second consistency requirement, we write down condition (3.6) that Hamilton's principal functional does not depend on the labeling of the hypersurface,

$$
\begin{equation*}
\left.\frac{\delta S}{\delta X^{\kappa}(\mathbf{x})} X^{\kappa}{ }_{, l}(\mathbf{x})+\frac{\delta S}{\delta g^{A}(\mathbf{x})} g^{A}, l \mathbf{x}\right)=0 \tag{8.7}
\end{equation*}
$$

Expressing $\delta S / \delta X^{\kappa}$ from the Hamilton-Jacobi equation, we get
$-\frac{\delta S}{\delta g^{A}(\mathbf{x})} g^{A}{ }_{, l}(\mathbf{x})+P_{\kappa}(\mathbf{x})\left[X^{\lambda}, g^{A}, \frac{\delta S}{\delta g^{A}}\right] X_{, l}^{K}(\mathbf{x})=0$.
This relation is actually an identity, valid for any functional $S\left[X^{\lambda}, g^{A}\right]$ because of the structure of the energy-momentum densities $P_{\kappa}$ as functionals of $X^{\lambda}$ and $Y_{\lambda}$. In fact, Eq. (8.8) is the same equation as the identity (6.6).
We can now reverse the argument and say that the $3 \infty 3$ linear combinations

$$
\left(\frac{\delta S}{\delta X^{\kappa}(\mathbf{x})}+P_{\kappa}(\mathbf{x})\left[X^{\lambda}, g^{A}, \frac{\delta S}{\delta g^{A}}\right]\right) X_{, l}^{\kappa}(\mathbf{x})=0
$$

of the $4 \infty^{3}$ Hamilton-Jacobi equations (8.6) are automatically satisfied, if $S$ is any functional which does not depend on the labeling of the hypersurface. Therefor, if $S$ is such a functional and if it in addition satisfies the $\kappa=0$ component of the Hamilton-Jacobi equation (8.6), it also satisfies the remaining $\kappa=k$ components of this equation. This allows us to reduce the 403 Hamilton-Jacobi equations (8.6) to $\infty 3$ equations. As in Sec. 7, we pick up the special labeling $\mathbf{X}=\mathbf{x}$ of the hypersurface and write down a single functional differential equation

$$
\begin{equation*}
\frac{\delta S}{\delta T(\mathbf{X})}+P_{0}(\mathbf{X})\left[T, g^{A}, \frac{\delta S}{\delta g^{A}}\right]=0 \tag{8.9}
\end{equation*}
$$

for a functional $S\left[T, g^{A}\right]$ of three functions $T(\mathbf{x}), g^{A}(\mathbf{X})$ of $\mathbf{X}$. Assuming we know a solution $S\left[T, g^{A}\right]$ of this equation, we can define a new functional $S\left[X^{\kappa}, g^{A}\right]$ of six functions $X^{\mathrm{K}}(\mathbf{x}), g^{A}(\mathbf{x})$ by putting
$S\left[X^{\kappa}(\mathbf{x}), g^{A}(\mathbf{x})\right]=S\left[T(\mathbf{X})=X^{0}(\mathbf{x}(\mathbf{X})), g^{A}(\mathbf{x}(\mathbf{X}))\right]$.
The new functional $S\left[X^{\kappa}, g^{A}\right]$ does not depend on the labeling of the hypersurface by the very method of its construction and it satisfies the $40^{3}$ Hamilton-Jacobi equations (8.6). The whole content of Einstein's gravitational law is thus hidden in a single variational Hamilton-Jacobi equation (8.5) for a Hamilton's principal functional $S$ of two functions $g^{A}(\mathbf{X})$ representing the dynamical degrees of freedorn, and one function $T(\mathbf{X})$ representing a bubble time. This equation determines $S\left[T^{(f)}, g^{A}\right]$ on a final hypersurface $T=T^{(f)}(\mathbf{X})$, if we know $S\left[T^{(i n)}, g^{A}\right]$ on an initial hypersurface $T=T^{\text {(in) }}(\mathrm{x})$.

What is even better, we can replace this variational equation in a bubble time by a partial differential equation in a coordinate time, due to the path independence of the dynamical evolution. We simply connect the initial hypersurface with the final hypersurface by an arbitrary internal trajectory $T=T(t, \mathbf{X})$, and ask how Hamilton's principal functional changes if we pass from one hypersurface of the internal trajectory to the next. In the same manner as the functional differential Hamilton equation (4.12) reduces to the ordinary differential equation (4.8), the functional differential Hamilton-Jacobi equation (8.9) reduces to one ordinary differential equation
$\dot{S}(t)+\int d^{3} X P_{0}(\mathbf{x})\left[T(t), g^{A}, \frac{\delta S(t)}{\delta g^{A}}\right] \dot{T}(t, \mathbf{X})=0$.
This is as far as any conceivable reduction of the evolution problem can go. Let us note that $P_{0}(\mathbf{X})$ is the same functional as that which enters the single bubble-time Hamilton equation (7.4), and that

$$
S(t)\left[g^{A}(\mathbf{X})\right] \equiv S\left[T(t, \mathbf{X}), g_{A}(\mathbf{X})\right]
$$

If we know a complete solution $S\left[T, g^{A} ; \alpha^{A}\right]$ of the Hamilton-Jacobi equation (8.9) depending on two arbitrary functions $\alpha^{A}(\mathbf{X})$ (none of which is solely additive), we can follow the well-known procedure and find out the evolution of the dynamical variables $Y_{\iota}(\mathbf{X})[T]$ starting from their initial values $Y^{(i n)}(\mathbf{X})$ on an initial hypersurface $T=T^{(i n)}(\mathbf{X})$. We write down the equations

$$
\begin{aligned}
& \pi_{B}=\frac{\delta}{\delta g^{B}} S\left[T, g^{A} ; \alpha^{A}\right] \\
& \beta_{B}=\frac{\delta}{\delta \alpha^{B}} S\left[T, g^{A} ; \alpha^{A}\right]
\end{aligned}
$$

containing two new functions $\beta_{B}(\mathbf{X})$. If we substitute into these equations the initial values $g^{(i n) A}(\mathbf{X})$ and $\pi^{(\mathrm{in})}{ }_{A}(\mathbf{X})$ of the dynamical variables on the hypersurface $T=T^{\text {(in) }}(\mathbf{X})$, we can treat them as equations determining the unknown functions $\alpha^{A}(\mathbf{X}), \beta_{A}(\mathbf{X})$ in terms of the initial data. After that, we pass to an arbitrary hypersurface $T=T(\mathbf{X})$ and solve the same equations with respect to the dynamical variables $g^{A}, \pi_{A}$, obtaining the dynamical trajectory

$$
Y_{\iota}(\mathbf{X})\left[T ; Y^{(\mathrm{in})_{k}}\right] .
$$

Once we know the dynamical trajectory, we can repeat the steps explained in the preceding sections and reconstruct the solution $g_{i k}(t, \mathbf{x}), N_{l}(t, \mathbf{x})$ of Einstein's gravitational law.

## 9. AN EXAMPLE: CYLINDRICAL WAVES

It is nice to have a model for which the explicit form of the canonical transformation (3.1) is known and all steps of the general formalism can be worked out. The Einstein-Rosen cylindrical gravitational waves are ideal for this purpose. They represent the simplest model with an infinite number of degrees of freedom allowing for a bubble time. When constructing the model, we apply the canonical formalism to a part of the original phase space by restricting the metric $g_{i k}$, the momentum $\pi^{i k}$, and the lapse and shift functions $N, N_{i}$ by an intransitive group of motions with spacelike Killing vectors. The restriction on the
lapse and shift functions means that only those slices which respect the space-time symmetries are permissible. The region of the phase space in which the restricted dynamics takes place is called mini-phasespace. The general schema of the reduction and the canonical formalism for cylindrical waves was presented in an earlier paper. ${ }^{10}$ The reader is referred to it for the details.
Here we start by noting that a system of coordinates $r, \varphi, z$ exists in which the cylindrically symmetric canonical variables $g_{i k}, \pi^{i k}$ and the lapse and shift functions on any permissible slice assume the form

$$
\begin{align*}
& g_{11}=e^{\gamma-\psi}, \quad g_{22}=R^{2} e^{-\psi}, \quad g_{33}=e \psi \\
& g_{12}=g_{13}=g_{23}=0,  \tag{9.1}\\
& \pi^{11}=\pi_{\gamma} e^{\psi-\gamma}, \quad \pi^{22}=\frac{1}{2} R \pi_{R} e^{\psi} \\
& \quad \pi^{33}=\left(\pi_{\gamma}+\frac{1}{2} R \pi_{R}+\pi_{\psi}\right) e^{-\psi}, \pi^{12}=\pi^{13}=\pi^{23}=0 \tag{9.2}
\end{align*}
$$

$$
\begin{equation*}
N=N(r), \quad N_{1}=N_{1}(r), \quad N_{2}=N_{3}=0 \tag{9.3}
\end{equation*}
$$

The variables $\gamma, R, \psi$ and $\pi_{\gamma}, \pi_{R}, \pi_{\psi}$ are functions of the radial coordinate $r$ only. The coordinates $\varphi$ and $z$ are fixed by the symmetry requirements up to the trivial transformations

$$
\varphi \rightarrow \bar{\varphi}= \pm \varphi+\varphi_{0}, \quad z \rightarrow \bar{z}=\alpha z+z_{0}
$$

with constant coefficients $\varphi_{0}, z_{0}, \alpha$. On the other hand, the radial coordinate $r$ can be changed arbitrarily,

$$
\begin{equation*}
r \rightarrow \bar{r}=f^{-1}(r) \tag{9.4}
\end{equation*}
$$

Under the transformation (9.4), the momenta $\pi_{\gamma}, \pi_{R}$, $\pi_{\psi}$ behave as scalar densities

$$
\pi_{\gamma}(r) \rightarrow \bar{\pi}_{\gamma}(\bar{r})=f^{\prime}(\bar{r}) \pi_{\gamma}(f(\bar{r})), \text { etc. }
$$

and the functions $R$ and $\Psi$ as scalars

$$
R(r) \rightarrow \bar{R}(\bar{r})=R(f(\bar{r})), \text { etc. }
$$

whereas the function $\gamma$ has an anomalous transformation property

$$
\gamma(r) \rightarrow \bar{\gamma}(\bar{r})=\gamma(f(\bar{r}))+2 \ln f^{\prime}(\bar{r})
$$

(Prime denotes the differentiation with respect to the radial coordinate $r$.) The functions $\gamma, R, \psi$ and $\pi_{\gamma}$, $\pi_{R}, \pi_{\psi}$ can be treated as canonically conjugate variables, because the action functional (2.1) (the integration over $z$ being limited by the two "planes" $z=z_{0}$ and $z=z_{0}+1$, to avoid an infinite action) maintains the canonical form
$S=2 \pi \int_{-\infty}^{\infty} d t \int_{-\infty}^{\infty} d r\left(\pi_{\gamma} \dot{\gamma}+\pi_{R} \dot{R}+\pi_{\psi} \dot{\psi}-N \mathcal{H}-N_{1} \mathcal{H}^{1}\right)$, when the substitutions (9.1)-(9.3) are performed. The super-Hamiltonian and supermomentum can be calculated directly through their definitions (2.3), (2.4), and they are
$\left.\mathfrak{C}=e^{(1 / 2)(\psi-\gamma)} \pi_{\gamma} \pi_{R}+\frac{1}{2} R^{-1} \pi_{\psi}^{2}+2 R^{\prime \prime}-\gamma^{\prime} R^{\prime}+\frac{1}{2} R^{\prime \prime} \psi^{\prime}\right)$,
$\mathcal{H}^{1}=e^{\psi-\gamma}\left(-2 \pi_{\gamma}{ }^{\prime}+\gamma^{\prime} \pi_{\gamma}+R^{\prime} \pi_{R}+\psi^{\prime} \pi_{\psi}\right)$,
$\mathcal{H}^{2}=\mathfrak{H}^{3}=0$.

The structure of the super-Hamiltonian and supermomentum in the canonical variables $\gamma, R, \psi$ and $\pi_{\gamma}$, $\pi_{R}, \pi_{\psi}$ is complicated. A remarkable simplification is achieved by introducing new variables $T, R ; \Pi_{T}$, $\Pi_{R} ; \psi, \pi_{\psi}$ by the canonical transformation

$$
\begin{aligned}
T(r) & =T(\infty)+\int_{\infty}^{r}-\pi_{\gamma}(r) d r, \\
\Pi_{T}(r) & =-\gamma^{\prime}(r)+\left\{\ln \left(R^{\prime 2}(r)-\pi_{\gamma}{ }^{2}(r)\right)\right\}^{\prime}, \quad(9.6) \\
\Pi_{R}(r) & =\Pi_{R}(r)+\left(\ln \left\{\left(R^{\prime}(r)-\pi_{\gamma}(r)\right)\left(R^{\prime}(r)+\pi_{\gamma}(r)\right)^{-1}\right\}\right)^{\prime} \\
R(r) & =R(r), \quad \psi(r)=\psi(r), \quad \pi_{\psi}(r)=\pi_{\psi}(r) .
\end{aligned}
$$

The transformation (9.6) is an example of the canonical transformation (3.1) in mini-phase-space, with

$$
\begin{aligned}
X^{0} \leftrightarrow T, X^{1} \leftrightarrow R, \quad \Pi_{0} \leftrightarrow \Pi_{T}, \quad \Pi_{1} \leftrightarrow & \Pi_{R}, \\
& g^{1} \leftrightarrow \psi, \pi_{1} \leftrightarrow \pi_{\psi}
\end{aligned}
$$

The $\varphi$ and $z$ components of internal coordinates and momentum densities, as well as the second polarization of the dynamical variables, are suppressed by the cylindrical symmetry of the model. The new variables have the desired transformation properties under the relabeling (9.4) of the radial coordinate: $T, R, \psi$ are scalars, and $\Pi_{T}, \Pi_{R}, \Pi_{\psi}$ are scalar densities. The canonical variables $T, R$ and $\Pi_{T}, \Pi_{R}$ can be identified with familiar quantities; $T$ and $R$ are the Einstein-Rosen coordinates in which the Einstein equations for cylindrical waves are usually treated, and the momenta $-\Pi_{T}$ and $-\Pi_{R}$ coincide with the $C$ energy density and $C$-flux introduced by Thorne. ${ }^{19}$
The permissible slices and their radial labeling are further restricted by the boundary conditions

$$
\begin{aligned}
& T^{\prime} \rightarrow 0,(\gamma \rightarrow 0), R \rightarrow r \quad \text { for } r \rightarrow 0 \\
& T \rightarrow t, R \rightarrow r \quad \text { for } r \rightarrow \infty \text { or for } t \rightarrow \pm \infty
\end{aligned}
$$

The dynamical variables must also satisfy certain boundary conditions, but we need not use them in this paper.
The super-Hamiltonian and the radial supermomentum can be expressed by means of the new variables, thus we get

$$
\begin{align*}
\mathfrak{H} & =e^{(1 / 2)(\psi-\gamma)}\left(R^{\prime} \Pi_{T}+T^{\prime} \Pi_{R}+\frac{1}{2} R^{-1} \pi_{\psi}^{2}+\frac{1}{2} R \psi^{\prime 2}\right), \\
\mathfrak{H}^{1} & =e^{\psi-\gamma}\left(T^{\prime} \Pi_{T}+R^{\prime} \Pi_{R}+\psi^{\prime} \pi_{\psi}\right) . \tag{9.7}
\end{align*}
$$

The old variable $\gamma$ in Eqs. (9.7) is thought to be expressed through the new canonical variables by inverting the canonical transformation (9.6):

$$
\begin{equation*}
\gamma(r)=\int_{0}^{r}-\Pi_{T}(r) d r+\ln \left(R^{\prime 2}(r)-T^{\prime 2}(r)\right) \tag{9.8}
\end{equation*}
$$

It is now straightforward to write down the Hamilton equations (3.8)-(3.11). The variational derivatives of $\mathcal{H}$ and $\mathcal{H}^{1}$ with respect to the new canonical variables are easily calculated, especially if we take into account that the initial value equations are satisfied so that all terms proportional to $\mathfrak{H}$ and $\mathfrak{H}^{1}$ can be put equal to zero. Because of this, we need not vary the exponentials in expressions (9.7). We write here only equation (3.8):

$$
\begin{align*}
& \dot{T}=N R^{\prime} e^{(1 / 2)(\psi-\gamma)}+N_{1} T^{\prime} e^{\psi-\gamma} \\
& \dot{R}=N T^{\prime} e^{(1 / 2)(\psi-\gamma)}+N_{1} R^{\prime} e^{\psi-\gamma} \tag{9.9}
\end{align*}
$$

Equations (9.9) are easily inverted to give the lapse and shift functions

$$
\begin{align*}
N & =\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(\dot{T} R^{\prime}-\dot{R} T^{\prime}\right) e^{(1 / 2)(\gamma-\psi)} \\
N_{1} & =\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(\dot{R} R^{\prime}-\dot{T} T^{\prime}\right) e^{\gamma-\psi} \tag{9.10}
\end{align*}
$$

We can now return to the expressions (9.7) for superHamiltonian and supermomentum and solve the initial value equations (2.7) with respect to the $C$-energy density and $C$-flux,

$$
\begin{aligned}
-\Pi_{T} & =P_{0}(r)\left[T, R ; \psi, \pi_{\psi}\right] \\
& \left.=\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(R^{\prime} \frac{1}{2} R^{-1} \pi_{\psi}^{2}+\frac{1}{2} R \psi^{\prime 2}\right)-T^{\prime} \psi^{\prime} \pi_{\psi}\right) \\
-\Pi_{R} & =P_{1}(r)\left[T, R ; \psi, \pi_{\psi}\right] \\
& =\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(-T^{\prime}\left(\frac{1}{2} R^{-1} \pi_{\psi} 2+\frac{1}{2} R \psi^{\prime 2}\right)+R^{\prime} \psi^{\prime} \pi_{\psi}\right)
\end{aligned}
$$

(9.11)

At this point we are able to prove our version of the thin-sandwich conjecture for the cylindrical waves. If we specify freely the internal coordinates $T, R$, their rate of change $\dot{T}, \dot{R}$, and the true dynamical variables $\psi, \pi_{\psi}$, we can calculate the lapse and shift functions from Eqs. (9.11), (9.8), and (9.10). In particular, if we use the Einstein-Rosen system of coordinates $T, R$, i.e., if we prescribe the internal trajectory by the equations

$$
T=t, \quad R=r
$$

we get from Eqs. (9.10) the lapse and shift functions

$$
N=e^{(\mathbf{1} / 2)(\gamma-\psi)}, \quad N_{1}=0
$$

In this way we have recovered the well-known spacetime metric of the cylindrical waves from the internal path and the true dynamical variables.
Knowing the energy-momentum densities (9.11) as functions of dynamical variables, we can write down the bubble-time Hamilton equation (4.12) as

$$
\begin{aligned}
& \frac{\delta \psi(r)}{\delta T\left(r^{*}\right)}=\left(R^{\prime 2}-T^{2}\right)^{-1}\left(T^{\prime} \pi_{\psi}-R R^{\prime} \psi^{\prime}\right) \delta^{\prime}\left(r, r^{*}\right) \\
& \frac{\delta \psi(r)}{\delta R\left(r^{*}\right)}=-\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(R^{\prime} \pi_{\psi}-R T^{\prime} \psi^{\prime}\right) \delta^{\prime}\left(r, r^{*}\right) \\
& \frac{\delta \pi_{\psi}(r)}{\delta T\left(r^{*}\right)}=\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(R^{-1} R^{\prime} \pi_{\psi}-T^{\prime} \psi^{\prime}\right) \delta\left(r, r^{*}\right) \\
& \frac{\delta \pi_{\psi}(r)}{\delta R\left(r^{*}\right)}=-\left(R^{\prime 2}-T^{\prime 2}\right)^{-1}\left(R^{-1} T^{\prime} \pi_{\psi}-R^{\prime} \psi^{\prime}\right) \delta\left(r, r^{*}\right)
\end{aligned}
$$

Due to the presence of the delta functions, either $r$ or $r^{*}$ can be used as arguments of the variables on the right-hand side of Eqs. (9.12). We see that Eqs. (9.12) are local; the change of the hypersurface around the point $r^{*}$ does not affect the dynamical variables at a distant point $r \neq r^{*}$.
It is easy to check directly that the integrability conditions (5.3) are satisfied by the energy-momentum densities (9.11). It is also easy to check the second consistency condition, preferably in the form given by Eq. (6.6). We immediately see that the appropriate combination of the energy-momentum densities (9.11) gives

$$
P_{0} T^{\prime}+P_{1} R^{\prime}=\pi_{\psi} \psi^{\prime}
$$

Choosing now $R$ as a special radial labeling of the hypersurfaces, we reduce the Hamilton equations (9.12) to equations containing a single bubble-time
$T(R):$
$\frac{\delta \psi(R)}{\delta T\left(R^{*}\right)}=\left(1-T_{, R}^{2}\right)^{-1}\left(T_{, R} \pi_{\psi}(R)-R \psi_{, R}\right) \delta_{, R}\left(R, R^{*}\right)$,
$\frac{\delta \pi_{\psi}(R)}{\delta T\left(R^{*}\right)}=\left(1-T_{, R}^{2}\right)^{-1}\left(R^{-1} \pi_{\psi}-T_{. R} \psi_{, R}\right) \delta\left(R, R^{*}\right)$.
It is equally straightforward to write down the Hamil-ton-Jacobi equations (8.6) or (8.9). Let us confine our attention to the reduced equation (8.9) for the Hamilton principal functional $S[T, \psi]$ of two function variables $T(R), \psi(R)$ :

$$
\begin{array}{r}
\frac{\delta S}{\delta T(R)}+\frac{1}{2}\left(1-T_{, R}^{2}\right)^{-1}\left(R^{-1 / 2} \frac{\delta S}{\delta \psi(R)}-R^{1 / 2} T_{, R} \psi_{, R}\right)^{2} \\
+\frac{1}{2} R \psi_{, R}^{2}=0 \tag{9.14}
\end{array}
$$

The Hamilton-Jacobi equation (9.14) can be obtained by a WKB approximation from a functional differential Schrödinger equation for the state functional $\Psi[T, \psi]$. The quantization of cylindrical gravitational waves starting from this Schrödinger equation has been extensively studied in Ref. 10.
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Given an Ising antiferromagnet on a lattice with an $A B$ substructure (bipartite lattice), one can consider the associated ferromagnet in which all the exchange constants are negated. Suppose the ferromagnet is above its critical temperature in the sense that there is an arc $(-\theta, \theta)$ of the unit circle on which the partition function has no zeros in $z=\exp (2 \beta H)$. We prove that the original antiferromagnet partition function will have no zeros in $z$ in the disc orthogonal to the unit disc and passing through the two end points of the arc. In other words, the antiferromagnet free energy is analytic in the magnetic field for small fields.

## 1. STATEMENT OF RESULTS

Let $\mathbb{Z}^{u}$ be the lattice of points with $\nu$ integer coordinates. We assume that a function $\epsilon$ on $\mathbb{Z}^{\nu}$ with values $\pm 1$ is given such that
(a) $\epsilon$ is not identically +1 ,
(b) $\epsilon(x) \epsilon(y)=\epsilon(x+y)$.

We can then say that the point $x$ is even, resp. odd, if $\epsilon(x)=+1$, resp. -1 .
A spin variable with two possible values $\sigma_{x}= \pm 1$ is associated with each lattice site $x \in \mathbb{Z}^{\nu}$ and we introduce a translation-invariant pair interaction $J$ such that $\sum_{x \in \mathbb{Z}} \nu|J(x)|<+\infty$. If $\Lambda=\left\{x_{1}, \ldots, x_{m}\right\}$ is a finite subset of $\mathbb{Z}^{\nu}$, the energy of the spin configurtion $\sigma=\left(\sigma_{x_{1}}, \ldots, \sigma_{x_{m}}\right)$ is

$$
E(\sigma)=\frac{1}{2} \sum_{x \in \Lambda} \sum_{y \in \Lambda} J(x-y)\left(1-\sigma_{x} \sigma_{y}\right)-H \sum_{x \in \Lambda} \sigma_{x},
$$

where $H$ is the magnetic field. The free energy per site at temperature $\beta^{-1}$ is then

$$
\psi_{J}(\beta, H)=-\lim _{\Lambda \rightarrow \infty} \beta^{-1}|\Lambda|^{-1} \log \sum_{\sigma} \exp [-\beta E(\sigma)],
$$

where $|\Lambda|$ is the number of points in $\Lambda$ and $\Lambda \rightarrow \infty$ may be taken to mean that $\Lambda$ is a rectangular box with all sides tending to infinity.

Theorem 1: (a) Let $J$ be ferromagnetic, i.e., $J \geqslant 0$, and let $\beta^{-1}$ be above the critical temperature in the sense that some neighborhood of $H=0$ is free of

(a)

(b)

FIG.1. (a) Interaction $J$ : the crosses are zeros of the partition function. (b) Interaction $\epsilon J$ : the cross-hatched region $\Delta_{6}$ is free of zeros of the partition function.
zeros of the partition function $\sum_{\sigma} \exp [-\beta E(\sigma)]$. Then some neighborhood of $H=0$ is also free of zeros of the partition function for the interaction $\epsilon J$. In particular $\psi_{\epsilon J}(\beta, H)$ is analytic around $H=0$ [this can be applied to antiferromagnetic nearest neighbor (Ising) interactions because they are of the form $\epsilon J$ ].
(b) More precisely, let $z=e^{2 j H}$. We shall show that if the partition function for the interaction $J$ does not vanish when $|z|=1,|\arg z|<\theta$, then the partition function for the interaction $\epsilon J$ does not vanish when $z \in \Delta_{\theta}$. Here $\Delta_{\theta}$ is the open region containing the point 1, and bounded by the circle orthogonal to $\{z:|z|=1\}$ going through $e^{ \pm i \theta}$ (see Fig. 1). In particular, $\psi_{\epsilon J}$ is analytic in $\Delta_{\theta}$.
The proof uses the theory of analytic functions of several complex variables, and is accomplished in two steps. The first step (Sec. 2) is an application of Borchers' double cone theorem. ${ }^{1}$ The second step (Sec.3) is the computation of a holomorphy envelope (a limiting case of the holomorphy envelope of two polydiscs; see Ref.2).
At the end of Sec. 3, some extensions of the above theorem are indicated.

## 2. PROOF OF PART (a) OF THEOREM 1

Let us fix $\beta>0$ and write

$$
\begin{aligned}
& F_{f}^{A}\left(H_{1}, H_{2}\right)=-\beta^{-1}|\Lambda|^{-1} \log \sum_{\sigma} \exp \left[-\beta E^{*}(\sigma)\right], \\
& E^{*}(\sigma)=\frac{1}{2} \sum_{x \in \Lambda} \sum_{y \in \Lambda} J(x-y)\left(1-\sigma_{x} \sigma_{y}\right) \\
& \quad-\sum_{x \in \Lambda}\left\{\frac{1}{2}[1+\epsilon(x)] H_{1} \sigma_{x}+\frac{1}{2}[1-\epsilon(x)] H_{2} \sigma_{x}\right\} .
\end{aligned}
$$

It is easily seen that

$$
\begin{aligned}
\psi_{J}(\beta, H) & =\lim _{\lambda \rightarrow \infty} F_{J}^{A}(H, H), \\
\psi_{\epsilon J}(\beta, H) & \left.=-\beta^{-1} \sum_{x \in z \nu} \frac{1}{2}[\epsilon(x)-1)\right] J(x) \\
& +\lim _{\Lambda \rightarrow \infty} F_{J}^{\Lambda}(H ;-H) .
\end{aligned}
$$

We shall now make use of a theorem of Borchers. ${ }^{1,3}$
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Theorem 2 (double cone theorem): Let $C$ be an open convex cone in $\mathbb{R}^{n}$, with apex at the origin. Let the function $F$ be defined and analytic in a domain $D \subset \mathbb{C}^{n}=\mathbb{R}^{n}+i \mathbb{R}^{n}$ such that
(i) $D \supset\left(C+i \mathbb{R}^{n}\right) \cup\left(-C+i \mathbb{R}^{n}\right)$,
(ii) $D$ contains the points $i[\alpha x+(1-\alpha) y]$, where $x$, $y \in \mathbb{R}^{n}, x-y \in C$ and $\alpha$ runs between 0 and 1.
Then $F$ is analytic in a fixed complex neighborhood of the set $i[(x-\dot{C}) \cap(y+C)]$
We apply this theorem to the function $F_{J}^{\Lambda}\left(H_{1}, H_{2}\right)$. Here $n=2$ and $C$ consists of the points with coordinates $>0$ in $\mathbb{R}^{2}$. Thus (i) means that $F_{J}^{\Lambda}$ is analytic for $\operatorname{Re} H_{1}>0$ and $\operatorname{Re} H_{2}>0$, or $\operatorname{Re} H_{1}<0$ and $\operatorname{Re} H_{2}<0$. Condition (i) is satisfied by $F_{J}^{\Lambda}$ as a consequence of the Lee-Yang circle theorem. ${ }^{4}$ By assumption, (ii) is satisfied with

$$
x=(K, K), \quad y=(-K,-K)
$$

where $2 \beta K=\theta$ and $\theta$ is defined in part (b) of Theorem 1. Therefore, $F_{\Lambda}^{J}$ is analytic in a fixed complex neighborhood of the set

$$
\left\{\left(H_{1}, H_{2}\right) \in i \mathbb{R}^{2}:\left|H_{1}\right|<K,\left|H_{2}\right|<K\right\}
$$

In particular, when we take $H_{1}=-H_{2}=H$ and let $\Lambda \rightarrow \infty$, we obtain the result announced in part (a) of Theorem 1.

## 3. CALCULATION OF THE DOMAIN OF HOLOMORPHY

Consider a finite Ising spin system composed of $N$ sites and a collection of ( $\left.\begin{array}{c}N \\ 2\end{array}\right)$ interaction constants $\left\{J_{i j}\right\}$ which are nonnegative. (Previously we assumed the system was translation invariant, but for this section there is no need to do so.) To each site we assign a magnetic field $H_{i}, i=1, \ldots, N$. As was explained before, by letting $H_{i}=H$ for $i$ an even site and $H_{i}=-H$ for $i$ an odd site the system is, in fact, equivalent to an Ising antiferromagnet. In this section we shall allow the $\left\{H_{i}\right\}$ to be arbitrary. The advantage of doing so is that we can thereby consider a more general system in which the spin magnetic moment varies from site to site.
It is convenient to work with the "activity" variables

$$
\begin{equation*}
z_{i}=\exp \left(2 \beta H_{i}\right), \quad i=1, \ldots, N \tag{3.1}
\end{equation*}
$$

so that the partitions function can be expressed as

$$
\begin{equation*}
Z\left(H_{1}, \ldots, H_{N}\right)=\exp \left(-\beta \sum_{i=1}^{N} H_{i}\right) P(z) \tag{3,2}
\end{equation*}
$$

where $P$ is a polynomial and $z=\left(z_{1}, \ldots, z_{N}\right)$ is regarded as a point in $\mathrm{C}^{N}$.

Nolation: (a) $D$ denotes the open unit disc in C :

$$
D=\{z \in C:|z|<1\}
$$

(b) $D^{N}$ denotes the symmetric unit polydisc in $\mathbb{C}^{N}$ :

$$
D^{N}=\left\{z \in \mathbf{C}^{N}:\left|z_{i}\right|<1, i=1, \ldots, N\right\}
$$

(c) $E^{N}$ denotes $[\text { Int }(\sim D)]^{N}$ :

$$
E^{N}=\left\{z \in \mathrm{C}^{N}:\left|z_{i}\right|>1, i=1, \ldots, N\right\}
$$

(d) For $0<\theta<\pi, A_{\theta} \subset C$ is the open arc:

$$
A_{\theta}=\left\{z \in \mathbf{C}: z=e^{i \psi},-\theta<\psi<\theta\right\}
$$

(e) $B_{\theta}=\partial D \backslash A_{\theta}$ is the (closed) arc complementary to $A_{\theta}$.
(f) $A_{\theta}^{N} \subset \mathrm{C}^{N}$ is

$$
A_{\theta}^{N}=\left\{z \in \mathbb{C}^{N}: z_{i} \in A_{\theta}, i=1, \ldots, N\right\}
$$

Given that $P(z)$ has no zeros in $D^{N} \cup E^{N}$ (the LeeYang theorem) and given that, for $z \in \mathbb{C}, P(z, z, \ldots, z)$ has no zeros in $A_{\theta}$, we have established previously that there exists a complex neighborhood $O$ of $A_{O}^{N}$ in which $P(z)$ is free of zeros. In this section we address ourselves to obtaining a minimal estimate of $O$ by calculating the envelope of holomorphy of $D_{N} \cup$ $E_{N} \cup O$. As will be seen, this envelope is, in fact, a domain in $\mathbb{C}^{N}$. In this domain, $f(z)=1 / P(z)$ is holomorphic and hence $P(z)$ has no zeros.
For $z \in \mathbb{C}$ we change variables $z \rightarrow \psi$ as follows:

$$
\begin{equation*}
\exp (\psi+i \theta)=-\left(z-e^{i \theta}\right) /\left(z-e^{-i \theta}\right) \tag{3.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
\psi=i(\pi-\theta)+\ln \left[\left(z-e^{i \theta}\right) /\left(z-e^{-i \theta}\right)\right] \tag{3.4}
\end{equation*}
$$

with the logarithm defined to be holomorphic in $C \backslash B_{0}$ and $\rightarrow 1$ as $z \rightarrow \infty$.
Alternatively,

$$
\begin{equation*}
z=\cosh \frac{1}{2}(\psi-i \theta) / \cosh \frac{1}{2}(\psi+i \theta) \tag{3.5}
\end{equation*}
$$

so that $\psi \rightarrow-\psi$ is equivalent to $z \rightarrow 1 / z$.
The mapping (3.3) maps $C, B_{\theta}$ conformally onto
$K_{\theta}=\{\psi=s+i t:-\infty<s<\infty,-\pi<t<\pi\} \backslash\{i(\pi-\theta)\}$.
To describe the mapping, we refer to Figs. 2 and 3. If we fix $t \neq \pi-\theta$, then as $s$ goes from $-\infty$ to $\infty$ a curve is traced out in the $z$ plane. This curve is an arc of a circle passing through the points $e^{i \theta}$ (corresponding to $s=-\infty$ ) and $e^{-i \theta}$ (corresponding to $s=\infty$ ). The line segment $L=\left[e^{i \theta}, e^{-i \theta}\right]$ corresponds to $t=$ $-\theta$. Arcs to the right of this segment correspond to $-\theta<t<\pi-\theta$. In particular, $t=0$ corresponds to $A_{\theta}$. If $-\pi<l<-\theta$, the arcs are to the left of $L$ and inside $D$ with the boundary of $B_{\theta}$ being reached as $t \downarrow-\pi$. If $\pi-\theta<t<\pi$, the arcs are to the left of $L$ and outside $D$ with $B_{\theta}$ being reached as $t \uparrow \pi$. The exceptional case is $t=\pi-\theta$, where $s \in\{-\infty, 0\}$ corresponds to the vertical line $\left\{e^{i \theta}, e^{i \theta}+i \infty\right\}$ while $s \in\{0, \infty\}$ corresponds to the vertical line $\left\{e^{-i \theta}-i \infty\right.$, $\left.e^{-i \theta}\right\}$. A complete circle through the points $e^{i \theta}$ and $e^{-i \theta}$ is always composed of two arcs whose $t$ values, $t$ and $t^{\prime}$, satisfy $\left|t-t^{\prime}\right|=\pi$. If a value of $t$ (and hence an arc) is fixed, then for every point on the arc the angle subtended by the line segment $L$ is $|\pi-|t+\theta||$ Among the circles through $\left\{e^{i \theta}, e^{-i \theta}\right\}$ there is a particularly important one to which we shall return later, namely the circle orthogonal to $\partial D$. It has the property that it is invariant under inversion: $z \rightarrow 1 / z$. The arc of this circle inside $D$ corresponds to $l=$ $-\pi / 2$ while the arc outside $D$ corresponds to $l=\pi / 2$.

Except when $\theta=\pi / 2$, this circle has a radius $|\tan \theta|$ and its center is at $z=(1 / \cos \theta, 0)$. When $\theta=\pi / 2$ the "circle" is the imaginary axis.

Returning to $\mathbb{C}^{N}$, we apply the conformal map (3.3) to each $z_{i}$, i.e., $z_{i} \rightarrow \psi_{i}, i=1, \ldots, N$, so that $1 / P(z)=$ $f(z) \rightarrow h(\psi)$ with $\psi=\left(\psi_{1}, \ldots, \psi_{N}\right) . D^{N}$ is mapped onto

$$
\begin{array}{r}
\delta^{N}=\left\{\psi: \psi_{j}=s_{j}+i t_{j},-\infty<s_{j}<\infty,-\pi<t_{j}<0\right. \\
j=1, \ldots, N\}
\end{array}
$$

while $E^{N}$ is mapped onto $\epsilon^{N}=\mu^{N} \backslash \gamma^{N}$, where

$$
\begin{aligned}
& \mu^{N}=\left\{\psi: \psi_{j}=s_{j}+i t_{j},-\infty<s_{j}<\infty, 0<t_{j}<\pi\right. \\
& \\
& \text { and } \\
& \quad j=1, \ldots, N\} \\
& \gamma^{N}=\left\{\psi: \psi_{j}=s_{j}+i t_{j},-\infty<s_{j}<\infty, 0<t_{j}<\pi\right. \\
& \\
& j=1, \ldots, N
\end{aligned}
$$

and $\psi_{j}=i(\pi-\theta)$ for some $\left.j\right\}$.
The set $A_{\theta}^{N}$ is mapped onto

$$
\begin{aligned}
\alpha^{N}=\left\{\psi: \psi_{j}=s_{j}+i t_{j},-\infty<s_{j}<\infty,\right. & t_{j}=0, \\
& j=1, \ldots, N\} .
\end{aligned}
$$

Since each $z_{i}$ is a holomorphic function of $\psi_{i}$ in $K_{\theta}$, $h(\psi)$ is holomorphic in $\delta^{N} \cup \epsilon^{N} \cup \Omega^{N}$, where $\Omega^{N}$ is some complex neighborhood of $\alpha_{\theta}^{N}$. This is a consequence of the double cone theorem stated in Sec. 2.
The next step is to establish analyticity of $h(\psi)$ in some neighborhood of $\gamma^{N}$ so that we can replace $\epsilon^{N}$ by $\mu^{N}$. Let $G^{N}$ be the inverse image of $\gamma^{N}$ in $\widehat{\mathbb{C}}^{N}$ so that $z \in G^{N}$ means that some $z_{j}$ is infinite. The mere fact that $P$ is a polynomial does not guarantee that $1 / P$ is holomorphic in a neighborhood of $G^{N}$.
[Remark: The fact that $P$ comes from an Ising ferromagnetic spin system does guarantee this analyticity, however, because the coefficient $Q$ of $\prod_{j=1}^{n} z_{i}$ (for example) in $P$, when considered as a polynomial in $z_{n+1}, \ldots, z_{N}$, is nonzero in $E^{N-n}$. This is so because $Q$ is the polynomial of an Ising ferromagnetic spin system of $N-n$ spins which interact with $n$ other spins fixed in the +1 direction. Hence $1 / P=0$ on $G^{N}$.]
To remedy the lack of analyticity in the general case, we can replace $f(z)$ by $F(z)=f(z) \gamma(z)$, where $\gamma(z)=$ $\prod_{j=1}^{N} \rho\left(z_{j}\right)$ and $\rho(z)=\sin ^{M} \theta\left[z^{2}+1-2 z \cos \theta\right]^{M / 2}$ for a sufficiently large positive integer $M$. Clearly $\rho(z)$ is holomorphic away from the cut $B_{\theta}$ and is never zero except at $z=\infty$, so that $F$ has the same analyticity properties as $f$. However, $F=0$ on $G^{N}$ and is analytic in some neighborhood of $G^{N}$. In terms of $\psi$, the equivalent substitution is
$h(\psi) \rightarrow H(\psi)=h(\psi) \quad \prod_{j=1}^{N} \cosh \frac{1}{2}(\psi+i \theta)^{M}$.
Hence, $H$ is holomorphic on some neighborhood of the tube $T=\delta^{N} \cup \mu^{N} \cup \alpha^{N}$. Since any neighborhood of $T$ contains a connected component which contains $\delta^{N} \cup \mu^{N}$, we can use the tube theorem ${ }^{5}$ to assert that $H$ is also holomorphic on the convex hull of $T$ which we shall call $T^{\prime}$. It is easy to see that

$$
T^{\prime}=\underset{0 \leq a \leq \pi}{\cup} T_{a},
$$

where $T_{a}$ is the tube with imaginary base $\left\{\left(t_{1}, \ldots, t_{N}\right)\right.$ $\left.:-\pi+a<t_{j}<a, i=1, \ldots, N\right\}$. I.e., $T^{\prime}$ is the union of translates of $\delta^{N}$ (or $\mu^{N}$ ). The inverse image of $T_{a}$ is a symmetric domain $D_{a}^{N} \subset \mathbb{C}^{N}$ where $\partial D_{a} \subset \mathbb{C}$ is a circle through the points $e^{a}$ and $e^{-i \theta}$. As $a$ goes from 0 to $\pi$, all circles are reached; however, $D_{a}$ is either the disc interior to the circle or else the exterior of the circle and is chosen such that $D_{a}$ contains $A_{\theta}$.
A more geometric interpretation of our conclusion is this:

Theorem 3: Let $P\left(z_{1}, \ldots, z_{N}\right)$ be the polynomial of a ferromagnetic Ising spin system of $N$ spins and suppose that $P(z, \ldots, z) \neq 0$ when $z \in A_{\theta}=\left\{e^{i \varphi}:-\theta\right.$ $<\varphi<\theta\}$ for some $\theta \in(0, \pi)$. Let $C$ be any circle in $C$ that includes the points $e^{i \theta}$ and $e^{-i \theta}$ and let $\triangle$ be the interior or exterior or $C$ chosen such that $\triangle \supset A_{\theta}$. Then $P\left(z_{1}, \ldots, z_{N}\right) \neq 0$ if $z_{i} \in \triangle$ for $i=1, \ldots, N$.


FIG. 2. The unit disc and several circles through the points $e^{i \theta}$ and $e^{-i \theta}$ are shown for the case $\theta<\pi / 2$. If $\psi=s+i t$, each arc corresponds to some fixed $t$ value (as shown) and $-\infty<s<\infty$. The Ising antiferromagnetic partition function has no zeros in the interior of the orthogonal circle.


FIG. 3. The same as Fig. 2 except that $\theta>\pi / 2$. In this case the antiferromagnetic partition function has no zeros in the exterior of the orthogonal circle.

To apply Theorem 3 to the antiferromagnet considered in the previous section, we must set $z_{i}=z=\exp$ (2 $2 H$ ) for $i$ an even site and $z_{i}=1 / z$ for $i$ an odd site. Let $A_{\theta}$ be the arc in which the ferromagnetic partition function has no zeros and let $C_{\theta}$ be the circle through the points $e^{i \theta}$ and $e^{-i \theta}$ that is orthogonal to the unit circle. Let $\triangle_{\theta}$ be the interior of $C_{\theta}$ when $0<\theta<\pi / 2$ and the exterior of $C_{\theta}$ when $\pi / 2<\theta<\pi$. When $\theta=\pi / 2$, $\Delta_{\pi / 2}$ is the right-hand complex plane, $\Delta_{\pi / 2}=\{z: \operatorname{Re}(z)$ $>0\}$. Then the antiferromagnetic partition function is nonzero when $z \in \Delta_{\theta}$.

Remarks: (i) Theorem 3 can be applied to any system that has the Lee-Yang property such as the Heisenberg ferromagnet. It is only for the Ising model, however, that the replacement of $z$ by $1 / z$ on odd sites is equivalent to the replacement of the ferromagnet by an antiferromagnet. In particular, Theorem 3 can be applied to an Ising model of arbitrary spin, not just spin $\frac{1}{2}$.
(ii) Instead of using the variable $z=\exp (2 \beta H)$ one could have used $\xi=\exp (\beta H)$ so that the angle $\theta$ would be replaced by $\theta / 2$. The new domain $\triangle^{\prime}$ would be smaller in the sense that $\left(\Delta^{\prime}\right)^{2} \subset \Delta$. In other words, the fact that the polynomial is a function of $z=\xi^{2}$ is a stronger hypothesis and naturally leads to a larger domain in which there are no zeros.

## 4. EXTENSIONS

Consider an assembly of spins with ferromagnetic pair interaction $J$ in a magnetic field $H$, and assume that the grand partition function has no zeros for $\operatorname{Re} H=0,|\operatorname{Im} H|<K$. Suppose now that different magnetic fields $H_{1}, \ldots, H_{n}$ act on different classes of spins, and let $F\left(H_{1}, \ldots, H_{n}\right)$ be the corresponding free energy. We deduce as in Sec. 2 that $F$ is analytic in a complex neighborhood of the set

$$
\left\{\left(H_{1}, \ldots, H_{n}\right) \in i \mathbb{R}^{n}:\left|H_{1}\right|<K, \ldots,\left|H_{n}\right|<K\right\} .
$$

Let $z_{i}=e^{2 \beta H_{i}}$ and $f\left(z_{1}, \ldots, z_{n}\right)=F\left(H_{1}, \ldots, H_{n}\right)$. The argument in Sec. 3 shows that $f$ is analytic when all $z_{i}$ are in the same $D_{a}, D_{a}$ being any open region containing the point 1 and bounded by a circle through the points $e^{ \pm 2 i \Delta K}$.
The free energy for various (not all!) spin systems with interactions of antiferromagnetic or other type and magnetic moment varying from site to site may be written (up to constants) as

$$
F\left(\epsilon_{1} H, \ldots, \epsilon_{n} H\right)=f\left(z^{\epsilon_{1}}, \ldots, z^{\epsilon_{n}}\right),
$$

where $\epsilon_{1}, \ldots, \epsilon_{n}$ are some real numbers. The above results prove analyticity in a neighborhood of $z=1$, more precisely for all $z$ such that

$$
1, z^{\epsilon_{1}}, \ldots, z^{\epsilon_{n}}
$$

are all inside (or outside) the same circle through $e^{ \pm 2 i \beta K}$. However, if the region of analyticity for $z$ contains a piece of the negative real axis, it will in general be necessary to exclude it (introduce a cut). This is so because, if $\epsilon_{i}$ is not a positive integer, the functions $z \epsilon_{i}$ are not holomorphic at 0 and $\infty$. Even if all $\epsilon_{i}$ are integers, it is still necessary to introduce a cut from -1 to $-\infty$.
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In this paper we evaluate several Feynman path integrals asymptotically with respect to various parameters in order to gain mathematical insight into the asymptotic evaluation of function space integrals with oscillatory integrands, a type of integral which is beginning to appear in areas of physics other than quantum mechanics. In each integral studied, the integrand factors into a product of two functionals, one of which is dominant in the limit under consideration. By systematically exploiting this feature, we obtain the asymptotic behavior of path integrals for the physical situations of (1) weakly complex potentials, (2) high energy and complex potentials, (3) weak real potentials, and (4) strong real potentials. In the complex cases, the techniques indicate a means to handle (complex valued) turning points. In the sections treating strong and weak potentials, we relate the relative ease with which one may exploit the factorization of the integrand to the theories of regular and singular perturbations. In the singular case, several examples are presented, one of which is a high energy evaluation of the path integral associated with the "Langer transformed" radial equation. Finally, using more conventional techniques, we construct the complete asymptotic series for each case, thus formally establishing that we have obtained the leading term in an asymptotic expansion of the path integral.
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Remarks: (i) Theorem 3 can be applied to any system that has the Lee-Yang property such as the Heisenberg ferromagnet. It is only for the Ising model, however, that the replacement of $z$ by $1 / z$ on odd sites is equivalent to the replacement of the ferromagnet by an antiferromagnet. In particular, Theorem 3 can be applied to an Ising model of arbitrary spin, not just spin $\frac{1}{2}$.
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where $\epsilon_{1}, \ldots, \epsilon_{n}$ are some real numbers. The above results prove analyticity in a neighborhood of $z=1$, more precisely for all $z$ such that
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1, z^{\epsilon_{1}}, \ldots, z^{\epsilon_{n}}
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are all inside (or outside) the same circle through $e^{ \pm 2 i \beta K}$. However, if the region of analyticity for $z$ contains a piece of the negative real axis, it will in general be necessary to exclude it (introduce a cut). This is so because, if $\epsilon_{i}$ is not a positive integer, the functions $z \epsilon_{i}$ are not holomorphic at 0 and $\infty$. Even if all $\epsilon_{i}$ are integers, it is still necessary to introduce a cut from -1 to $-\infty$.

## ACKNOWLEDGMENTS

This paper was written while the authors participated in the 1971 Battelle "Recontre" at the Battelle Seattle Research Center. We are grateful for the hospitality shown us. E. L. would like to thank R. Stora for introducing him to the mapping (3.3) and its relevance to the tube theorem. The same mapping has been used ${ }^{2}$ to find the envelope of holomorphy of the union of two polydiscs.

* Work supported by National Science Foundation Grant GP 26526.

1 H. J. Borchers, Nuovo Cimento 19, 787 (1961).
2 V. Glaser and J. Bros, "L'envelope d'holomorphie de l'union de deux polycercles," CERN preprint (1961).
H. Epstein, thesis (to appear).
T. D. Lee and C. N. Yang. Phys. Rev. 87, 410 (1952).

5 S. Bochner and W.T. Martin, Several Complex Variables (Princeton U.P., Princeton, N. J.. 1948).

Path Integrals, Asymptotics, and Singular Perturbations*
David W. McLaughlin
Department of Mathematics, University Heights Campus,
and
Courant Institute of Mathematical Sciences, New York Universily, New York, New York 10012
(Received 6 August 1971; Revised Manuscript Received 17 January 1972)
In this paper we evaluate several Feynman path integrals asymptotically with respect to various parameters in order to gain mathematical insight into the asymptotic evaluation of function space integrals with oscillatory integrands, a type of integral which is beginning to appear in areas of physics other than quantum mechanics. In each integral studied, the integrand factors into a product of two functionals, one of which is dominant in the limit under consideration. By systematically exploiting this feature, we obtain the asymptotic behavior of path integrals for the physical situations of (1) weakly complex potentials, (2) high energy and complex potentials, (3) weak real potentials, and (4) strong real potentials. In the complex cases, the techniques indicate a means to handle (complex valued) turning points. In the sections treating strong and weak potentials, we relate the relative ease with which one may exploit the factorization of the integrand to the theories of regular and singular perturbations. In the singular case, several examples are presented, one of which is a high energy evaluation of the path integral associated with the "Langer transformed" radial equation. Finally, using more conventional techniques, we construct the complete asymptotic series for each case, thus formally establishing that we have obtained the leading term in an asymptotic expansion of the path integral.

## INTRODUCTION

When Feynman introduced the path integral in 1948, ${ }^{1}$ he did so primarily for calculational purposes. He
sought a representation of the propagator of quantum mechanics from which one could obtain quantum properties in much the same way as one can derive from
the various integral representations of the special functions many of their properties. He successfully applied his representation in various perturbation ${ }^{2}$ and variational ${ }^{3}$ calculations. Since then, various authors (Morette, ${ }^{4}$ Gutzwiller, ${ }^{5}$ Pechukas, ${ }^{6}$ Gel'fand and Yaglom, 7 Buslaev, ${ }^{8}$ to mention a few) have realized that the path integral is particularly suited for small $\hbar$ or semiclassical approximations. To date, these approaches have been disappointing in that few unknown facts about quantum mechanics have been learned from them. However, there are other areas of physics in which function space integrals with oscillatory integrands occur (for example, in the study of scattering from a random medium ${ }^{9}$ ). In these areas the meaning of various approximations of the under lying partial differential equations is not as well understood as is the Schrödinger equation, and it is hoped that the function space integral will offer some insight into the various approximations. Such considerations lead us to believe that once methods to approximate these integrals over function space are better understood, new physical results will follow. Therefore, at this point it seems mathematically appropriate to perform asymptotic evaluations of several Feynman path integrals which have not been treated previously, but where the results still can be compared with those of more conventional techniques.
While asymptotic evaluations of path integrals are necessarily formal, when properly understood and carefully presented, they are very convincing. To be so, however, the particular limit under consideration must be precisely stated and the calculations systematically performed. In this study, the primary purpose is to enhance the understanding of the mathematical nature of this function space integral through systematically performing several asymptotic evaluations. We have attempted to clearly present all necessary formal arguments. In particular, we asymptotically evaluate the path integral for several classes of integrands, each class representing a different physical situation (complex potentials with small imaginary parts, complex potentials at high energies, weak potentials, and strong potentials). Mathematically, each class is characterized by a different large parameter. Thus, in contrast with most previous work, we are forced to evaluate the integral asymptotically with respect to parameters other than $\hbar$.
All of the integrals studied are related since the integrands all factor into the product of two functionals, one of which is dominant. This factorization is really the key feature which enables us to obtain each approximation clearly. Although natural, apparently these factorizations have not been exploited in previous asymptotic calculations of path integrals.
Perhaps one of the more interesting results of this work is the relationship between factorizations which may be utilized and regular and singular perturbation theory. This relationship is discussed in some detail. The first sections study integrands with complex potentials. These sections seem particularly relevant to random scattering since there the integrands are similar.

In Sec. 1, we develop the path integral solution of the time-dependent Schrödinger equation with a complex potential and discuss the difficulties in obtaining from this representation an asymptotic expansion in the
parameter $\hbar$. In Sec. 2 we circumvent these difficulties by seeking an asymptotic solution of the path integral when the complex part of the potential is weak. The notion of the integrand as a product of two factors first occurs in this section. In Sec. 3, we consider a problem of more practical interest, namely, the time-energy Fourier transform of the path integral (with complex potential). There we derive high energy asymptotic expansions of this "time-path" integral. Although our results are valid in $n$ dimensions, when specialized to one dimension they indicate a means to handle (complex) turning points. In Sec. 4 we discuss the limits of weak and strong potentials, obtaining, approximations in each case. For weak potentials one immediately obtains the eikonal approximation from the path integral. In the case of strong potentials, the approximation techniques are more delicate, the approximation being singular. Since this singular nature seems particularly interesting, we present several concrete examples. One of these is the high energy evaluation of the radial Schrödinger equation complete with the correct $\left(l+\frac{1}{2}\right)^{2}$ factor.

To date no one has estimated the accuracy of stationary phase calculations of the path integral directly from the integral itself. In lieu of such estimates, we have been forced to compare our results with those of more conventional techniques. These formal calculations are given in the appendices and, in each case, they agree with the path integral results. We remark that, in the body of path integral literature, verifications that the approximation is asymptotic to the solution usually proceed in a manner similar to that used by Pauli ${ }^{10}$ [that is, by applying the Schrödinger operator to the approximation, one notices that the result is, say, $\left.O\left(\hbar^{2}\right)\right]$. The procedure we adopt, due to Keller and collaborators, 11,12 has the advantage of systematically constructing the asymptotic expansion to all orders in the small parameter, while at the same time giving some rationale for the specification of certain underdetermined functions which are inherent in such expansions. Since Keller's technique has not been previously applied to the time-dependent Schrödinger equation (although its applicability was clear), we present these asymptotic constructions in some detail in several appendices. We believe that Keller's constructions are the most systematic available to obtain the complete asymptotic series, although it appears that the path integral eventually will offer a more systematic approach since one needs only to evaluate an "integral" asymptotically.

## 1. HEURISTIC CONSTRUCTION FOR A COMPLEX POTENTIAL

We seek the fundamental solution of the Schrödinger equation with a complex potential; $V(\mathbf{x})=U(\mathbf{x})$ $i g W(\mathbf{x}), g W \geq 0$;i.e., the solution of the following initial value problem:

$$
i \hbar \frac{\partial}{\partial t} K(\mathbf{x}, t \mid \mathbf{y}, 0)=\left(-\frac{\hbar^{2}}{2 m} \nabla_{\mathbf{x}}^{2}+V(\mathbf{x})\right) K(\mathbf{x}, t \mid \mathbf{y}, 0)
$$

$$
t>0, \quad(1.1)
$$

$$
\begin{equation*}
K(\mathbf{x}, t \mid \mathbf{y}, 0)=0, \quad t<0 \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} K(\mathbf{x}, t \mid \mathbf{y}, 0)=\delta^{n}(\mathbf{x}-\mathbf{y}) \tag{1.3}
\end{equation*}
$$

Here x and y are vectors in $R^{n} . K$ may be represented as a path integral,

$$
\begin{align*}
K(\mathbf{x}, t \mid \mathbf{y}, 0)=\int_{P(\mathbf{x}, t \mid \mathbf{y}, 0)} D \mathbf{z} & \exp \{(i / \hbar) S[\mathbf{z}(\cdot), t]\} \\
& \times \exp \{-(g / \hbar) \omega[\mathbf{z}(\cdot), t]\} \tag{1.4}
\end{align*}
$$

where

$$
\begin{align*}
& S[\mathbf{z}(\cdot), t] \equiv \int_{0}^{t}\left[\frac{1}{2} m\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2}-U(\mathbf{z}(\sigma))\right] d \sigma  \tag{1.5}\\
& \omega[\mathbf{z}(\cdot), t] \equiv \int_{0}^{t} W(\mathbf{x}(\sigma)) d \sigma \tag{1.6}
\end{align*}
$$

and $P(\mathbf{x}, t \mid \mathbf{y}, 0)$ is that collection of real valued paths connecting the space-time points ( $\mathbf{y}, 0$ ) and ( $\mathbf{x}, t)$.
[Throughout the paper, $P$ will be defined by
$\{P(\mathbf{x}, t \mid \mathbf{y}, 0) \equiv\{$ continuous, real, vector valued functions $z(\sigma)$ of the time $\sigma$ such that $z(0)=y$, $\mathbf{z}(t)=\mathbf{x}\}\}$

However, functionals appearing in the integrand (such as $S$ and $\omega$ ) will be defined differently in each section of the paper.]
Explicitly the path integral in (1.4) is defined by
$\int_{P(\mathbf{x}, t \mathbf{y}, 0)} D \mathbf{z} \exp \left(\frac{i}{\hbar} S[\mathbf{z}(\cdot), t]\right) \exp \left(-\frac{g}{\hbar} \omega[\mathbf{z}(\cdot), t]\right)$
$\equiv \lim _{N \rightarrow \infty}\left(\frac{m}{2 \pi i \hbar \Delta t}\right)^{n N / 2} \int_{-\infty}^{\infty} d^{n} z_{1} \cdots \int_{-\infty}^{\infty} d^{n} z_{N-1}$
$\times \exp \left\{\sum_{\hbar}^{i} \sum_{j=1}^{N}\left[\left(\frac{m}{2} \frac{\left(\mathbf{z}_{j}-\mathbf{z}_{j-1}\right)^{2}}{\Delta t}-\left[U\left(\mathbf{z}_{j}\right)-i g W\left(\mathbf{z}_{j}\right)\right] \Delta t\right)\right]\right\}$,
where $\Delta t \equiv t / N, \mathbf{z}_{0} \equiv \mathbf{y}$, and $\mathbf{z}_{N} \equiv \mathbf{x}$. As long as this ( $N-1$ )-fold integral exists, the path integral may be seen to solve Eqs. (1.1) and (1.3) by replacing the real potential in Feynman's original "proof" ${ }^{1}$ with a complex one. We remark that $W(\mathbf{x})$ is restricted to be positive just to insure the existence of the integral.

Since the potential is complex, one is motivated to consider extending the class of paths $P$ which are being summed over to the collection of complex valued paths connecting the space-time points $(\mathbf{y}, 0)$ and ( $\mathbf{x}, t), C P(\mathbf{x}, t \mid \mathbf{y}, 0)$. Without questioning its meaning, we consider this formal extension,

$$
\begin{align*}
K \equiv \int_{C P(\mathbf{x}, t \mathrm{y}, 0)} D \mathbf{z} \exp & \{(i / \hbar) S[\mathbf{z}(\cdot), t]\} \\
& \times \exp \{-(g / \hbar) \omega[\mathbf{z}(\cdot), t]\} \tag{1.9}
\end{align*}
$$

and seek to evaluate it asymptotically as $\hbar$ vanishes. For small $\hbar$ one would expect this extension to be dominated by those paths which make the functional $S[\mathbf{z}(\cdot), t]+i \omega[\mathbf{z}(\cdot), t]$ stationary with respect to neighboring paths in the class $C P$. Thus, we are led to seek (complex valued) solutions of the variational problem,

$$
\begin{equation*}
\left.\delta(S+i \omega)\right|_{\mathbf{z}(\cdot)}=0, \quad \mathbf{z}(0)=\mathbf{y}, \quad \mathbf{z}(t)=\mathbf{x} \tag{1.10}
\end{equation*}
$$

which, assuming sufficient analyticity, are just the solutions of
$m \frac{d^{2} \mathbf{z}(\tau)}{d \tau^{2}}=-\nabla V(\mathbf{z}), \quad \mathbf{z}(0)=\mathbf{y}, \quad \mathbf{z}(t)=\mathbf{x}$.

For simplicity we assume (1.11) admits only one solution, $\boldsymbol{\xi}(\cdot)$. (If it admitted several, we would sum the final formula over the candidates.) Treating the formal expression (1.9) as a path integral, we expand the integrand about $\xi(\cdot)$, truncate this expansion after the quadratic term, and evaluate the remaining Gaussian path integral. The result is
$K \sim A \exp ((i / \hbar)\{S[\xi(\cdot), t]+i g \omega[\xi(\cdot), t]\}), \quad$ as $\hbar \rightarrow 0$,
where
$A=(2 \pi i \hbar)^{-n / 2}\left[\operatorname{det}\left(\frac{\partial^{2}(S[\xi(\cdot), t]+i g \omega[\xi(\cdot), t])}{\partial \mathbf{x}_{i} \partial \mathbf{y}_{j}}\right)\right]^{1 / 2}$.

It is not at all clear what such formal calculations mean. Nevertheless, in Appendix A we apply the techniques of Keller, ${ }^{11,12}$ and construct a series which is asymptotic to the solution of the initial value problem (1.1)-(1.3). The leading term of this series agrees with (1.13); in particular, it contains the path $\xi(\cdot)$. Thus, the dominant path in the asymptotic solution is the complex valued path $\xi(\cdot)$, and, if one is to obtain it from a path integral, the path $\xi(\cdot)$ must be a member of the collection being summed over. That is, one must give the proper interpretation to an expression such as (1.9) in order that it be well defined and equal to (1.4). We do not know how to handle this problem primarily because such expressions diverge due to terms such as $\exp \{-[m \operatorname{Re}(\Delta) \operatorname{Im}(\Delta) /$ $\Delta t]\}$ which appear in the integrand. [Here, $\Delta \equiv$ $\left(\mathbf{z}_{i}-\mathbf{z}_{i-1}\right), i=1,2, \ldots, N$.]
However, these problems of extension can be avoided if real parameters dominate. In these cases, it will be unnecessary to introduce representations such as (1.9) and will be sufficient to use representation (1.4) to generate the asymptotic behavior. In the following two sections, we consider two situations of this type, namely, complex potentials with weak imaginary parts and complex potentials at high energies.

## 2. WEAKLY COMPLEX POTENTIALS

Again we consider the initial value problem (1.1)(1.3) and the path integral representation of its solution, Eq. (1.4). The integrand of this path integral is seen to be a product of two functionals, $\exp \{(i / \hbar) S[\mathbf{z}(\cdot), t]\}$ and $\exp \{-(g / \hbar) \omega[\mathbf{z}(\cdot), t]\}$. For small $\hbar$ the first is a rapidly oscillating functional of the path $\mathbf{z}(\cdot)$, while the second is a positive functional. In addition the latter depends critically upon the ratio $g / \hbar$. When this ratio is large, it is a rapidly decreasing exponential; when small, it is slowly varying. Thus, when $g$ is $O(\hbar)$ or smaller, the second factor is a slowly varying, positive functional, and the path integral should be dominated by that path(s) in $P(x, t \mid y, 0)$ which makes the argument of the oscillatory exponential stationary with respect to neighboring paths (in $P$ ). Such a path must be a solution of the variational problem

$$
\begin{equation*}
\left.\delta S\right|_{\mathbf{z}(\cdot)}=0, \quad \mathbf{z}(0)=\mathbf{y}, \quad \mathbf{z}(t)=\mathbf{x} \tag{2.1}
\end{equation*}
$$

or equivalently the two-point boundary value problem

$$
\begin{equation*}
m \frac{d^{2} \mathbf{z}}{d \sigma^{2}}(\sigma)=-\nabla U, \quad \mathbf{z}(0)=\mathbf{y}, \quad \mathbf{z}(t)=\mathbf{x} \tag{2.2}
\end{equation*}
$$

For simplicity we assume this problem has a unique
solution, $\xi(\cdot)$. We now replace the smooth functional with its value at the path $\xi(\cdot)$, remove the resulting constant from the integrand, expand the functional $S[z(\cdot), t]$ about $\xi(\cdot)$ neglecting terms of higher than second order, and obtain
$K(\mathbf{x}, t \mid \mathbf{y}, 0) \sim \tilde{K}(\mathbf{x}, t \mid \mathbf{y}, 0), \quad$ for sufficiently small
$\hbar$ and $g$, (2.3)
where

$$
\begin{align*}
\tilde{K}(\mathbf{x}, t \mid \mathbf{y}, 0) \equiv & \exp \{(i / \hbar) S[\boldsymbol{\xi}(\cdot), t]\} \exp \{-(g / \hbar) \omega[\boldsymbol{\xi}(\cdot), t]\} \\
& \times \int_{P(\mathbf{0}, t \mid 0,0)} D \boldsymbol{\eta} \exp \{(i / \hbar) Q[\boldsymbol{\eta}(\cdot), t]\} \tag{2.4}
\end{align*}
$$

and where the quadratic functional $Q$ is calculated to be
$Q[\eta(\cdot), t]=\int_{0}^{t}\left[\frac{m}{2}\left(\frac{d \eta}{d \sigma}\right)^{2}-\frac{1}{2}\left(\nabla^{2} U(x)\right)_{\mathbf{x = 5}(\sigma)} \eta^{2}(\sigma)\right] d \sigma$.

Being Gaussian, the remaining path integral may be explicitly calculated, ${ }^{5}$ yielding
$\tilde{K}(\mathbf{x}, t \mid \mathbf{y}, 0)=B \exp \{(i / \hbar) S[\boldsymbol{\xi}(\cdot), t]\} \exp \{-(g / \hbar) \omega[\boldsymbol{\xi}(\cdot), t]\}$,
where
$B \equiv(-1)^{n}(2 \pi i \hbar)^{-n / 2}\left[\left|\operatorname{det}\left(\frac{\partial^{2} S[\xi(\cdot), t]}{\partial \mathbf{x}_{i} \partial \mathbf{y}_{j}}\right)\right|\right]^{1 / 2} e^{-i(\pi / 2) \beta(\xi(\cdot))}$
and $\beta(\xi(\cdot))$ is the total reduction in rank of the determinant along the path $\boldsymbol{\xi}(\cdot)$.
There are several points to notice about this result. Firstly, the dominant path is real and determined by the real part of the potential. From Sec. 1 we know that for this to be so, $g$ must not be large. Secondly, the approximation seems natural; that is, when $V$ is weakly complex, one might expect to be able to use only its real part to define the classical mechanics, to construct the approximate kernel from rays associated with this classical mechanics in a typical WKB fashion, and finally to take the complex part of the potential into account with an exponential sink of probability, a sink depending upon the time integral of the complex part of the potential evaluated along the "classical path $\xi(\cdot)$." Thirdly, the approximation is clearly invalid if $x$ (or $y$ ) is located at a zero of $\left\{\operatorname{det}\left[\left(\partial / \partial \mathbf{x}_{i}\right)\left(\partial / \partial \mathbf{x}_{j}\right) S(\xi(\cdot), t)\right]\right\}^{-1}$. These occur at caustics associated with the classical rays of the real potential $U$. Even if $\mathbf{x}$ and $\mathbf{y}$ are not located at a caus$\operatorname{tic}_{\boldsymbol{i}} \xi(\cdot)$ may pass through several "on its way between $\mathbf{x}$ and $\mathbf{y .}$. $\beta(\xi(\cdot))$ counts the number of times this occurs, and the path integral quickly indicates the phase associated with each occurrence. Certainly the "natural argument" presented above does not indicate how one should account for this phenomena.
Finally, we have checked the order of accuracy of $\tilde{K}[$ Eq. (2.6) $]$ in two ways. One method is to take the asymptotic expansion as $\hbar$ vanishes given in Appendix A [Eq. (A25)], solve Eq.(A26) for the rays by a power series in $g$, and use only the first term of this expansion to define $S[\xi(\cdot), t]$. More directly, one may seek an asymptotic expansion of $K$ of which (2.7) is the leading term. This we do in Appendix B. Both techniques confirm that $\widetilde{K}$ is the correct leading term in a formal asymptotic expansion of $K$.

## 3. HIGH ENERGY AND COMPLEX POTENTIALS

While in the time dependent picture, the calculation is extremely direct, for practical purposes it is often desirable to work in the time independent framework. Consider $G(x, y, E)$, the Fourier transform of $K(\mathbf{x}, t \mid \mathbf{y}, 0)$ :

$$
\begin{align*}
G(\mathbf{x}, \mathbf{y}, E) \equiv & \frac{1}{i \hbar} \int_{0}^{\infty} d t \exp \left(\frac{i}{\hbar} E t\right) K(\mathbf{x}, t \mid \mathbf{y}, 0) \\
= & \frac{1}{i \hbar} \int_{0}^{\infty} d t \int_{P(\mathbf{x}, t \mid \mathbf{y}, 0)} D \mathbf{z} \\
& \times \exp \left(\frac{i}{\hbar}\{E t+S[\mathbf{z}(\cdot), t]\}\right) \exp \left(-\frac{g}{\hbar} \omega[\mathbf{z}(\cdot), t]\right) \tag{3.1}
\end{align*}
$$

Here $E$ is given a small positive imaginary part $\epsilon$, and (3.1) is interpreted as the limit as $\epsilon$ vanishes.
In this section we interpret the Fourier transform together with the path integral as a "double integral" which we seek to evaluate asymptotically for large $E$. We begin by placing the integral in an equivalent form:

$$
\begin{align*}
& G(\mathbf{x}, \mathbf{y}, E) \\
& =\frac{1}{i \hbar \sqrt{E}} \int_{0}^{\infty} d \tau \lim _{N \rightarrow \infty}\left(\frac{m \sqrt{E} N}{2 \pi i \hbar \tau}\right)^{n N / 2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d^{n} \mathbf{z}_{1} \cdots d^{n} \mathbf{z}_{N-1} \\
& \quad \times \exp \left\{\frac{i \sqrt{E}}{\hbar}\left[\tau+\sum_{j=1}^{N}\left(\frac{m}{2} \frac{N}{\tau}\left|\mathbf{z}_{j}-\mathbf{z}_{j-1}\right| 2-V\left(\mathbf{z}_{j}\right) \frac{\tau}{N E}\right)\right]\right\} \\
& \equiv \frac{1}{i \hbar \sqrt{E}} \int_{0}^{\infty} d \tau \int_{P(\mathbf{x}, 1 \mid \mathbf{y}, 0)} D \mathbf{z} \exp \left(\frac{i}{\hbar} \frac{i \sqrt{E}}{\hbar} \phi[\mathbf{z}(\cdot), \tau, E]\right)
\end{align*}
$$

where
$\phi[\mathbf{z}(\cdot), \tau, E] \equiv \tau+\int_{0}^{1}\left(\frac{m}{2 \tau}\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2}-\frac{\tau}{E} V(\mathbf{z}(\sigma))\right) d \sigma$.
When $V$ is bounded, whether complex or not, a very simple approximation is applicable. The integrand factors rather naturally into the product of two exponentials,

$$
\begin{align*}
\exp \{(i \sqrt{E} / \hbar) \phi\}= & \exp \{(i \sqrt{E} / \hbar) T[\mathbf{z}(\cdot), \tau]\} \\
& \times \exp \{-(i / \hbar \sqrt{E}) \mu[\mathbf{z}(\cdot), \tau]\} \tag{3.5}
\end{align*}
$$

where

$$
\begin{equation*}
T[\mathbf{z}(\cdot), \tau]=\tau+\int_{0}^{1} \frac{m}{2 \tau}\left(\frac{d \mathbf{z}(\sigma)}{d \sigma}\right)^{2} d \sigma \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu[\mathbf{z}(\cdot), \tau]=\tau \int_{0}^{1} V(\mathrm{z}(\sigma)) d \sigma \tag{3.7}
\end{equation*}
$$

The first factor becomes highly oscillatory as $E$ becomes large, while the second becomes more and more slowly varying as a function of the "path"
$(z(\cdot), \tau)$. For large $E$ the "time-path" integral will be dominated by those paths $\left(\xi(\cdot), \tau_{0}\right)$ about which the functional $T$ is stationary with respect to neighboring paths in $P$ and nearby times $\tau$. But these are just the solutions of the variational problem

$$
\begin{equation*}
\left.\delta T\right|_{\mathrm{g}(.)}=0, \quad \mathrm{z}(0)=\mathrm{y}, \quad \mathrm{z}(1)=\mathrm{x} \tag{3.8}
\end{equation*}
$$

with $\tau_{0}$ determined by the constraint

$$
\begin{equation*}
1=\frac{m}{2 \tau_{0}^{2}} \int_{0}^{1}\left(\frac{d \boldsymbol{\xi}}{d \sigma}\right)^{2} d \sigma \tag{3.9}
\end{equation*}
$$

The Euler equation associated with (3.8) is

$$
\begin{equation*}
\frac{m}{\tau} \frac{d^{2} \xi(\sigma)}{d \sigma^{2}}=0, \quad \xi(0)=\mathbf{y}, \quad \xi(1)=\mathbf{x} . \tag{3.10}
\end{equation*}
$$

Thus, $\xi(\sigma)$ is given by

$$
\begin{equation*}
\boldsymbol{\xi}(\sigma)=\mathbf{y}+(\mathbf{x}-\mathbf{y}) \sigma, \tag{3.11}
\end{equation*}
$$

and $\tau_{0}$ is calculated to be

$$
\begin{equation*}
\tau_{0}=+\left[\frac{1}{2} m(\mathbf{x}-\mathbf{y})^{2}\right]^{1 / 2} . \tag{3.12}
\end{equation*}
$$

As in Sec.2, we evaluate the functional $\exp \{-(i / \hbar \sqrt{E}) \mu[\mathbf{z}(\cdot), \tau]\}$ along the path $\left(\xi(\cdot), \tau_{0}\right)$ and remove this constant from the integral. The remaining time-path integral is merely that of a free particle and may be calculated explicitly,
$G(\mathbf{x}, \mathbf{y}, E) \sim \tilde{G}(\mathbf{x}, \mathbf{y}, E) \quad$ as $E \rightarrow \infty, V$ bounded,
where

$$
\begin{align*}
& \tilde{G}(\mathbf{x}, \mathbf{y}, E) \equiv D \exp \left(\frac{i}{\hbar}[2 m E]^{1 / 2}(\mathbf{x}-\mathbf{y})\right)  \tag{3.13}\\
& \quad \times \exp \left[-\frac{i \tau_{0}}{\hbar \sqrt{E}} \int_{0}^{1} V(\mathbf{y}+(\mathbf{x}-\mathbf{y}) \sigma) d \sigma\right] \tag{3.14}
\end{align*}
$$

and where

$$
\begin{equation*}
D \equiv-(i / \hbar)(m / 2 E)^{1 / 2} . \tag{3.15}
\end{equation*}
$$

Thus, for large $E$ and bounded $V$ the eikonal approximation is immediately obtained from the path integral even when $V$ is complex. In this approximation the potential is accounted for by integration along the "free particle rays."
Clearly in many actual cases when $E$ is finite, (3.14) is inadequate. For in such cases, there may exist "forbidden regions" of space in which the character of $G$ is not oscillatory. Equation (3.14) shows no such regions. Also, in such cases there will exist rays which reflect from the forbidden areas. These are not present in Eq. (3.14) which contains only a direct ray.
To include such effects, we reconsider the factorization of the integrand in Eq. (3.3) by writing $\phi$ as the sum of its real and imaginary parts. Viewed in this manner, it seems natural to factor the integrand as
$\begin{aligned} \exp [(i \sqrt{E} / \hbar) \phi]= & \exp \{(i \sqrt{E} / \hbar) F[\mathbf{z}(\cdot), \tau, E]\} \\ & \times \exp \{-(g / \hbar \sqrt{E}) \omega[\mathbf{z}(\cdot), \tau, E]\}\end{aligned}$

$$
\begin{align*}
& \int_{P_{j}} D \mathbf{z} \exp \left(\frac{i \sqrt{E}}{\hbar} F[\mathbf{z}(\cdot), \tau, E]\right) \\
& \sim \exp \left(\frac{i \sqrt{E}}{\hbar} F\left[\xi_{j}(\cdot), \tau, E\right]\right) \quad \int_{P(0,1 \mid 0,0)} D \mathbf{z} \exp \left\{\frac{i \sqrt{E}}{\hbar} \int_{0}^{1}\left[\frac{m}{2 \tau}\left(\frac{d \eta}{d \sigma}\right)^{2}-\frac{\tau}{2 E}\left(\nabla^{2} U\right\}_{\mathbf{z}=\mathrm{s}_{j}}\right] d \sigma!\right.  \tag{3.23}\\
& \sim \exp \left(\frac{i \sqrt{E}}{\hbar} F\left[\xi_{j}(\cdot), \tau, E\right]\right) H_{j}(\mathbf{x}, \tau \mid \mathbf{y}, 0) \equiv \tilde{K}_{j}(\mathbf{x}, \tau \mid \mathbf{y}, 0), \tag{3.24}
\end{align*}
$$

where

$$
\begin{equation*}
H_{j} \equiv\left(\frac{\sqrt{E}}{2 \pi i \hbar}\right)^{+n / 2}\left[\operatorname{det}\left(\frac{\partial^{2} F\left[\xi_{j}(\cdot), \tau, E\right]}{\partial x_{k} \partial y_{l}}\right)\right]^{1 / 2} \tag{3.25}
\end{equation*}
$$

$$
\begin{align*}
& \int_{R_{j}} d \tau \exp \left(\frac{i \sqrt{E}}{\hbar} \tau\right) \tilde{K}_{j}(\mathbf{x}, \tau \mid \mathbf{y}, 0) \sim H_{j}\left(\mathbf{x}, \tau_{j} \mid \mathbf{y}, 0\right) \exp \left(\frac{i \sqrt{E}}{\hbar}\left[\tau_{j}+F\left[\xi_{j}(\cdot), \tau_{j}, E\right]\right) \int_{-\infty}^{\infty} d \sigma \exp \left(\frac{i \sqrt{E}}{2 \hbar}\left(\frac{d d^{2} F}{d \tau^{2}}\right)_{\tau=\tau_{j}} \sigma^{2}\right)\right.  \tag{3.26}\\
& \quad=L_{j} \exp \left(\frac{i \sqrt{E}}{\hbar}\left[\tau_{j}+F\left[\xi_{j}(\cdot), \tau_{j}, E\right]\right),\right. \tag{3.27}
\end{align*}
$$

We now asymptotically evaluate the Fourier transform of (3.24) by expanding it about $\tau_{j}$ and evaluating the Gaussian integral. The result is
where

$$
\begin{equation*}
L_{j} \equiv\left[\frac{2 \pi i \hbar}{-\sqrt{E}}\left(\frac{d^{2} F}{d \tau^{2}}\right)^{-1}\right]^{1 / 2} H_{j} \tag{3.28}
\end{equation*}
$$

Equation (3.27) may be considerably simplified if the classical equations, (3.20) and (3.21), are used to eliminate $\tau_{j}$ and to express the result directly in terms of ( $\mathbf{x}, \mathbf{y}, E$ ). The final expression together with the explicit specifications of the branches of the square roots is

$$
\begin{equation*}
G(\mathbf{x}, \mathbf{y}, E) \sim \tilde{G}(\mathbf{x}, \mathbf{y}, E), \quad \text { as } E \rightarrow \infty \tag{3.29}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{G}(\mathbf{x}, \mathbf{y}, E) \equiv\left[(-1)^{n} / 2 \pi \hbar^{n-1}\right] \sum_{j \in J} I_{j}(\mathbf{x}, \mathbf{y}, E) \\
& \quad \times \exp \left[(i / \hbar) R_{j}(\mathbf{x}, \mathbf{y}, E)\right] \exp \left[-(g / \hbar \sqrt{E}) \omega_{j}\right] \tag{3.30}
\end{align*}
$$

$R_{j} \equiv \int_{\mathbf{y}}^{\mathbf{x}}+\left[P\left(\mathbf{x}^{\prime}\right)\right]^{1 / 2} d \mathbf{x}^{\prime}$ (evaluated along the classical path $j$ connecting $\mathbf{x}$ and $\mathbf{y}$ at energy $E$ ),

$$
I_{j} \equiv\left[\left|\operatorname{det}\left(\begin{array}{ll}
\partial_{x y} R_{j} & \partial_{x E} R_{j}  \tag{3.31}\\
\partial_{y E} R_{j} & \partial_{E E} R_{j}
\end{array}\right)\right|\right]^{1 / 2} e^{-i(\pi / 2) \beta_{j}}
$$

$\beta_{j}$ is the total reduction in rank of $I_{j}$ along the classical path in question, and $\omega_{j}$ is the functional $\omega$ evaluated along the classical path.

Many of the comments at the end of Sec. 2 for the time-dependent case apply here as well. The timepath integral tells us that in this approximation we need only use the real part of the potential to define the appropriate classical mechanics with the complex part entering only through an exponential sink of probability, a sink depending upon the time integral of this complex part evaluated along the classical path.
The phase differences of $\left(-i \beta_{j} \pi / 2\right)$ between the various terms arise from treating the caustics associated with the classical rays of the real potential $U(\cdot)$. The interpretation of these phases is particum larly clear in the one-dimensional case. For example, let $U(\cdot)$ be a continuous, monotonic, increasing function such that $U\left(x_{0}\right)=E$. If $x<y<x_{0}$, Eqs. (3.20) and (3.21) will possess two solutions $\left(\xi_{d}(\cdot), \tau_{d}\right)$ and ( $\xi_{r}(\cdot), \tau_{r}$ ) corresponding to the direct and reflected classical rays. In this special example, Eq. (3.30) reduces to
$\tilde{G}(x, y, E)=\frac{m}{\hbar}[P(x) P(y)]^{-1 / 2}\left\{\exp \left[-\frac{i}{\hbar} \int_{y}^{x}(P(z)\right.\right.$
$\left.\left.+i m g \frac{W(z)}{P(z)}\right) d z\right]+e^{-i \pi / 2} \exp \left[+\frac{i}{\hbar} \int_{y}^{x_{0}}(P(z)\right.$
$\left.\left.+i m g \frac{W(z)}{P(z)}\right) d z-\frac{i}{\hbar} \int_{x_{0}}^{x}\left(P(z)+i m g \frac{W(z)}{P(z)}\right) d z\right]!$,
where $P(z)=+2 m[E-U(z)]^{1 / 2}$. We emphasize that the phase difference of $e^{-i \pi / 2}$ arises directly from the evaluation of the time-path integral and depends only upon the real part of the potential. Had we proceeded with the more conventional WKB approaches, it would have arisen from "connection formulas for complex valued turning points."
Each approximation derived in this section is the leading term in an asymptotic expansion of $G(\mathbf{x}, \mathbf{y}, E)$, as may be verified by methods similar to those applied to the time dependent case. We omit these
calculations since the formulas are so closely related to the well-known high-energy WKB and eikonal approximations and turn to a strong potential limit.

## 4. WEAK AND STRONG POTENTIALS-REGULAR AND SINGULAR PERTURBATIONS

In this section we consider only real potentials and fix all constants with the exception of the potential strength $g$. The path integral to be studied is

$$
\begin{align*}
K(\mathbf{x}, t \mid \mathbf{y}, 0)=\int_{P(\mathbf{x}, t \mid \mathbf{y}, 0)} & D \mathbf{z} \exp \{(i / \hbar) T[\mathbf{z}(\cdot), t]\} \\
& \times \exp \{-(i / \hbar) g \omega[\mathbf{z}(\cdot), t]\} \tag{4.1}
\end{align*}
$$

where

$$
\begin{equation*}
T[\mathbf{z}(\cdot), t] \equiv \int_{0}^{t} \frac{1}{2} m\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2} d \sigma \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega[\mathbf{z}(\cdot), t] \equiv \int_{0}^{t} V(\mathbf{z}(\sigma)) d \sigma \tag{4.3}
\end{equation*}
$$

When $g$ is very small, it is clear that we may proceed as in the first part of Sec. 3, that is, to remove the second factor from the integrand evaluated along the "free particle path" and to evaluate the free propagator:

$$
\begin{align*}
& K(\mathbf{x}, t \mid \mathbf{y}, 0) \sim(m / 2 \pi i \hbar t)^{n / 2} \exp \{(i / \hbar) T[\boldsymbol{\xi}(\cdot), t]\} \\
& \times \exp \{-(i / \hbar) g \omega[\boldsymbol{\xi}(\cdot), t]\} \tag{4.4}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{\xi}(\sigma)=\mathbf{y}+(\mathbf{x}-\mathbf{y}) \sigma / t \tag{4.5}
\end{equation*}
$$

This is just the time-dependent eikonal approximation, valid for weak potentials.
A far more intriguing limit is that of large $g$. In this case, the second factor in (4.1) makes the integrand wildly oscillatory for large values of $g$. In analogy with all preceding material, we would expect the path integral to be dominated by those paths $\xi(\cdot)$ which make the functional $\omega[z(\cdot), t]$ stationary. However, the following calculation,

$$
\begin{align*}
\delta \omega[\mathbf{z}(\cdot), t] & =\delta \int_{0}^{t} V(\mathbf{z}(\sigma)) d \sigma=\int_{0}^{t}(\nabla V \cdot \delta \mathbf{z}) d \sigma=0 \forall \delta \mathbf{z}_{j} \\
& \Longrightarrow \frac{\partial}{\partial z_{i}} V(\mathbf{z})=0, \quad i=\mathbf{1}, 2,3, \ldots, n, \tag{4.6}
\end{align*}
$$

shows that the only possible solutions are constants associated with critical points of the function $V$.
However, these will not be members of the class $P(\mathbf{x}, t \mid \mathbf{y}, 0)$ since the boundary conditions will not be satisfied. This simple analysis is just too naive.
The difficulty is overcome by invoking a change of variable. We replace $T-g \omega$ by the equivalent functional
$S\left[\mathbf{z}(\cdot), g^{1 / 2} t\right] \equiv g^{1 / 2} \int_{0}^{g^{1 / 2} t}\left[\frac{1}{2} m\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2}-V(\mathbf{z}(\sigma))\right] d \sigma$.
Under this change, $K$ is written as

$$
\begin{equation*}
K(\mathbf{x}, t \mid \mathbf{y}, 0)=\int_{P(\mathbf{x}, \sqrt{g} t \mid \mathbf{y}, 0)} D \mathbf{z} \exp \left\{(i / \hbar) g^{1 / 2} S\left[\mathbf{z}(\cdot), g^{1 / 2} t\right]\right\} \tag{4.8}
\end{equation*}
$$

Now as $\sqrt{g}$ increases, $S\left[z(\cdot), g^{1 / 2} t\right]$ becomes large (this is particularly so if $g^{1 / 2} t$ is fixed or if $V(\mathbf{z}) \leq 0)$ and the complete integrand, $\exp \left[\left(\mathrm{ig}^{1 / 2} / \hbar\right) S\right]$, becomes a rapidly oscillating functional of the path $\mathbf{z}(\cdot)$. This oscillatory behavior forces the path integral to be dominated by those paths $\xi(\cdot)$ which make
the entire functional $S$ stationary with respect to neighboring paths in the class $P(\mathbf{x}, \sqrt{g} t \mid \mathbf{y}, 0)$. The Euler (or ray) equations associated with this variational principle are

$$
\begin{equation*}
m \frac{d^{2} \boldsymbol{\xi}}{d \sigma^{2}}=-\nabla_{\xi} V, \quad \boldsymbol{\xi}(0)=\mathbf{y}, \quad \xi(\sqrt{g} t)=\mathbf{x} \tag{4.9}
\end{equation*}
$$

As above, we expand the integrand through second order about the function $\xi(\cdot)$ and perform the resulting Gaussian path integral obtaining

$$
\begin{align*}
K_{\tau}(\mathbf{x}, \tau \mid \mathbf{y}, 0) \underset{\sigma^{\prime} \rightarrow \infty}{\sim}\left(\frac{2 \pi i \hbar}{g^{1 / 2}}\right)^{-n / 2} & {\left[\operatorname{det}\left(\frac{\partial^{2} S(\xi(\cdot), \tau)}{\partial x_{i} \partial y_{j}}\right)\right]^{1 / 2} } \\
& \exp \left(\frac{i \sqrt{g}}{\hbar} S(\xi(\cdot), \tau)\right), \tag{4.10}
\end{align*}
$$

where $\tau \equiv \sqrt{g} t$, and $K_{\tau} \equiv K(\mathbf{x}, \tau / \sqrt{g} \mid \mathbf{y}, 0)$. That (4.10) is the leading term in an asymptotic approximation is verified in Appendix C by more conventional techniques.
Thus, in the variables ( $\mathbf{x}, \tau$ ) the problem associated with large $g$ reduces to the same calculations involved in the usual small $\hbar$, fixed $g$ approximation. There is one important difference, however. We would actually like to solve the problem in the "physical" variables ( $x, t$ ). In this case, as long as (4.10) is valid through $\tau=O(\sqrt{g})$, we need only an approximate solution of the ray Eqs. (4.9) valid uniformly in $\sigma \in[0, t], t$ fixed $>0$. Thus, it may be possible to use the large parameter $\sqrt{g}$ which appears in (4.9) to obtain an explicit representation of $\xi(\cdot)$. In the analogous small $\hbar$ case, when the solution is sought in the "physical" ( $\mathbf{x}, t$ ) variables, there is no $\hbar$ dependence in the ray equation to be exploited.
To see how one could use this additional $g$ dependence of the ray equations, we change variables to remove the parameter $g$ from the boundary conditions,

$$
\begin{equation*}
m \frac{d^{2} \xi}{d \sigma^{\prime 2}}=-g \nabla V, \quad \xi(0)=\mathbf{y}, \quad \xi(t)=\mathbf{x} \tag{4.11}
\end{equation*}
$$

We seek an asymptotic approximation of (4.11) valid in the limit of large $g$. The source of the difficulty in the "naive method" described above is now apparent, that is, the problem of finding these approximate rays is a singular perturbation problem. In attempting to use only the potential energy functional $\omega$ to define the rays, we lost the boundary conditions. This loss of boundary conditions is a reflection of the singular nature of the problem. On the other hand, the problem of a weak potential was successfully treated by using only the kinetic energy functional $T$ to define the rays. In that case, had we followed the procedure of "stretching the time variable," the ray equations would have been the same,

$$
\begin{equation*}
m \frac{d^{2} \boldsymbol{\xi}}{d \sigma^{2}}=-g \nabla V, \quad \xi(0)=\mathbf{y}, \quad \xi(t)=\mathbf{x} \tag{4.12}
\end{equation*}
$$

but the solution is desired for small $g$. Solving (4.12) in the limit of vanishing $g$ is merely a regular perturbation problem which involves no loss of boundary conditions. This singular-regular nature is the underlying reason that the problem of dominant $\omega$ is more delicate than that of dominant $T$.
A one-dimensional parabolic barrier with smooth variable coefficients,

$$
\begin{array}{r}
V(\xi, \sigma)=-\frac{1}{2} f(\epsilon \sigma) \xi^{2}-h(\sigma) \xi-h^{2}(\sigma) / 2 f(\epsilon \sigma) \\
f(\cdot)>0, \epsilon^{2}=1 / g \tag{4.13}
\end{array}
$$

provides a simple example which illustrates one method by which the $g$ dependence of the ray equations may be utilized. In this case, $V(\xi, \sigma)$ is negative and Eq. (4.10) certainly is applicable. Rather than calculate the ray $\xi$ exactly, we seek a uniformly valid approximation through the methods of singular perturbation theory. ${ }^{13}$

In this case with $m$ set equal to 1, Eq. (4.12) becomes
$\frac{\epsilon^{2} d^{2} \xi(\sigma)}{d \sigma^{2}}=f(\epsilon \sigma) \xi(\sigma)+h(\sigma), \quad \xi(0)=y, \quad \xi(t)=x$.
Here $y, x$ and $h(\sigma) / f(\epsilon \sigma)$ are assumed to satisfy the inequality $y \leq-h(\sigma) / f(\epsilon \sigma) \leq x$ so that the barrier lies between the initial and final points. The auxiliary equation,

$$
\begin{equation*}
\epsilon^{2} D^{2}-f(\epsilon \sigma)=0 \tag{4.15}
\end{equation*}
$$

has two roots,

$$
\begin{equation*}
D= \pm(1 / \epsilon)[f(\epsilon \sigma)]^{1 / 2} \tag{4.16}
\end{equation*}
$$

both of which are singular as $\epsilon$ vanishes. This indicates that the solution will possess both a left boundary layer near $\sigma=0$ and a right boundary layer near $\sigma=t$, and leads us to seek a solution of the form

$$
\begin{equation*}
\xi(\sigma)=\xi_{L}\left(\sigma_{L} ; \epsilon\right)+\xi_{I}(\sigma ; \epsilon)+\xi_{R}\left(\sigma_{R} ; \epsilon\right) \tag{4.17}
\end{equation*}
$$

where $\sigma_{L} \equiv \sigma / \epsilon, \sigma_{R} \equiv(t-\sigma) / \epsilon$. Working first in the interior region away from both boundaries, we seek an asymptotic expansion to $\xi_{I}(\sigma ; \epsilon)$ of the form

$$
\begin{equation*}
\xi_{I}(\sigma ; \epsilon) \sim \sum_{j=0}^{\infty} \xi_{I_{j}}(\sigma) \epsilon^{j} \tag{4.18}
\end{equation*}
$$

Placing expansion (4.18) into the ray equation (4.14), we find that the $\xi_{I j}$ satisfy

$$
\begin{align*}
f(\epsilon \sigma) \xi_{I_{j}}(\sigma)+h(\sigma)=\frac{d^{2} \xi_{I_{j-2}}}{d \sigma^{2}}, \quad j \in(0,1,2, \cdots) \\
\xi_{I_{-1}}=\xi_{I_{-2}}=0 \tag{4.19}
\end{align*}
$$

Thus, the leading behavior of $\xi_{I}(\sigma)$ is seen to be

$$
\begin{equation*}
\xi_{I}(\sigma) \sim-h(\sigma) / f(\epsilon \sigma) \tag{4.20}
\end{equation*}
$$

In the left boundary layer, $\xi_{L}\left(\sigma_{L}\right) \equiv \xi\left(\epsilon \sigma_{L}\right)-\xi_{I}\left(\epsilon \sigma_{L}\right)$ satisfies

$$
\begin{equation*}
\frac{d^{2} \xi_{L}}{d \sigma_{L}^{2}}=f\left(\epsilon^{2} \sigma_{L}\right) \xi_{L} \tag{4.21}
\end{equation*}
$$

Writing $\xi_{L}$ as $\left(A_{L}\left(\sigma_{L} ; \epsilon\right) \exp \left\{-\int_{0}^{\sigma_{L}}\left[f\left(\epsilon^{2} \sigma\right)\right]^{1 / 2} d \sigma\right\}\right.$ ), we find $A_{L}$ satisfies
$\frac{d^{2} A_{L}}{d \sigma_{L}^{2}}-2\left[f\left(\epsilon^{2} \sigma_{L}\right)\right]^{1 / 2} \frac{d A_{L}}{d \sigma_{L}}=\frac{\epsilon^{2}}{2} \frac{f^{\prime}\left(\epsilon^{2} \sigma_{L}\right) A_{L}}{\left[f\left(\epsilon^{2} \sigma_{L}\right)\right]^{1 / 2}}$.
Seeking $A_{L}$ as $\sum_{j 0}^{\infty} A_{L_{j}} \epsilon^{j}$, we find
$\frac{d^{2} A_{L_{j}}}{d \sigma_{L}^{2}}-2\left[f\left(\epsilon^{2} \sigma_{L}\right)\right]^{1 / 2} \frac{d A_{L_{j}}}{d \sigma_{L}}=\frac{f^{\prime}\left(\epsilon^{2} \sigma_{L}\right)}{2\left[f\left(\epsilon^{2} \sigma_{L}\right)\right]^{1 / 2}} A_{L_{j-2}}$,

$$
\begin{equation*}
j \in(0,1,2, \cdots), \quad A_{-1}=A_{-2}=0 \tag{4.23}
\end{equation*}
$$

Demanding only bounded solutions as $\sigma_{L} \rightarrow+\infty$, we find the leading behavior of $\xi_{L}\left(\sigma_{L}\right)$ to be

$$
\begin{equation*}
\xi_{L}\left(\sigma_{L}\right) \sim a_{L} e^{-F_{L}\left(\sigma_{L}\right)} \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{L}\left(\sigma_{L}\right) \equiv \int_{0}^{\sigma_{L}}\left[f\left(\epsilon^{2} \sigma\right)\right]^{1 / 2} d \sigma \tag{4.25}
\end{equation*}
$$

and $a_{L}$ is a constant to be determined. Similarly, in the right boundary layer we find

$$
\begin{equation*}
\xi_{R}\left(\sigma_{R}\right) \sim a_{R} e^{-F_{R}\left(\sigma_{R}\right)} \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{R}\left(\sigma_{R}\right) \equiv \int_{0}^{\sigma_{R}}\left[f\left(\epsilon t-\epsilon^{2} \sigma\right)\right]^{1 / 2} d \sigma \tag{4.27}
\end{equation*}
$$

and $a_{R}$ another constant. Hence the leading behavior of the ray $\xi(\sigma)$ is given as
$\xi(\sigma) \sim a_{L} e^{-F_{L}(\sigma / \epsilon)}-[h(\sigma) / f(\epsilon \sigma)]+a_{R} e^{-F_{R}[(t-\mathrm{o}) / \epsilon]}$.
The boundary conditions $\xi(0)=y, \xi(t)=x$ specify $a_{L}$ and $a_{R}$ to be

$$
\begin{align*}
& a_{L}=[y+h(0) / f(0)]-[x+h(t) / f(\epsilon t)] e^{-F_{L}(t / \epsilon)} \\
&+O\left(e^{-2 F_{L}(t / \epsilon)}\right) \tag{4.29}
\end{align*}
$$

and

$$
\begin{align*}
& a_{R}=[x+h(t) / f(\epsilon t)]-[y+h(0) / f(0)] e^{-F_{L}(t / \epsilon)} \\
&+O\left(e^{-2 F_{L}(t / \epsilon)}\right) \tag{4,30}
\end{align*}
$$

The physical interpretation of this approximation is clear. In the limit of a steep barrier, the particle, in a time of $O(\epsilon)$, proceeds exponentially from the initial point $y$ to the top of the barrier, "rides" with the barrier until a time $\sigma$ such that $(t-\sigma)$ is $O(\epsilon)$, and finally proceeds exponentially to the final point $x$.

Using Eq. (4.25) for the ray, we calculate the leading asymptotic behavior of $K$ to be
$K \sim K_{0} \equiv(2 \pi i \hbar)^{-1 / 2}(\tilde{D})^{1 / 2} \exp [(i / \hbar) \tilde{S}], \quad$ as $\epsilon \rightarrow 0$,
where

$$
\begin{align*}
& \tilde{S} \equiv \int_{0}^{t} d \sigma\left\{\frac{1}{2}\left(-\frac{h^{\prime}(\sigma)}{f(\epsilon \sigma)}+\frac{\epsilon h(\sigma) f^{\prime}(\epsilon \sigma)}{f^{2}(\epsilon \sigma)}\right)^{2}\right. \\
&+\frac{f(\epsilon \sigma)}{\epsilon^{2}}\left(a_{L}^{2} e^{-2 F_{L}\left(\sigma_{L}\right)}+a_{R}^{2} e^{-2 F_{R}\left(\sigma_{R}\right)}\right) \\
&+\frac{[f(\epsilon \sigma)]^{1 / 2}}{\epsilon}\left[\left(\frac{h^{\prime}(\sigma)}{f(\epsilon \sigma)}-\frac{\epsilon h(\sigma) f^{\prime}(\epsilon \sigma)}{f^{2}(\epsilon \sigma)}\right)\right. \\
&\left.\times\left(a_{L} e^{-F_{L}\left(\sigma_{L}\right)}-a_{R} e^{-F_{R}\left(\sigma_{R}\right)}\right]\right\}  \tag{4.32}\\
& \text { and } \\
& \begin{aligned}
\tilde{D} \equiv & -\frac{2}{\epsilon^{2}} \int_{0}^{t} d \sigma f(\epsilon \sigma)\left(e^{-F_{R}(t / \epsilon)} e^{-2 F_{L}\left(\sigma_{L}\right)}\right. \\
& \left.\quad+e^{-F_{L}(t / \epsilon)} e^{-2 F_{R}\left(\sigma_{R}\right)}\right)
\end{aligned} \tag{4.33}
\end{align*}
$$

In order to be certain that $K_{0}$ is a valid approximation, we applied the Schrödinger operator to it. This rather tedious calculation establishes that

$$
\begin{array}{r}
{\left[i \hbar \frac{\partial}{\partial t}+\frac{\hbar^{2}}{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{1}{2 \epsilon^{2}}\left(f(\epsilon t) x^{2}+2 h(t) x+\frac{h^{2}(t)}{f(\epsilon t)}\right)\right] K_{0}} \\
=[O(\epsilon)] K_{0} \tag{4.34}
\end{array}
$$

as long as $t$ is bounded away from zero. (Clearly here we had to assume $f$ and $h$ were sufficiently smooth.)
While (4.26) seems complicated, it is explicit in the sense that the integrand is explicitly given and not just "the solution of the ray equations." It is this feature which makes the technique interesting in that one could apply it to problems whose ray equations are not explicitly solvable.
In the problem at hand, it is instructive to compare the approximation with the exact solution when $h \equiv 0$ and $f \equiv 1$. In that case, $K_{0}$ is calculated to be
$K_{0} \sim(\pi i \epsilon \hbar)^{-1 / 2} e^{-t / 2 \epsilon} \exp \left[(i / 2 \hbar \epsilon)\left(x^{2}+y^{2}-4 x y e^{-t / \epsilon}\right)\right]$,
while the exact answer is
$K=(2 \pi i \hbar \epsilon)^{-1 / 2}[\sinh (t / \epsilon)]^{-1 / 2}$
$\times \exp \left\{(i / 2 \hbar \epsilon)\left[\left(x^{2}+y^{2}\right) \operatorname{coth}(t / \epsilon)-2 x y \operatorname{csch}(t / \epsilon)\right]\right\}$.

These agree for small $\epsilon$ as long as $t$ is bounded away from zero, although $K_{0}$ is considerably the simpler.
We close this section by applying these path integral techniques to the radial Schrödinger equation,

$$
\begin{align*}
\left(-\frac{1}{2} \frac{d^{2}}{d r^{2}}+V(r)+\frac{l(l+1)}{r^{2}}-E\right) & G\left(r, r^{\prime} ; E, l\right) \\
& =-\delta\left(r-r^{\prime}\right) \tag{4.37}
\end{align*}
$$

As is well known, the singularity at the origin of the angular momentum barrier renders this equation ill-suited for high energy approximation. Following Langer, ${ }^{14}$ we remove this singularity with the change of variable $r=e^{x}$,
$\left(-\frac{1}{2} \frac{d^{2}}{d x^{2}}+W(x)+L\right) g\left(x, x^{\prime} ; E, L\right)=-\delta\left(x-x^{\prime}\right)$,
where

$$
\begin{align*}
L \equiv & \left(l+\frac{1}{2}\right)^{2}, \quad W \equiv(V-E) e^{2 x},  \tag{4.38}\\
& g \equiv\left(r^{\prime} r\right)^{-1 / 2} G\left(r, r^{\prime} ; E, l\right), \quad \text { and } \quad e^{x^{\prime}} \equiv r^{\prime} \tag{4.39}
\end{align*}
$$

Treating $L$ as a continuous variable, we write $g$ as

$$
\begin{equation*}
g=i \int_{0}^{\infty} d \lambda e^{-i \lambda L} \hat{g}\left(x, x^{\prime} ; E, \lambda\right) \tag{4,40}
\end{equation*}
$$

where $\hat{g}$ is the solution of

$$
\begin{align*}
&\left(-\frac{\partial^{2}}{2 \partial x^{2}}+W(x)-i \frac{\partial}{\partial \lambda}\right) \hat{g}\left(x, x^{\prime} ; E, \lambda\right)=0 \\
& \lim _{\lambda \rightarrow 0^{+}} \hat{g}=\delta\left(x-x^{\prime}\right) \tag{4.41}
\end{align*}
$$

The solution of (4.41), $\hat{g}$, may be represented as a path integral,
$\hat{g}\left(x, x^{\prime} ; E, \lambda\right)=\int_{P\left(x, \lambda \mid x^{\prime}, 0\right)} D z \exp \{i S[z(\cdot), E, \lambda]\}$, where

$$
\begin{equation*}
S[z(\cdot), E, \lambda]=\int_{0}^{\lambda}\left[\frac{1}{2}\left(\frac{d z}{d \sigma}\right)^{2}+(E-V) e^{2 z}\right] d \sigma \tag{4,42}
\end{equation*}
$$

For large $E$, bounded $V$, the potential $E e^{2 z}$ dominates, and the methods of this section apply. Replacing $\lambda$ with $\lambda^{\prime} / \sqrt{E}$ in the definition of the path integral, we obtain

$$
\begin{align*}
& \hat{g}\left(x, x^{\prime} ; E, \lambda^{\prime} / \sqrt{E}\right) \\
& \quad=\int_{P\left(x, \lambda^{\prime} \mid x^{\prime}, 0\right)} D z \exp \left\{i \sqrt{E} S_{0}\left[z(\cdot), E, \lambda^{\prime}\right]\right\} \tag{4.44}
\end{align*}
$$

where
$S_{0}\left[z(\cdot), E, \lambda^{\prime}\right] \equiv \int_{0}^{\lambda^{\prime}}\left[\frac{1}{2}\left(\frac{d z}{d \sigma}\right)^{2}+\left(1-\frac{V(z)}{E}\right) e^{2 z}\right] d \sigma$.
For large $E$, fixed $\lambda^{\prime}$, this last path integral is dominated by that path(s) which makes $S_{0}$ stationary. The Euler equations of this variational principle are

$$
\begin{array}{r}
\frac{d^{2} z}{d \sigma^{2}}=+\left(2-\frac{2 V(z)}{E}-\frac{V^{\prime}}{E}\right) e^{2 z}, \quad z(0)=x^{\prime}, \\
z\left(\lambda^{\prime}\right)=x . \tag{4.46}
\end{array}
$$

For every $\lambda^{\prime}$, if $V$ is sufficiently smooth and $E$ sufficiently large, these will possess a unique solution $\xi\left(\sigma, E, \lambda^{\prime}\right)$. Hence, for large $E, \hat{g}$ will be approximated by

$$
\begin{align*}
& \hat{g}\left(x, x^{\prime} ; E, \frac{\lambda^{\prime}}{\sqrt{E}}\right) \sim\left(\frac{\sqrt{E}}{2 \pi i}\right)^{1 / 2}\left(\left|\frac{\partial^{2} S_{0}\left[\xi(\cdot), E, \lambda^{\prime}\right]}{\partial x \partial x^{\prime}}\right|\right)^{1 / 2} \\
& \times \exp \left\{i \sqrt{E} S_{0}\left[\xi(\cdot), \lambda^{\prime}, E\right]\right\} \tag{4.47}
\end{align*}
$$

We now change variables from $\lambda$ to $\lambda^{\prime} / \sqrt{E}$ in the Fourier transform to obtain

$$
\begin{align*}
g\left(x ; x^{\prime} ; E, L\right)= & \frac{i}{\sqrt{E}} \int_{0}^{\infty} d \lambda^{\prime} e^{-i L \lambda^{\prime} / \sqrt{E}} g\left(x, x^{\prime} ; E, \frac{\lambda^{\prime}}{\sqrt{E}}\right) \\
\sim & \frac{i}{\sqrt{E}} \int_{0}^{\infty} d \lambda^{\prime} e^{-i L \lambda^{\prime} / \sqrt{E}}\left[\left(\frac{\sqrt{E}}{2 \pi i}\right)^{1 / 2}\left(\left|\frac{\partial^{2} S_{0}}{\partial x \partial x^{\prime}}\right|\right)^{1 / 2}\right. \\
& \left.\times \exp \left(i \sqrt{E} S_{0}\right)\right] . \tag{4.48}
\end{align*}
$$

Due to the oscillatory nature of $\exp \left(i \sqrt{E} S_{0}\right)$, for large $E$ this Fourier transform is dominated by neighborhoods of the critical points $\lambda_{0}^{\prime}$ of the integrand as defined by

$$
\begin{equation*}
-\frac{L}{E}+\left(\frac{\partial S_{0}}{\partial \lambda^{\prime}}\right)_{\lambda^{\prime}=\lambda_{0}^{\prime}}=0 . \tag{4.49}
\end{equation*}
$$

This equation is easily seen to possess two solutions, $\lambda_{d}^{\prime}$ and $\lambda_{r}^{\prime}$, corresponding to the direct path and the one that reflects from the angular momentum barrier, and $g$ is approximated by

$$
\begin{align*}
& g\left(x, x^{\prime} ; E, L\right) \sim \frac{i}{\sqrt{E}}\left[\left(\frac{\sqrt{E}}{2 \pi i}\right)^{1 / 2}\left(\left|\frac{\partial^{2} S}{\partial x \partial x^{\prime}}\right|\right)_{\lambda^{\prime}=\lambda}^{1 / 2} \exp \left(-\frac{i L \lambda_{d}^{\prime}}{\sqrt{E}}+i \sqrt{E} S_{0}\left[\xi_{d}(\cdot), E, \lambda_{d}^{\prime}\right]\right)\right. \\
& \left.\quad \times \int_{-\infty}^{\infty} d \eta \exp \left(i \frac{\sqrt{E}}{2} S_{0}^{\prime \prime}\left(\lambda_{d}^{\prime}\right) \eta^{2}\right)+\left(\left|\frac{\partial^{2} S}{\partial x \partial x^{\prime}}\right|\right)_{\lambda^{\prime}=\lambda_{r}^{\prime}}^{1 / 2} \exp \left(-\frac{i L \lambda_{r}^{\prime}}{\sqrt{E}}+i \sqrt{E} S_{0}\left[\xi_{r}(\cdot), E, \lambda_{r}^{\prime}\right]\right) \int_{-\infty}^{\infty} d \eta \exp \left(\frac{i \sqrt{E}}{2} S_{0}^{\prime \prime}\left(\lambda_{r}^{\prime}\right) \eta^{2}\right)\right] \tag{4.50}
\end{align*}
$$

where

$$
\begin{equation*}
S_{0}^{\prime \prime}\left(\lambda_{q}^{\prime}\right) \equiv\left[\frac{\partial^{2}}{\partial \lambda^{2}} S(\xi(\cdot), E, \lambda)\right]_{\lambda=\lambda_{d}^{\prime}} \gtrless 0 . \tag{4.51}
\end{equation*}
$$

Evaluating these Gaussian integrals while using (4.49) to eliminate $\lambda_{d}^{\prime}$, we obtain

$$
\begin{align*}
& G\left(x, x^{\prime} ; E, l\right) \sim i\left[P(r) P\left(r^{\prime}\right)\right]^{-1 / 2} \\
& \quad \times\left[\exp \left(i \int_{r^{\prime}}^{r} P(r) d r\right)+e^{-i \pi / 2} \exp \left(-i \int_{r^{\prime}}^{r_{0}} P(r) d r\right.\right. \\
& \left.\left.\quad+i \int_{r_{0}}^{r} P(r) d r\right)\right] \tag{4.52}
\end{align*}
$$

where

$$
\begin{equation*}
P(r)=\left[2\left(E-U(r)-\frac{\left(l+\frac{1}{2}\right)^{2}}{r^{2}}\right)\right]^{1 / 2} \tag{4.53}
\end{equation*}
$$

and $r_{0}$ is defined by $P\left(r_{0}\right)=0$. The phase difference of $e^{-i \pi / 2}$ between the two terms in (4.52) arises from the difference in sign of $S_{0}^{\prime \prime}\left(\lambda_{d}\right)$, Eq. (4.51), forcing a different rotation of contour for each Gaussian integral. Thus we see that the potential dominance which occurs after the "Langer transform" of the radial equation is rather naturally treated by these techniques. The final formula contains the correct $\left(l+\frac{1}{2}\right)^{2}$ factor in the local wave number.

## 5. STRONG SCALAR AND VECTOR POTENTIALS

In this section we consider the following more general path integral in the limit of large $g$ :
$K\left(\mathbf{r}_{f}, t \mid \mathbf{r}_{I}, 0\right) \equiv \int_{P\left(\mathbf{r}_{f}, t \mid \mathbf{r}_{I} .0\right)} D \mathbf{z} \exp (i / \hbar) S[\mathbf{z}(\cdot), t, g]$,
where

$$
\begin{align*}
S[\mathbf{z}(\cdot), t, g] \equiv \int_{0}^{t}\left[\cdot \frac{1}{2} m\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2}\right. & -g^{2} V(\sigma, \mathbf{z}(\sigma)) \\
& \left.+g a_{j}(\sigma, \mathbf{z}(\sigma)) \frac{d z_{j}}{d \sigma}\right] \tag{5.2}
\end{align*}
$$

and where $V$ and $a_{i}$ are sufficiently smooth functions of $\sigma$ and $z$. In the limit of large $g$, this is a singular problem. As in Sec. 4, we change variables to obtain

$$
\begin{align*}
K\left(\mathbf{r}_{f}, \tau / g \mid \mathbf{r}_{I}, 0\right) & =\int_{P\left(\mathbf{r}_{f}, \tau \mid \mathbf{r}_{I}, 0\right)} D \mathbf{z} \\
& \times \exp \left\{(i g / \hbar) S_{0}[\mathbf{z}(\cdot), \tau, g]\right\}, \quad \tau=g t \tag{5.3}
\end{align*}
$$

$$
\begin{align*}
& \text { where } \\
& \begin{aligned}
S_{0}[\mathbf{z}(\cdot), \tau, g] \equiv \int_{0}^{\tau}\left[\frac{m}{2}\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2}\right. & -V\left(\frac{\sigma}{g}, \mathbf{z}(\sigma)\right) \\
& \left.+a_{j}\left(\frac{\sigma}{g}, \mathbf{z}(\sigma)\right) \frac{d z_{j}}{d \sigma}\right] d \sigma
\end{aligned}
\end{align*}
$$

By the same procedures discussed above, we obtain, for fixed $\tau$, large $g$,

$$
\begin{align*}
& K \sim \tilde{K} \equiv\left(\frac{g}{2 \pi i \hbar}\right)^{1 / 2}\left[\left|\operatorname{det}\left(\frac{\partial^{2} S_{0}(\xi)}{\partial \mathbf{r}_{I} \partial \mathbf{r}_{f}}\right)\right|\right]^{1 / 2} \\
& \times e^{-i \mathrm{~B}(\mathrm{E}) \pi / 2} \exp \left(\frac{i g}{\hbar} S_{0}[\xi(\cdot), \tau, g]\right) \tag{5.5}
\end{align*}
$$

where $\xi(\cdot)$ is the solution (assumed unique) of the two-point boundary value problem
$m \frac{d^{2} \xi_{j}}{d \sigma^{2}}=-\frac{\partial V}{\partial \xi_{j}}-\frac{\partial a_{j}}{\partial \sigma}+\left(\frac{\partial a_{k}}{\partial \xi_{j}}-\frac{\partial a_{j}}{\partial \xi_{k}}\right) \frac{d \xi_{k}}{d \sigma}$,

$$
\begin{equation*}
\boldsymbol{\xi}(0)=\mathbf{r}_{I}, \xi(\tau)=\mathbf{r}_{f} \tag{5.6}
\end{equation*}
$$

and where $\beta(\xi)$ is the total reduction in rank of the determinant along $\boldsymbol{\xi}(\cdot)$.
Once again, assuming (5.5) valid through $\tau$ of $O(g)$, it may be advantageous to express the ray equations explicitly as functions of $t$,

$$
\begin{array}{r}
m \epsilon^{2} \frac{d^{2} \xi_{k}}{d \sigma^{2}}=-\frac{\partial V}{\partial \xi_{k}}+\epsilon\left(\frac{\partial a_{j}}{\partial \xi_{k}}-\frac{\partial a_{k}}{\partial \xi_{j}}\right) \frac{d \xi_{j}}{d \sigma}-\epsilon \frac{\partial a_{k}}{\partial \sigma} \\
\xi(0)=\mathbf{r}_{I}, \quad \xi(t)=\mathbf{r}_{f}, \epsilon=1 / g \tag{5.7}
\end{array}
$$

One can then seek the rays explicitly for small values of the parameter $\epsilon$ by the techniques of singular perturbation theory.

In order to illustrate the calculation of the rays in several dimensions with the techniques of singular perturbation theory, we pick the simple example of motion across a parabolic barrier in the presence of a uniform $B$ fieid, specifically,

$$
\begin{equation*}
V(\mathbf{r})=-\frac{1}{2} E x^{2}, \quad \mathbf{a}(\mathbf{r})=(B / 2)(-y \hat{x}+x \hat{y}) \tag{5.8}
\end{equation*}
$$

where $E$ and $B$ are constants satisfying the inequality $E-B^{2}>0$. For these potentials the ray equations may be solved explicitly, offering a check on the singular perturbation calculations. For this special case, the ray equations ( 5.7 ) become

$$
\begin{align*}
& \epsilon^{2} \frac{d^{2} x}{d \sigma^{2}}=E x+\epsilon B \frac{d y}{d \sigma}  \tag{5.9}\\
& \epsilon^{2} \frac{d^{2} y}{d \sigma^{2}}=-\epsilon B \frac{d x}{d \sigma}
\end{align*}
$$

together with the boundary conditions

$$
\begin{equation*}
x(0)=x_{I}, x(t)=x_{f}, \quad y(0)=y_{I}, y(t)=y_{f} \tag{5.10}
\end{equation*}
$$

Here we have set $m=1$ and ignored the " $z$ motion" since it is trivial.

The characteristic polynomial associated with the ray equations (5.9) is
$\omega(\lambda) \equiv \operatorname{det}\left|\begin{array}{ll}\left(\epsilon^{2} \lambda^{2}-E\right) & -\epsilon \lambda B \\ \epsilon \lambda B & \epsilon^{2} \lambda^{2}\end{array}\right|=\epsilon^{2} \lambda^{2}\left(B^{2}+\epsilon^{2} \lambda^{2}-E\right)$,
the four roots of which are $0,0, \pm\left[\left(E-B^{2}\right) / \epsilon^{2}\right]^{1 / 2}$. Two of these are singular as $\epsilon$ goes to zero, indicating that the solution will possess two boundary layers, a "left" layer near $\sigma=0$ and a "right" one near $\sigma=t$.
In the "inner region" away from both boundary layers, we seek a solution of the form

$$
\begin{equation*}
\mathbf{R}(\sigma ; \epsilon) \sim \sum_{j=0}^{\infty} \mathbf{R}_{j} \epsilon^{j}, \quad \mathbf{R} \equiv(X, Y) \tag{5.12}
\end{equation*}
$$

## where

$$
\begin{align*}
&\left(A_{j}, B_{j}, D_{j}, E_{j}\right) \equiv\left(X_{I}, X_{f}, Y_{I}, Y_{f}\right), \quad j=0 \\
&=\left(-c_{j},-c_{j}, 0,0\right), \quad j=1,2, \cdots \tag{5.21}
\end{align*}
$$

Inverting this system, we find the constants to be given by
$a_{L o}=W^{-1}\left(X_{I}-X_{f} e^{-\omega t / \epsilon}\right)$,
$a_{R o}=W^{-1}\left(X_{f}-X_{I} e^{-\omega t / \epsilon}\right)$,
$d_{0}=y_{I}-(B / \omega) W^{-1}\left[x_{i}\left(1+e^{-2 \omega t / \epsilon}\right)-2 X_{f} e^{-\omega t / \epsilon}\right]$,
$c_{1}=(B / E t)\left[\left(y_{I}-y_{f}\right)-(B / \omega) W^{-1}\left(X_{I}+X_{f}\right)\left(1-e^{-\omega t / \epsilon}\right)^{2}\right]$,
and
$a_{R j}=a_{L j}=-W^{-1} c_{j}\left(1-e^{-\omega t / \epsilon}\right)$
$d_{j}=W^{-1} c_{j}(B / \omega)\left(1-e^{-\omega t / \epsilon)^{2}}\right.$
$c_{j+1}=2 W^{-1} c_{j}\left(B^{2} / \omega E t\right)\left(1-e^{-\omega t / \epsilon)}\right)^{2}, \quad j=1,2, \cdots$,
where $W \equiv\left(1-e^{-2 \omega t / \epsilon}\right)$.
As mentioned above, the rays for this problem may be calculated explicitly, and Eqs. (5.19) are found to agree with their asymptotic expansions. We remark that for this simple case the equations valid in the boundary layers (5.16) are the complete ray equations and the only actual simplification is in the boundary conditions. This is not so in general. For example, we have calculated the rays for motion across a potential barrier in the presence of a slowly varying magnetic field (and its corresponding electric field) by these techniques. There a simplification was obtained at each step. However, since the algebra was more involved, the problem did not seem as appropriate an illustrative example as the simple problem discussed above.

It is not difficult to think of other mathematical potentials where techniques such as these could be applicable. However, we hope they could be of use in problems of direct physical interest. In addition to random scattering, one possibility is the class of problems where the potential is the sum of several, one of which is strong relative to the others. Finally we remark that, while in this paper we have treated all parameters as if they were dimensionless, in physical applications it would be necessary to convert to dimensionless expansion parameters.
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## APPENDIX A

In this appendix using techniques of Keller, Lewis and Cohen ${ }^{11,12}$ as applied to the heat equation, we obtain the asymptotic expansion of $K$, the solution of the initial value problem (1.1)-(1.3), through all orders in $\hbar$. The construction is formal in the sense that no mathematical proof is presented to establish that the sequence of partial sums is indeed asymptotic to $K$. For convenience we modify the initial condition slightly to read

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} K(\mathbf{x}, t \mid \mathbf{y}, 0)=(2 \pi i \hbar)^{n / 2} \delta^{n}(\mathbf{x}-\mathbf{y}) \tag{A1}
\end{equation*}
$$

and seek an asymptotic expansion of $K$ of the form
$K(\mathbf{x}, t \mid \mathbf{y}, 0) \sim \exp \left(\frac{i}{\hbar} S(\mathbf{x}, t \mid \mathbf{y}, 0)\right) \sum_{j=0}^{\infty}(i \hbar)^{j} b_{j}(\mathbf{x}, t \mid \mathbf{y}, 0)$.
Placing (A2) into the Schrödinger equation and, assuming sufficient analyticity, we obtain the following set of equations for $S$ and $b_{j}$ :

$$
\begin{equation*}
\frac{1}{2 m}\left(\nabla_{x} S\right)^{2}+V(\mathbf{x})+\frac{\partial S}{\partial t}=0 \tag{A3}
\end{equation*}
$$

and
$\begin{aligned} \frac{1}{2 m} \nabla_{x}^{2} b_{j-2}+\frac{\nabla_{x} S \cdot \nabla_{x} b_{j-1}}{m}+\frac{\nabla_{x}^{2} S}{2 m} b_{j-1}+\frac{\partial}{\partial t} b_{j-1} & =0, \\ j=1,2, \cdots, b_{-1} & \equiv 0 .\end{aligned}$
Equations (A3), (A4) may be viewed as first-order differential equations which may be solved recursively by the method of characteristics. ${ }^{15}$ The only obvious condition imposed upon the functions $S$ and $b_{j}$ is that (A2) must satisfy (A1). The set (A3), (A4) is thus underdetermined. We shall use the exactly solvable "canonical problem" $V(\mathbf{x})=\left.V(\mathbf{x})\right|_{\mathbf{x}=\mathbf{y}} \equiv V(\mathbf{y})$ as a rationale for any additional specifications needed for uniqueness. This canonical problem has the explicit solution

$$
\begin{equation*}
K_{c}=\left(\frac{m}{t}\right)^{n / 2} \exp \left[\frac{i}{\hbar}\left(\frac{m}{2} \frac{|\mathbf{x}-\mathbf{y}|^{2}}{t}-V(\mathbf{y}) t\right)\right] \tag{A5}
\end{equation*}
$$

We solve Eq. (A3) by the method of characteristics. Define $E$ and $K$ by

$$
\begin{equation*}
E \equiv-\frac{\partial S}{\partial t} \quad \text { and } \quad \mathbf{K} \equiv \nabla_{x} S \tag{A6}
\end{equation*}
$$

In terms of K and $E$, Eq. (A3) becomes

$$
\begin{equation*}
E=\left(\mathbf{K}^{2} / 2 m\right)+V \tag{A7}
\end{equation*}
$$

The characteristic equations are then calculated to yield the ray equations,

$$
\begin{equation*}
\frac{d t}{d \sigma}=1, \quad \frac{d \mathbf{x}}{d \sigma}=\frac{\mathbf{K}}{m}, \quad \frac{d E}{d \sigma}=0, \quad \frac{d \mathbf{K}}{d \sigma}=-\nabla_{x} V \tag{A8}
\end{equation*}
$$

and the equation for $S(\sigma)$,

$$
\begin{equation*}
\frac{d S}{d \sigma}=\frac{\mathbf{K}^{2}}{m}-E \tag{A9}
\end{equation*}
$$

These equations constitute a system of five ordinary differential equations with complex coefficients which will enable us to solve for $S$ along a given ray, a solution of Eqs. (A8) which satisfies the consistency condition (A7). In all, we need to specify five (complex) constants, two of which are vectors.
If we wish to identify the parameter $\sigma$ with the time, one of these is eliminated. Solving the analogous ray equations for the canonical problem, and comparing the results with its exact solution (A5), indicates a convenient specification of another of these constants,

$$
\begin{equation*}
\mathbf{x}(\sigma=0)=\mathbf{y} \tag{A10}
\end{equation*}
$$

Once $K$ is known, the consistency condition determines the constant $E$. The rays are then uniquely indexed by a parameter $\Gamma$,

$$
\begin{equation*}
\mathbf{K}(\sigma=0)=\mathbf{\Gamma} \tag{Al1}
\end{equation*}
$$

Then, along the ray indexed by $\Gamma$,

$$
\begin{equation*}
S_{\Gamma}(\sigma)=S_{\Gamma}(\sigma=0)+\int_{0}^{\sigma}\left(\frac{\mathbf{K}_{\Gamma}^{2}}{2 m}-V\left(\mathbf{x}_{\Gamma}\right)\right) d \sigma^{\prime} \tag{A12}
\end{equation*}
$$

For convenience we transform to ray coordinates ( $\sigma, \Gamma$ ). The Jacobian of this transformation,

$$
\begin{equation*}
J(\sigma, \boldsymbol{\Gamma}) \equiv\left|\frac{\partial(t, \mathbf{x})}{\partial(\sigma, \bar{\Gamma})}\right| \tag{A13}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\frac{d J}{d \sigma}=J\left(\nabla_{x} \cdot \frac{d \mathbf{x}}{d \sigma}+\frac{\partial}{\partial t} \frac{d t}{d \sigma}\right)=J\left(\nabla_{x} \cdot \frac{\mathbf{K}}{m}\right) \tag{A14}
\end{equation*}
$$

Now Eqs. (A4) may be written along the rays as

$$
\begin{align*}
\frac{d}{d \sigma} b_{j-1}+\left(\frac{\nabla_{x} \cdot \mathbf{K}}{2 m}\right) b_{j-1}=- & \frac{1}{2 m} \nabla_{x}^{2} b_{j-2} \\
& j=1,2, \cdots, b_{-1}=0 \tag{A15}
\end{align*}
$$

which, when combined with Eq. (A14), yields
$\frac{d}{d \sigma}\left[J^{1 / 2} b_{j-1}\right]=\frac{-J^{1 / 2} \nabla_{x}^{2}}{2 m} b_{j-2}, \quad j=1,2, \cdots, b_{-1}=0$.

Equations (A16) may be integrated along the rays,

$$
\begin{equation*}
J^{1 / 2} b_{j-1}^{1 / 2}=-\frac{1}{2 m} \int_{0}^{\sigma}\left(J^{1 / 2} \nabla_{x}^{2} b_{j-2}\right) d \sigma^{\prime}+d_{j-1} \tag{A17}
\end{equation*}
$$

where $\left\{d_{j}\right\}$ are constants. In order to complete the construction of the asymptotic expansion, we need specify $S(\sigma=0), \vec{\Gamma}, d_{j}$. To do this, we again compare with the canonical problem. For it the corresponding quantities, labeled with a superscript $c$, are

$$
\begin{gather*}
S_{\mathbf{\Gamma}}^{c}(\sigma)=\frac{1}{2} m\left\{\left[\mathbf{x}_{\Gamma}(\sigma)-\mathbf{y}\right]^{2} / \sigma\right\}-V(\mathbf{y}) \sigma+S_{\Gamma}^{c}(\sigma=0)  \tag{A18}\\
{\left[J_{\Gamma}^{c}(\sigma) b_{0}^{c}(\sigma)\right]^{1 / 2}=(\sigma / m)^{1 / 2} b_{0}^{c}(\sigma)=d_{0}^{c}}  \tag{A19}\\
{\left[J_{\Gamma}^{c}(\sigma) b_{j}^{c}(\sigma)\right]^{1 / 2}=d_{j}^{c}, \quad i=1,2, \cdots} \tag{A20}
\end{gather*}
$$

Comparing this with the exact solution of the canonical problem (A5), we see that a consistent specification is

$$
\begin{align*}
& \mathbf{x}_{\Gamma}(\sigma=t)=\mathbf{x} \quad(\text { which determines } \Gamma)  \tag{A21}\\
& S_{c}(\sigma=0)=0  \tag{A22}\\
& d_{0}^{c}=1  \tag{A23}\\
& d_{j}^{c}=0, \quad j=1,2, \cdots \tag{A24}
\end{align*}
$$

Following Keller, we assume that these same specifications apply to the problem at hand. Thus, the formal asymptotic expansion of $K$ is given by
$K(\mathbf{x}, t \mid \mathbf{y}, 0) \sim e^{i / \hbar S(\mathbf{x}, t \mid \mathbf{y}, 0)} \sum_{j=0}^{\infty}(i \hbar)^{j} b_{j}(\mathbf{x}, t \mid \mathbf{y}, 0)$,
where

$$
\begin{equation*}
S(\mathbf{x}, t \mid \mathbf{y}, 0)=\int_{0}^{t}\left[\frac{m}{2}\left(\frac{d \mathbf{z}}{d \sigma}\right)^{2}-V(\mathbf{z}(\sigma))\right] d \sigma \tag{A25}
\end{equation*}
$$

and where $\mathrm{z}(\sigma)$ is the solution (assumed unique) of

$$
\begin{equation*}
m \frac{d^{2} \mathbf{z}(\sigma)}{d \sigma^{2}}=-\nabla_{x} V, \quad \mathbf{z}(0)=\mathbf{y}, \mathbf{z}(t)=\mathbf{x} \tag{A26}
\end{equation*}
$$

The $b_{j}$ are given in terms of the ray $\mathrm{z}(\sigma)$ by

$$
\begin{align*}
b_{0}=\left(J^{-1 / 2}\right)_{\sigma=t}= & {\left[\operatorname{det}\left(\frac{\partial \mathbf{K}(\sigma=0)}{\partial \mathbf{x}(\sigma=0)}\right)\right]^{1 / 2} } \\
& =\left[\operatorname{det}\left(\frac{\partial S(\mathbf{x}, t \mid \mathbf{y}, 0)}{\partial x_{i} \partial y_{j}}\right)\right]^{1 / 2} \tag{A27}
\end{align*}
$$

and $b_{j}=-J^{-1 / 2} \int_{0}^{t}\left(\frac{J^{1 / 2} \nabla_{x}^{2} b_{j-1}}{2 m}\right) d \sigma$,
where the integration is performed along the ray $z(\sigma)$. We remark that if the potential is complex, the ray will be complex valued and that the leading term of (A25) is in agreement with Eq. (1.12). Also, this construction will only be valid until the first caustic is reached. One would then be forced to perform a local analysis in the vicinity of the caustic.

## APPENDIX B

In this appendix we consider the Schrödinger equation in the form

$$
i \hbar \frac{\partial}{\partial t} K(\mathbf{x}, t \mid \mathbf{y}, 0)=-\frac{\hbar^{2}}{2 m} \nabla_{x}^{2} K(\mathbf{x}, t \mid \mathbf{y}, 0)
$$

$$
\begin{equation*}
+[V(\mathbf{x})+\hbar \tilde{V}(\mathbf{x})] K(\mathbf{x}, t \mid \mathbf{y}, 0) \tag{B1}
\end{equation*}
$$

together with the initial condition

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} K(\mathbf{x}, t \mid \mathbf{y}, 0)=(2 \pi i \hbar)^{n / 2} \delta^{n}(\mathbf{x}-\mathbf{y}) \tag{B2}
\end{equation*}
$$

Here $V(\mathbf{x})$ and $\tilde{V}(\mathbf{x})$ are (possibly) complex functions of $x$. We seek a solution of the form

$$
\begin{equation*}
K(\mathbf{x}, t \mid \mathbf{y}, 0)=\exp [(i / \hbar) S(\mathbf{x}, t \mid \mathbf{y}, 0)] \tag{B3}
\end{equation*}
$$

where $S$ is a complex function which may be expressed asymptotically as a power series in $\hbar$,

$$
\begin{equation*}
S(\mathbf{x}, t \mid \mathbf{y}, 0) \sim \sum_{j=0}^{\infty} \hbar^{j} S_{j}(\mathbf{x}, t \mid \mathbf{y}, 0) \tag{B4}
\end{equation*}
$$

Placing (B4) and (B3) into (B1) and equating coefficients of like powers of $\hbar$ results in the following system of equations:

$$
\begin{align*}
& -\frac{\partial}{\partial t} S_{0}=\frac{1}{2 m}\left(\nabla_{x} S_{0}\right)^{2}+V  \tag{B5}\\
& -\frac{\partial}{\partial t} S_{1}=-\frac{i}{2 m} \nabla_{x}^{2} S_{0}+\frac{1}{m} \nabla_{x} S_{0} \cdot \nabla_{x} S_{1}+\tilde{V} \tag{B6}
\end{align*}
$$

$$
\begin{align*}
-\frac{\partial}{\partial t} S_{j} & =-\frac{i}{2 m} \nabla_{x}^{2} S_{j-1}+\frac{1}{m} \nabla_{x} S_{0} \cdot \nabla_{x} S_{j} \\
& +\frac{1}{2 m} \sum_{k=1}^{j-1}\left(\nabla_{x} S_{k}\right) \cdot\left(\nabla_{x} S_{j-k}\right), \quad j \in(2,3, \cdots) \tag{B7}
\end{align*}
$$

Equation (B5) is identical with (A3), so that equations (A6)-(A9) again apply. Notice that only $V$ and not $\widetilde{V}$ enters these equations. Using the same canonical problem as in Appendix A, we find that the same rays, indexed by $\Gamma$, once again apply. Integrating (B5) along these rays, we obtain

$$
\begin{equation*}
S_{0}^{\Gamma}(\sigma)=\int_{0}^{\sigma}\left(\frac{\mathbf{K}_{\Gamma}^{2}\left(\sigma^{\prime}\right)}{2 m}-V\left(\mathbf{x}_{\Gamma}\right)\right) d \sigma^{\prime}+S_{0}^{\Gamma}(\sigma=0) \tag{B8}
\end{equation*}
$$

To integrate (B6) along a ray, we realize that it is equivalent to

$$
\begin{equation*}
\frac{d}{d \sigma} S_{1}\left(\mathbf{x}_{\Gamma}(\sigma), \sigma \mid \mathbf{y}, 0\right)=\frac{i}{2 m} \nabla^{2} S_{0}-\tilde{V} \tag{B9}
\end{equation*}
$$

If we define $A_{1}\left(\mathbf{x}_{\Gamma}(\sigma), \sigma \mid \mathbf{y}, 0\right)$ by

$$
\begin{equation*}
-i \ln A_{1}=S_{1}+\int_{0}^{\sigma} \tilde{V}\left(\mathbf{x}_{\Gamma}\left(\sigma^{\prime}\right)\right) d \sigma^{\prime} \tag{B10}
\end{equation*}
$$

then it satisfies

$$
\begin{equation*}
\frac{d A_{1}}{d \sigma}=-\frac{1}{2 m}\left(\nabla_{x}^{2} S_{0}\right) A_{1} \tag{B11}
\end{equation*}
$$

But (B11) is the same equation as (A4), and thus its solution is

$$
\begin{equation*}
J^{1 / 2} A_{1}^{1 / 2}=d_{0} \tag{B12}
\end{equation*}
$$

Similarly Eqs. (B7) may be integrated along the rays, $S_{j}\left(\mathbf{x}_{\Gamma}(\sigma), \sigma \mid \mathbf{y}, 0\right)=\int_{0}^{\sigma} f_{j}\left(\sigma^{\prime}\right) d \sigma^{\prime}+S_{j}(\sigma=0)$,

$$
\begin{equation*}
j=2,3, \cdots \tag{B13}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{j}(\sigma) \equiv \frac{i}{2 m} \nabla_{x}^{2} S_{j-1}-\frac{1}{2 m} \sum_{k=1}^{j-1}\left(\nabla_{x} S_{k}\right) \cdot\left(\nabla_{x} S_{j-k}\right) \tag{B14}
\end{equation*}
$$

Once again the various constants are specified by the initial condition and the canonical problem. Picking that ray $\xi$ which passes through $\mathbf{x}$ at $\sigma=t$, we find the leading term to be

$$
\begin{align*}
& K(\mathbf{x}, t \mid \mathbf{y}, 0) \underset{h \rightarrow 0}{\sim}\left[\operatorname{det}\left(\frac{\partial S(\mathbf{x}, t \mid \mathbf{y}, 0)}{\partial x_{i} \partial y_{j}}\right)\right]^{1 / 2} \\
& \quad \times \exp \left\{\frac{i}{\hbar} \int_{0}^{t}\left[\frac{m}{2}\left(\frac{d \xi}{d \sigma}\right)^{2}-V(\boldsymbol{\xi})\right] d \sigma\right. \\
& \quad \times \exp \left(-i \int_{0}^{t} \tilde{V}(\xi(\sigma)) d \sigma\right) \tag{B15}
\end{align*}
$$

We remark that the rays are determined only by the dominant part of the potential $V$. If $V$ is real and $\widetilde{V}$ is pure imaginary, this appendix applies to Sec. 2. If $V$ and $\tilde{V}$ are both real, it applies to Sec. 4. Again (B15) is valid only until the first caustic is reached. Since the path integral is a convenient tool to treat caustics, we will not perform here the local analysis needed to pass through one. Finally we selected $\widetilde{V}$ linear in $\hbar$ only for convenience. We could have been considering a double asymptotic expansion in both $\hbar$ and the strength of $\widetilde{V}$, say $g$.

## APPENDIX C

In this appendix we show that the large $g$ approximation of Sec. 4 is the first term of an asymptotic expansion in the parameter $g^{-1}$. Consider the Schrödinger equation with delta function data,

$$
\begin{gather*}
\left(-\frac{1}{2} \nabla_{x}^{2}+g^{2} V(\mathbf{x})-i \frac{\partial}{\partial t}\right) K(\mathbf{x}, t \mid \mathbf{y}, 0)=0, \quad t>0,(\mathrm{C} 1) \\
\lim _{t \rightarrow 0^{+}} K(\mathbf{x}, t \mid \mathbf{y}, 0)=(2 \pi i)^{n / 2} \delta^{n}(\mathbf{x}-\mathbf{y}) . \tag{C2}
\end{gather*}
$$

Dividing Eq. (C1) by $g^{2}$ and making the change of variables $\tau=g t$, we find

$$
\begin{equation*}
\left(-\frac{1}{2 g^{2}} \nabla_{x}^{2}+V(x)-\frac{i}{g} \frac{\partial}{\partial \tau}\right) K(\mathbf{x}, \tau \mid \mathbf{y}, 0)=0 \tag{C3}
\end{equation*}
$$

For fixed $\tau$, large $g$, Eq. (C3) is of the form studied in Appendix A; hence, $K(\mathbf{x}, \tau \mid \mathbf{y}, 0)$ possesses an expansion of the form
$K(\mathbf{x}, \tau \mid \mathbf{y}, 0) \sim \exp (i g S(\mathbf{x}, \tau \mid \mathbf{y}, 0)) \sum_{j=0}^{\infty} g{ }^{j} A_{j}(\mathbf{x}, \tau \mid \mathbf{y}, 0)$,
$g \rightarrow \infty$. $g \rightarrow \infty . \quad$ (C4)

The calculations of Appendix A show that the first term of (C4) is in agreement with Eq. (4.10).
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The quantization scheme for generalized Hamiltonians recently proposed by Hayes is shown to be inconsistent. The theory of constraints developed by Dirac is used and leads to a consistent theory.

## 1. INTRODUCTION

In recent years several attempts ${ }^{1}$ have been made to extend the mechanics of systems described by
Lagrangians containing second and higher order derivatives. In one of these works, Hayes ${ }^{2}$ has concentra-
ted on the quantization of such systems. We will show that the techniques used by Hayes lead to a theory in which the Hamiltonian is no longer the generator of time translation for the system, and for which canonical quantization cannot be performed. The constraint

To integrate (B6) along a ray, we realize that it is equivalent to

$$
\begin{equation*}
\frac{d}{d \sigma} S_{1}\left(\mathbf{x}_{\Gamma}(\sigma), \sigma \mid \mathbf{y}, 0\right)=\frac{i}{2 m} \nabla^{2} S_{0}-\tilde{V} \tag{B9}
\end{equation*}
$$

If we define $A_{1}\left(\mathbf{x}_{\Gamma}(\sigma), \sigma \mid \mathbf{y}, 0\right)$ by

$$
\begin{equation*}
-i \ln A_{1}=S_{1}+\int_{0}^{\sigma} \tilde{V}\left(\mathbf{x}_{\Gamma}\left(\sigma^{\prime}\right)\right) d \sigma^{\prime} \tag{B10}
\end{equation*}
$$

then it satisfies

$$
\begin{equation*}
\frac{d A_{1}}{d \sigma}=-\frac{1}{2 m}\left(\nabla_{x}^{2} S_{0}\right) A_{1} \tag{B11}
\end{equation*}
$$

But (B11) is the same equation as (A4), and thus its solution is

$$
\begin{equation*}
J^{1 / 2} A_{1}^{1 / 2}=d_{0} \tag{B12}
\end{equation*}
$$

Similarly Eqs. (B7) may be integrated along the rays, $S_{j}\left(\mathbf{x}_{\Gamma}(\sigma), \sigma \mid \mathbf{y}, 0\right)=\int_{0}^{\sigma} f_{j}\left(\sigma^{\prime}\right) d \sigma^{\prime}+S_{j}(\sigma=0)$,

$$
\begin{equation*}
j=2,3, \cdots \tag{B13}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{j}(\sigma) \equiv \frac{i}{2 m} \nabla_{x}^{2} S_{j-1}-\frac{1}{2 m} \sum_{k=1}^{j-1}\left(\nabla_{x} S_{k}\right) \cdot\left(\nabla_{x} S_{j-k}\right) \tag{B14}
\end{equation*}
$$

Once again the various constants are specified by the initial condition and the canonical problem. Picking that ray $\xi$ which passes through $\mathbf{x}$ at $\sigma=t$, we find the leading term to be

$$
\begin{align*}
& K(\mathbf{x}, t \mid \mathbf{y}, 0) \underset{h \rightarrow 0}{\sim}\left[\operatorname{det}\left(\frac{\partial S(\mathbf{x}, t \mid \mathbf{y}, 0)}{\partial x_{i} \partial y_{j}}\right)\right]^{1 / 2} \\
& \quad \times \exp \left\{\frac{i}{\hbar} \int_{0}^{t}\left[\frac{m}{2}\left(\frac{d \xi}{d \sigma}\right)^{2}-V(\boldsymbol{\xi})\right] d \sigma\right. \\
& \quad \times \exp \left(-i \int_{0}^{t} \tilde{V}(\xi(\sigma)) d \sigma\right) \tag{B15}
\end{align*}
$$

We remark that the rays are determined only by the dominant part of the potential $V$. If $V$ is real and $\widetilde{V}$ is pure imaginary, this appendix applies to Sec. 2. If $V$ and $\tilde{V}$ are both real, it applies to Sec. 4. Again (B15) is valid only until the first caustic is reached. Since the path integral is a convenient tool to treat caustics, we will not perform here the local analysis needed to pass through one. Finally we selected $\widetilde{V}$ linear in $\hbar$ only for convenience. We could have been considering a double asymptotic expansion in both $\hbar$ and the strength of $\widetilde{V}$, say $g$.

## APPENDIX C

In this appendix we show that the large $g$ approximation of Sec. 4 is the first term of an asymptotic expansion in the parameter $g^{-1}$. Consider the Schrödinger equation with delta function data,

$$
\begin{gather*}
\left(-\frac{1}{2} \nabla_{x}^{2}+g^{2} V(\mathbf{x})-i \frac{\partial}{\partial t}\right) K(\mathbf{x}, t \mid \mathbf{y}, 0)=0, \quad t>0,(\mathrm{C} 1) \\
\lim _{t \rightarrow 0^{+}} K(\mathbf{x}, t \mid \mathbf{y}, 0)=(2 \pi i)^{n / 2} \delta^{n}(\mathbf{x}-\mathbf{y}) . \tag{C2}
\end{gather*}
$$

Dividing Eq. (C1) by $g^{2}$ and making the change of variables $\tau=g t$, we find

$$
\begin{equation*}
\left(-\frac{1}{2 g^{2}} \nabla_{x}^{2}+V(x)-\frac{i}{g} \frac{\partial}{\partial \tau}\right) K(\mathbf{x}, \tau \mid \mathbf{y}, 0)=0 \tag{C3}
\end{equation*}
$$

For fixed $\tau$, large $g$, Eq. (C3) is of the form studied in Appendix A; hence, $K(\mathbf{x}, \tau \mid \mathbf{y}, 0)$ possesses an expansion of the form
$K(\mathbf{x}, \tau \mid \mathbf{y}, 0) \sim \exp (i g S(\mathbf{x}, \tau \mid \mathbf{y}, 0)) \sum_{j=0}^{\infty} g{ }^{j} A_{j}(\mathbf{x}, \tau \mid \mathbf{y}, 0)$,
$g \rightarrow \infty$. $g \rightarrow \infty . \quad$ (C4)

The calculations of Appendix A show that the first term of (C4) is in agreement with Eq. (4.10).
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The quantization scheme for generalized Hamiltonians recently proposed by Hayes is shown to be inconsistent. The theory of constraints developed by Dirac is used and leads to a consistent theory.

## 1. INTRODUCTION

In recent years several attempts ${ }^{1}$ have been made to extend the mechanics of systems described by
Lagrangians containing second and higher order derivatives. In one of these works, Hayes ${ }^{2}$ has concentra-
ted on the quantization of such systems. We will show that the techniques used by Hayes lead to a theory in which the Hamiltonian is no longer the generator of time translation for the system, and for which canonical quantization cannot be performed. The constraint
theory developed by Dirac ${ }^{3}$ will be used to illustrate how a consistent theory is constructed.

## 2. LAGRANGIAN THEORY

For a Lagrangian depending upon variables $q_{j}$ and its derivatives $q_{j}^{m}=d^{m} q_{j} / d t^{m}$, Ostrogradsky ${ }^{4}$ formulated a technique which yields the equations of motion, the generalized moments, and the Hamiltonian of the system. We consider the action

$$
\begin{equation*}
S=\int_{t_{1}}^{t_{2}} L\left(q_{j}, \dot{q}_{j}, \ldots, \frac{d^{N} q_{j}}{d t^{N}}\right) d t \tag{2.1}
\end{equation*}
$$

where $j=1,2, \ldots, R$. The independent variables are the $q_{j}$ and the derivatives $q_{j}^{m}$. Variation of the action, holding the endpoints fixed, leads to the equations of motion

$$
\begin{equation*}
\sum_{n=0}^{N}(-1)^{n} \frac{d^{n}}{d t^{n}}\left(\frac{\partial L}{\partial q_{j}^{n}}\right)=0 \tag{2.2}
\end{equation*}
$$

The appearance of $\ddot{q}_{j}$ and higher order derivatives forces us to use the method of Ostrogradsky in constructing the Hamiltonian. The Ostrogradsky method treats the variables
$q_{j}^{l} \Leftrightarrow P_{j, l}=\sum_{i=0}^{N-l-1}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial L}{\partial q_{j}^{i+l+1}}\right), \quad l \leq N-1,(2.3)$
as independent coordinates and their canonical momenta. The Hamiltonian is defined by

$$
\begin{equation*}
H=\sum_{j=1}^{R} \sum_{l=0}^{N-1}\left(P_{j, l} q_{j}^{l+1}\right)-L \tag{2.4}
\end{equation*}
$$

Hayes claims that the Hamiltonian is a function of $2 N+1$ variables, $N$ momenta, the generalized coordinate, and $N$ derivatives of the generalized coordinate. However, direct calculation shows that the Hamiltonian is a function only of the $N-1$ derivatives of the generalized coordinates. We have from Eq. (2.4),

$$
\begin{equation*}
\frac{\partial H}{\partial q_{j}^{N}}=P_{j, N-1}-\frac{\partial L}{\partial q_{j}^{N}} \tag{2.5}
\end{equation*}
$$

From Eq. (2.3) we see that the definition of $P_{j, N-1}$ is

$$
P_{j, N-1}=\frac{\partial L}{\partial q_{j}^{N}}
$$

Thus

$$
\frac{\partial H}{\partial q_{j}^{N}}=0 .
$$

As Hayes points out, there is no guarantee that Eq. (2.3) can be used to eliminate the highest derivative of the $q_{j}$ from the Hamiltonian. If $q_{j}^{N}$ cannot be explicitly eliminated from the Hamiltonian, then it must appear as the multiplier of a constraint. We shall return to the question of the constraint problem in Sec. 4.
Ostrogradsky's definition of the momenta, coordinates, and Hamiltonian ensures that the usual relations

$$
\begin{align*}
& \frac{\partial H}{\partial q_{j}^{m}}=-\dot{P}_{j, m},  \tag{2.6a}\\
& \frac{\partial H}{\partial P_{j, m}}=\dot{q}_{j}^{m} \tag{2.6b}
\end{align*}
$$

are valid for the canonical pairs. Equations (2.6) follow from the relation

$$
\begin{equation*}
\dot{P}_{j, m}+P_{j, m-1}=\frac{\partial L}{\partial q_{j}^{m}} \tag{2.7}
\end{equation*}
$$

## 3. GENERALIZED COMMUTATORS

Hayes proposes that the commutation relations among the canonical variables be generalized. He postulates that

$$
\begin{equation*}
\left[P_{j, n}, q_{k}^{m}\right]=-i \hbar C(n, N) \delta_{j k} \delta_{n m} \tag{3.1}
\end{equation*}
$$

where $C(n, N)$ is a $c$ number and is to be chosen "such that the usual uncertainty relation holds."
This change in the commutation relations necessitates a change in the form of the Schrödinger equation.
Consider the expectation value of an operator $\widehat{O}$

$$
\begin{equation*}
\langle\widehat{O}\rangle=\int \prod_{j=1}^{R} \prod_{m=0}^{N-1} d q_{j}^{m}\left[\psi^{*} \widehat{O} \psi\right] \tag{3.2}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{d\langle\widehat{O}\rangle}{d t}=\int \prod_{j=1}^{R} \prod_{m=0}^{N-1} d q_{j}^{m}\left[\dot{\psi}^{*} \hat{O} \psi+\psi^{*} \hat{O} \dot{\psi}+\psi^{*} \frac{\partial O}{\partial t} \psi\right] \tag{3.3}
\end{equation*}
$$

Take $\hat{O}$ to be a linear combination of the $P_{j, m}$ and $q_{j}^{m}$. It is clear that the Schrödinger equation

$$
\begin{equation*}
H \psi=i \hbar \frac{\partial \psi}{\partial t} \tag{3.4}
\end{equation*}
$$

or a simple generalization involving the $C(n, N)$, will not properly describe the time-dependence of the wavefunction. If all the $C(n, N)$ are equal, we could obtain a proper theory by replacing $\hbar$ by $\hbar C(n, N)$ in (3.4), but this amounts to merely rescaling $\hbar$. A simple example where rescaling does not work is described by the Lagrangian for two noninteracting particles:

$$
\begin{equation*}
L=\sum_{i}\left[\left(-\frac{m_{1}}{2}\right) \ddot{x}_{i} x_{i}+\frac{m_{2}}{2} \dot{y}_{i}^{2}\right] \tag{3.5}
\end{equation*}
$$

We now investigate the consequences of the commutation relations proposed by Eq. (3.1). Let us suppose that there are no constraints (or that they have been removed by the method suggested in Sec. 4). The Hayes and Ostrogradsky variables may be related by the linear transformation

$$
\begin{equation*}
\hat{P}_{H_{n}}=\hat{P}_{n}, \quad \hat{Q}_{n}=C(n, N) \hat{Q}_{n}, \tag{3.6}
\end{equation*}
$$

where ${ }_{H} \hat{Q}$ and ${ }_{H} \hat{P}\left({ }_{O} \hat{Q}\right.$ and ${ }_{o} \hat{P}$ ) are the Hayes (Ostrogradsky) position and momentum operators and other subscripts have been suppressed. See Hayes, Ref. 2, Eqs. (19) and (20).
Hayes commutation relations are then satisfied by the variables ${ }_{H} Q_{n}$ and ${ }_{H} P_{n}$. Since the $C(n, N)$ are $c$, numbers the rules of the algebra are unaffected by the transformation. Furthermore, the vectors of the Hilbert space are unaffected by the transformation $\left.\left.\left.\right|_{H} Q\right\rangle=\left.\right|_{O} Q\right\rangle$. To complete the study of the Hayes variables, we need only construct the algebra table for the new variables.
Suppose the vectors ${ }_{o} \hat{Q}$ are eigenvectors of the ${ }_{o} Q_{n}$.

Trivially, then, the elements of the Hayes matrices are

$$
\begin{align*}
\left\langle Q_{n},\right| \hat{Q}_{n}\left|Q_{n}\right\rangle & =Q \delta_{n n^{\prime}}  \tag{3.7a}\\
\left\langle Q_{n},\right| \hat{P}_{H}\left|Q_{n}\right\rangle & =-i \hbar C(n, N) \frac{\partial}{\partial Q_{n}} \delta\left(Q_{n}-Q_{n^{\prime}}\right) \tag{3.7~b}
\end{align*}
$$

The multiplication and addition tables follow immediately.

## 4. CONSISTENCY OF THE THEORY

If a Lagrangian contains high order derivatives and Ostrogradsky's method is used, we find that constraint relations exist among the canonical variables. Furthermore, some of these constraints do not commute. The constraints act to reduce the size of the Hilbert space of state vectors describing the system. Dirac argues that noncommuting (second class) constraints must be eliminated from the theory, since such constraints can generate unphysical vectors in the Hilbert space.
The extra variables are eliminated by transforming one constraint to a canonical variable $\gamma_{2}$. The other constraint then also transforms. This constraint is solved for $\pi_{2}$, the variable conjugate to $\gamma_{2}$. The pair of constraints are eliminated by substituting for $\pi_{2}$ and $\gamma_{2}=0$ in the new Hamiltonian.
Suppose we have two constraints $G_{1}$ and $G_{2}$,
$\mathrm{G}_{1}=G_{1}\left[P_{n}^{j}-U\left(Q_{m, j}, P_{r}^{j}\right)\right]=0, \quad r, m \neq n$
and

$$
\begin{array}{r}
G_{2}=G_{2}\left[Q_{n, j}-V\left(Q_{m, j}, F_{r}^{j}\right)\right]=0, \quad r, m \neq n \\
{\left[G_{1}, G_{2}\right] \neq 0} \tag{4.1b}
\end{array}
$$

Here $U$ and $V$ are functions of the coordinates and moments other than $P_{n}^{j}$ and $Q_{n, j}$.
Make the transformation

$$
W=\pi_{2} G_{2}+W^{\prime}
$$

where $W^{\prime}$ is not a function of $\pi_{2}$ but completes the description of the transformation.
Then

$$
\begin{equation*}
\gamma_{2}=\frac{\partial W}{\partial \pi_{2}}=G_{2}=0 \tag{4.2}
\end{equation*}
$$

In general $\pi_{2}$ will not be zero. However, the constraint $G_{1}$ will also transform under $W$,

$$
\begin{align*}
& G_{1}\left(P_{n}^{j}, P_{n}^{j}, \ldots, Q_{n, j}, Q_{m, j} \cdots\right) \\
& \quad \Rightarrow G_{1}\left(F\left(\pi_{n, j}, \pi_{m, j}, \cdots, \gamma_{n, j}, \gamma_{m, j} \cdots\right)\right)=0 \tag{4.3}
\end{align*}
$$

$\pi_{2}$ is removed from the theory by solving Eq. (4.3) for $\pi_{2}$.
The substitutions of $\gamma_{2}=0, \pi_{2}=f\left(\pi_{m}, \gamma^{n}\right)$ are made in the transformed Hamiltonian reducing the number of canonical pairs by one.
As a specific example, we consider the Lagrangian introduced by Hayes,

$$
\begin{equation*}
L=-\frac{1}{2} \sum_{j=1}^{3} m x_{j} \ddot{x}_{j}-V\left(x_{1}, x_{2}, x_{3}\right) \tag{4.4}
\end{equation*}
$$

which generates the familiar equation of motion

$$
\begin{equation*}
m \ddot{x}_{j}=-\frac{\partial V}{\partial x_{j}} \tag{4.5}
\end{equation*}
$$

The momenta are

$$
\text { and } \begin{align*}
P_{j, 0} & =\frac{1}{2} m \dot{x}_{j}  \tag{4.6a}\\
P_{j, 1} & \left.=-\frac{1}{2} m \dot{x}_{j}\right] \tag{4.6~b}
\end{align*}
$$

Since $x_{j}$ and $\dot{x}_{j}$ are considered to be independent variables, Eqs. (4.6) are constraints. Let

$$
\begin{align*}
G_{1} & =\left[P_{j, 0}-\frac{1}{2} m x_{j}\right]  \tag{4.7a}\\
\text { and } & =0 \\
G_{2} & =\left[P_{j, 1}+\frac{1}{2} m x_{j}\right]=0 \tag{4.7b}
\end{align*}
$$

For the system described by the Lagrangian (4.4), Hayes evaluates $C(0,2)$ and $C(1,2)$ and finds

$$
C(0,2)=C(1,2)=\frac{1}{2}
$$

Thus, we have

$$
\begin{equation*}
\left[G_{1}, G_{2}\right] \neq 0 \tag{4.8}
\end{equation*}
$$

If the system is to be quantized, we see that there can exist no state vector for which (4.7a), (4.7b), and (4.8) are valid operator equations. To eliminate the extra variables, we will transform the constraints using the method outlined above. The Lagrangian (4.4) gives rise to the Hamiltonian
$H=\sum_{j}\left[P_{j, 0} \dot{x}_{j}+\ddot{x}_{j}\left(P_{j, 1}+\frac{1}{2} m x_{j}\right)\right]+V\left(x_{1}, x_{2}, x_{3}\right)$.
We first perform the transformation $\left(\dot{x}_{j} \rightarrow P_{j, 1}\right) \rightarrow$ $\left(Q_{j, 1}, \pi_{j, 1}\right)$.
As the generating function, we choose

$$
\begin{equation*}
W_{1}=\sum_{j} \frac{\left(P_{j, 1}^{\prime} P_{j, 1}\right)}{m} \tag{4.10}
\end{equation*}
$$

The transformation equations

$$
\begin{equation*}
Q_{j, 1}^{\prime}=\frac{\partial W_{1}}{\partial P_{j, 1}^{\prime}}, \quad \dot{x}_{j}=-\frac{\partial W}{\partial P_{j, 1}} \tag{4.11}
\end{equation*}
$$

yield

$$
\begin{align*}
P_{j, 1}^{\prime} & =-m \dot{x}_{j}  \tag{4.12a}\\
Q_{j, 1}^{\prime} & =P_{j, 1} / m \tag{4.12b}
\end{align*}
$$

The second transformation from variables ( $P_{j, 1}^{\prime}, Q_{j, 1}^{\prime}, P_{j, 0}, x_{j}$ ) to variables $\left(\pi_{j}^{\prime \prime}, \gamma_{j}^{\prime \prime}, \pi_{j}^{\prime}, \gamma_{j}^{\prime}\right)$ is generated by the transformation
$W_{2}=\pi_{j}^{\prime}\left(Q_{j, 1}^{\prime}+\frac{1}{2} x_{j}\right)+\pi_{j}^{\prime \prime}\left(Q_{j, 1}^{\prime}-\frac{1}{2} x_{j}\right)$.
Upon solving the transformation equations, we have

$$
\begin{align*}
& \qquad \begin{aligned}
& \gamma_{j}^{\prime}=-\left(Q_{j, 1}^{\prime}+\frac{1}{2} x_{j}\right) \\
& \gamma_{j}^{\prime \prime}=-\left(Q_{j, 1}^{\prime}-\frac{1}{2} x_{j}\right) \\
& P_{j, 1}^{\prime}=\pi_{j}^{\prime}+\pi_{j}^{\prime \prime} \\
& \text { and } \\
& P_{j, 0}=\frac{1}{2}\left(\pi_{j}^{\prime}-\pi_{j}^{\prime \prime}\right)
\end{aligned} \tag{4.14a}
\end{align*}
$$

Solving Eqs. (4.12c) and (4.12d) for $\pi_{j}^{\prime}$ and $\pi_{j}^{\prime \prime}$, we obtain

$$
\begin{align*}
& \pi_{j}^{\prime \prime}=\frac{1}{2} P_{j, 1}^{\prime}-P_{j, 0}  \tag{4.15a}\\
& \pi_{j}^{\prime}=\frac{1}{2} P_{j, 1}^{\prime}+P_{j, 0} \tag{4.15b}
\end{align*}
$$

From the constraint relations, we see that $\gamma_{j}^{\prime}=0$ and $\pi_{j}^{\prime}=0$. Thus, using Eqs. (4.10) and (4.13), we have transformed the constraints into a conjugate pair of variables. The theory is made complete when $\gamma_{j}^{\prime}$ and $\pi_{j}^{\prime}$ are set to zero in the new Hamiltonian,

$$
H^{\prime}=\sum_{j}\left[-\frac{1}{2}\left(\pi_{j}^{\prime}-\pi_{j}^{\prime \prime}\right)\left(\pi_{j}^{\prime}+\pi_{j}^{\prime \prime}\right)-\ddot{x}_{j} \gamma_{j}^{\prime}\right]+V\left[\left(\gamma_{j}^{\prime \prime}-\gamma_{j}^{\prime}\right)\right]
$$

We obtain the usual Hamiltonian without constraints, ${ }^{5}$

$$
\begin{equation*}
H^{\prime}=\sum_{j} \frac{P_{j}^{\prime \prime 2}}{2 m}+V\left(\gamma_{j}^{\prime \prime}\right) \tag{4.16}
\end{equation*}
$$

## 5. CONCLUSION

We have shown that the formalism developed by Hayes to treat generalized Hamiltonians is not consistent. The Dirac theory of constraints must be used to eliminate superfluous variables and to generate a consistent theory

Since the variables $P_{j}^{\prime \prime}$ and $\gamma_{j}^{\prime \prime}$ obey the usual commutation relations, we can retain the usual Schrödinger equation with Eq. (4.16) defining the Hamiltonian operator.

1 See, for example, M. Borneas Phys. Rev. 186, 1299 (1969), and references contained therein.
2 C. F. Hayes, J. Math. Phys. 10, 1555 (1969).
3 P.A. M. Dirac, Can. J. Math. 2, 129 (1950); 3, 1 (1951).
4 E.T.Whittaker, Analytical Dynamics (Cambridge U.P., Cam-
bridge, 1937), p. 265.
5 This form of the Hamiltonian is unique. The ambiguities demonstrated by C. F. Hayes and J. M. Jankowski [Nuovo Cimento 58, 494 (1968)] arise because they make transformations on the Hamiltonian which are not canonical.
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We generalize ordinary probability theory to those von Neumann algebras $A$, for which Dye's generalized version of the Radon-Nikodym theorem holds. This includes the classical case in which A is an Abelian von Neumann algebra generated by an observable or complete set of commuting observables. Via Gleason's theorem, this also includes the case of ordinary quantum mechanics, in which $\mathbb{A}=\mathbb{B}(H)$ is the von Neumann algebra of all bounded operators on a separable Hilbert space $H$. Particular consideration is given to the concepts of conditioning, sufficient statistics, coarse-graining, and filtering.

## 1. INTRODUCTION

In two fundamental papers Dye ${ }^{1}$ and Segal ${ }^{2}$ have introduced models of noncommutative probability and integration theories. In both models a pair (A,w) consisting of a measure algebra $\mathbb{A}$ and a measure $w$ on $A$ have been specified. But while Segal places restrictions on the "gage" $w$, requiring it to be unitarily invariant, Dye requires the algebra $\mathbb{A}$ to be a $\sigma$-finite and finite von Neumann algebra. Umegaki ${ }^{3}$ and his collaborators have carried these theories to a considerable extent. However, they continue to impose invariance and finiteness restrictions.

Our purpose here is to investigate the non-Boolean probability theory of ordinary quantum mechanics in a separable Hilbert space $H$. A is therefore (as least in the absence of superselection rules) the von Neumann algebra $\mathbb{B}(H)$ of all bounded linear operators on $H$, and the measures are the countably additive positive linear functionals $w$ on $\mathbb{A}$. In this context, neither Dye's or Segal's frameworks appear to be suitable. In Dye's case $\mathbb{B}(H)$ is not finite (unless $H$ is finite dimensional). In Segal's case there are no nontrivial bounded gages (again, unless $H$ is finite dimensional) and the only unbounded gages on $\mathbb{B}(H)$ are proportional to the trace functional $\tau$, all one-dimensional projections in $\mathbb{H}(H)$ being unitarily equivalent. In this latter case $\tau$ cannot be normalized to obtain a probability measure (state) so that a probability theory is out of the question. On the other hand, although $\mathbb{B}(H)$ is not finite if $H$ is infinite dimensional, Dye's main result, namely the generalized Radon-Nikodym theorem, remains true for $\mathbb{B}(H)$. As we shall show, this follows using a result of Gleason. 4

We shall derive our results as far as possible for an arbitrary von Neumann algebra $\mathbb{A}$ and arbitrary measures $w$, while including in each section their applications to the "extreme" cases, A Abelian (classical case) and $\mathbb{A}=\mathbb{B}(H)$ (pure quantum case). These results briefly are as follows.
In Sec. 2 we combine the theorems of Dye and Gleason which leads to a relation between the density operators of quantum mechanics and the RadonNikodym derivative in Dye's sense. Some of the results of this section are not new ${ }^{5}$; their derivation is, however, simple enough to justify a restatement of the proofs.
In Sec. 3 we generalize the notion of conditioning with respect to a von Neumann subalgebra $\mathbb{B}$. For reasons of physical relevance and mathematical simplicity, particular attention is given to the case of an Abelian B. This then leads to severe restrictions on the structure of $\mathbb{B}$ and $w$. It is shown that conditioning with respect to Abelian $\mathbb{B}$ exists if and only if $\mathbb{B}$ contains a discrete part and the density operator $W$ of $w$ commutes with $\mathbb{B}$. In this case the conditional expectation of $w$ given $\mathbb{B}$ appears as a Radon-Nikodym derivative very much like in classical probability.
In Sec. 4 we consider the concepts of equivalence of states relative to a subalgebra $\mathbb{B}$ and of sufficient statistics. Physically, $\mathbb{B}$ may be interpreted as a partial measurement (for instance, measurement of the macroscopic observables in statistical mechanics). $B$-equivalence then leads to the concept of macrocells, and $\mathbb{B}$ is a sufficient statistic for those states which have equal $\mathbb{B}$-expectations. ${ }^{6}$ We show that $\mathbb{B}$-equivalence and $\mathbb{B}$-sufficiency are comple-
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We obtain the usual Hamiltonian without constraints, ${ }^{5}$

$$
\begin{equation*}
H^{\prime}=\sum_{j} \frac{P_{j}^{\prime \prime 2}}{2 m}+V\left(\gamma_{j}^{\prime \prime}\right) \tag{4.16}
\end{equation*}
$$

## 5. CONCLUSION

We have shown that the formalism developed by Hayes to treat generalized Hamiltonians is not consistent. The Dirac theory of constraints must be used to eliminate superfluous variables and to generate a consistent theory

Since the variables $P_{j}^{\prime \prime}$ and $\gamma_{j}^{\prime \prime}$ obey the usual commutation relations, we can retain the usual Schrödinger equation with Eq. (4.16) defining the Hamiltonian operator.

1 See, for example, M. Borneas Phys. Rev. 186, 1299 (1969), and references contained therein.
2 C. F. Hayes, J. Math. Phys. 10, 1555 (1969).
3 P.A. M. Dirac, Can. J. Math. 2, 129 (1950); 3, 1 (1951).
4 E.T.Whittaker, Analytical Dynamics (Cambridge U.P., Cam-
bridge, 1937), p. 265.
5 This form of the Hamiltonian is unique. The ambiguities demonstrated by C. F. Hayes and J. M. Jankowski [Nuovo Cimento 58, 494 (1968)] arise because they make transformations on the Hamiltonian which are not canonical.

# Noncommutative Probability on von Neumann Algebras 

## S. Gudder and J.-P. Marchand*

Department of Mathematics, University of Denver, Denver, Colorado 80210
(Received 11 November 1971; Revised Manuscript Received 21 January 1972)
We generalize ordinary probability theory to those von Neumann algebras $A$, for which Dye's generalized version of the Radon-Nikodym theorem holds. This includes the classical case in which A is an Abelian von Neumann algebra generated by an observable or complete set of commuting observables. Via Gleason's theorem, this also includes the case of ordinary quantum mechanics, in which $\mathbb{A}=\mathbb{B}(H)$ is the von Neumann algebra of all bounded operators on a separable Hilbert space $H$. Particular consideration is given to the concepts of conditioning, sufficient statistics, coarse-graining, and filtering.

## 1. INTRODUCTION

In two fundamental papers Dye ${ }^{1}$ and Segal ${ }^{2}$ have introduced models of noncommutative probability and integration theories. In both models a pair (A,w) consisting of a measure algebra $\mathbb{A}$ and a measure $w$ on $A$ have been specified. But while Segal places restrictions on the "gage" $w$, requiring it to be unitarily invariant, Dye requires the algebra $\mathbb{A}$ to be a $\sigma$-finite and finite von Neumann algebra. Umegaki ${ }^{3}$ and his collaborators have carried these theories to a considerable extent. However, they continue to impose invariance and finiteness restrictions.

Our purpose here is to investigate the non-Boolean probability theory of ordinary quantum mechanics in a separable Hilbert space $H$. A is therefore (as least in the absence of superselection rules) the von Neumann algebra $\mathbb{B}(H)$ of all bounded linear operators on $H$, and the measures are the countably additive positive linear functionals $w$ on $\mathbb{A}$. In this context, neither Dye's or Segal's frameworks appear to be suitable. In Dye's case $\mathbb{B}(H)$ is not finite (unless $H$ is finite dimensional). In Segal's case there are no nontrivial bounded gages (again, unless $H$ is finite dimensional) and the only unbounded gages on $\mathbb{B}(H)$ are proportional to the trace functional $\tau$, all one-dimensional projections in $\mathbb{H}(H)$ being unitarily equivalent. In this latter case $\tau$ cannot be normalized to obtain a probability measure (state) so that a probability theory is out of the question. On the other hand, although $\mathbb{B}(H)$ is not finite if $H$ is infinite dimensional, Dye's main result, namely the generalized Radon-Nikodym theorem, remains true for $\mathbb{B}(H)$. As we shall show, this follows using a result of Gleason. 4

We shall derive our results as far as possible for an arbitrary von Neumann algebra $\mathbb{A}$ and arbitrary measures $w$, while including in each section their applications to the "extreme" cases, A Abelian (classical case) and $\mathbb{A}=\mathbb{B}(H)$ (pure quantum case). These results briefly are as follows.
In Sec. 2 we combine the theorems of Dye and Gleason which leads to a relation between the density operators of quantum mechanics and the RadonNikodym derivative in Dye's sense. Some of the results of this section are not new ${ }^{5}$; their derivation is, however, simple enough to justify a restatement of the proofs.
In Sec. 3 we generalize the notion of conditioning with respect to a von Neumann subalgebra $\mathbb{B}$. For reasons of physical relevance and mathematical simplicity, particular attention is given to the case of an Abelian B. This then leads to severe restrictions on the structure of $\mathbb{B}$ and $w$. It is shown that conditioning with respect to Abelian $\mathbb{B}$ exists if and only if $\mathbb{B}$ contains a discrete part and the density operator $W$ of $w$ commutes with $\mathbb{B}$. In this case the conditional expectation of $w$ given $\mathbb{B}$ appears as a Radon-Nikodym derivative very much like in classical probability.
In Sec. 4 we consider the concepts of equivalence of states relative to a subalgebra $\mathbb{B}$ and of sufficient statistics. Physically, $\mathbb{B}$ may be interpreted as a partial measurement (for instance, measurement of the macroscopic observables in statistical mechanics). $B$-equivalence then leads to the concept of macrocells, and $\mathbb{B}$ is a sufficient statistic for those states which have equal $\mathbb{B}$-expectations. ${ }^{6}$ We show that $\mathbb{B}$-equivalence and $\mathbb{B}$-sufficiency are comple-
mentary concepts. The notion of 1 -equivalence has been used for some time now for the purpose of (i) measurement theory in quantum mechanics, (ii) nonequilibrium statistical mechanics, (iii) ergodic theory, and (iv) equilibrium statistical mechanics and phase transitions. It has been explicitly pointed out previously ${ }^{7}$ that this notion plays a central role in the formulation of coarse-graining which we generalize in Sec. 5.

In Sec. 5 the physical notion of coarse-graining ${ }^{7}$ is generalized to suitable von Neumann algebras. Coarse-graining of a state $w$ on $\mathbb{A}$ with respect to a subalgebra roughly means choosing in the equality class of $w$ the state with maximal entropy. Physically this is related to the notion of minimal phenomenology by answering the question: What is the most probable state of the system if only a partial measurement $B$ has been carried out? It turns out that the concept of coarse-graining is meaningful only if a dominating state (in physics, for instance an equilibrium state) is specified beforehand, relative to which $w$ admits a density. In the Abelian case, coarse-graining can be expressed analytically as a Radon-Nikodym derivative and geometrically as a projection onto $\mathbb{d}$. Since in quantum mechanics the trace $\tau$ dominates all states, it is natural to coarsegrain with respect to $\tau$. This is, however, possible only in the restricted case where $\mathbb{B}$ contains projeetions with finite-dimensional range, as already pointed out by Emch. ${ }^{7}$
In Sec. 6 we consider the familiar notion of filtering. ${ }^{8}$ The difference between filtering and coarse-graining is as follows: While coarse-graining asks for the most probable state of a system whose a priori probabilities relative to $\mathbb{B}$ are known, filtering asks the question: Given a system in state $w$, what state is it in after a measurement of 14 ? In other words, while both filtering and coarse-graining transform $w$ into ${ }^{\text {b }}$ equal states, filtering conserves the information of $w$ within the subspaces invariant under $\mathbb{B}$ maximally while coarse-graining destroys it. Geometrically, filtering corresponds to projecting onto the commutant $\mathbb{B}^{\prime}$ of $\mathbb{B}\left(\mathbb{B} \subseteq \mathbb{B}^{\prime}\right)$.
A last general remark. In the noncommutative case the Radon-Nikodym theorem of Dye is much more complicated than in the classical theory. In fact let $w, v$ be measures on $\mathbb{A}$ with $w$ absolutely continuous with respect to $v$. Then by Dye's theorem we have $w(A)=v\left(T^{*} A T\right)$ for every $A \subset A$ for some squareintegrable operator $T$. This reduces to the usual form $w(A)=v((d w / d v) A)$ only if $v\left(T^{*} A T\right)=v\left(T T^{*} A\right)$, where $d w / d v=T T^{*}$, which in turn holds only if either $A$ is Abelian or $v$ is cyclic. This problem lurks in the background of all our subsequent work, and it is therefore helpful to call it to the reader's attention from the beginning.

## 2. DYE'S THEOREM

Let $H$ be a Hilbert space, A a von Neumann algebra of operators on $H, P_{A}$ the set of all (self-adjoint) projections in $\mathbb{A}$. A is $\sigma$-finite if any collection of mutually orthogonal projections is at most countable. A is finite if there exist no partial isometries $\Omega$ in $A$ such that $\Omega P \Omega^{*}=I$ for $P \neq I$. If $H$ is separable, then the von Neumann algebra $A=\|(H)$ of all bounded operators in $H$ is $\sigma$-finite but not finite if $\operatorname{dim} H=\infty$.

If $A$ is Abelian and $H$ separable or if $A$ is of types $I_{n}, I_{1}$, then it is $\sigma$-finite and finite.
A measure $w$ on $P_{\mathrm{A}}$ is a nonnegative mapping $w: P_{\Lambda} \rightarrow$ $\mathrm{R}+$ such that $(1) w(0)=0$, (2) $w\left(\sum A_{i}\right)=\sum w\left(A_{i}\right)$ for any countable set of mutually orthogonal projections in $P_{\mathrm{A}}$. An integral $w$ on $A$ is a positive linear functional $w: A \rightarrow C$ satisfying (1) and (2). An integral $w$ on $\AA$ is a slale on $\mathbb{A}$ if $w(I)=1$. Let $w, v$ be measures or integrals. Then $w$ is absolutely continuous with respect to $v(w<v)$ if $v(\boldsymbol{P})=0$ implies $w(P)=0$, $P \in P_{A}$. If $w<v$ and $v<w$, then $w$ and $v$ are equivalenl $(w \sim v)$. Note that $\sim$ is indeed an equivalence relation.

Let $w$ be an integral on $\mathbb{A} . L_{2}(\mathbb{A}, w)$ is the Hilbert space of operators generated by the operators in $A$ with respect to the inner product $\left(A_{1}, A_{2}\right)=w\left(A_{1}{ }^{*} A_{2}\right)$. $L_{1}(\wedge, w)$ is the Banach space of operators generated by the operators in $A$ with respect to the $L_{1}$-norm $\|A\|_{1}=w(|A|)=w\left(\left(A^{*} A\right)^{1 / 2}\right)=\||A| 1 / 2\| \frac{2}{2} . A$ is called $A$-integrable, $A$-square-inlegrable if $A \in$ $L_{1}(A, w), A \in L_{2}(A, w)$, respectively.

Theorem 2.1: (Dye) Let $A$ be a $\sigma$-finite, finite von Neumann algebra and $w<v$ integrals on $A$. Then there exists an operator $T \in L_{2}(A, v)$ such that $w(A)=$ $v\left(T^{*} A T\right)$ for all $A \in A$.
$T T^{*}$ is called the (generalized) Radon-Nikodym derivalive of $w$ with respect to $v\left(T T^{*} \equiv d w / d v\right)$. Notice $T T^{*} \in L_{1}(A, v)$. The theorem of Dye admits various interpretations for various choices of the algebra $\wedge$. We consider, in particular, the two extreme cases: (1) A Abelian (classical case), (2) $\mathbb{A}=\mathbb{B}(H)$ (pure quantum case).

## (1) The Classical Case

Let $(\Omega, \Sigma, \mu)$ be a finite measure space, $A$ the algebra of bounded $\Sigma$-measurable functions $A$ on $\Omega$. A can be thought of as a von Neumann algebra in the Hilbert space $L_{2}(\Omega, \Sigma, \mu)$ if we define $A_{f} g^{\prime}(\omega)=f(\omega) g(\omega)$, $f \in \mathbb{A}, g \in L_{2}(\Omega, \Sigma, \mu)$. Then the expectation $w(A)=$ $\int A d \mu$ is an integral on $A .(A, w)$ is called a measure algebra. Since $A$ is Abelian, Dye's theorem applies: If $w<v$, there exists a function $T \in L_{2}(\mathcal{A}, v)$ such that $w(A)=v\left(T^{*} A T\right)=v\left(T^{*} T A\right)=v((d w / d v) A)$, for all $A \epsilon$ A, where $T^{*}$ is now the complex conjugate of $T^{*}$ and $d w / d v=T T^{*}=|T|^{2} \in L_{1}(A, v)$ is the ordinary Radon-Nikodym derivative. Conversely, it is well known that if $\mathbb{A}$ is an Abelian von Neumann algebra and $w$ a measure on A , then $(\mathrm{A}, w)$ is isomorphic to a measure algebra ( $\hat{\mathbb{A}}, \hat{w}$ ) on a measure space $(\Omega, \Sigma, \hat{w})$ so Dye's theorem reduces to the Radon-Nikodym theorem.

## (2) The Pure Quantum Case

Let $H$ be a separable Hilbert space and $\mathbb{A}=\mathbb{B}(H)$. If $\operatorname{dim} H=\infty$, $A$ is $\sigma$-finite but not finite so that Dye's theorem does not directly apply. But in this special case we have the following theorem.

Theorem 2.2: (Gleason) If $\operatorname{dim} H>2$ and $w$ is a measure on $P_{\mathrm{A}}$, then there is a unique positive trace class operator $W$ such that $u(A)=\tau(W A)$ for all $A \in$ $P_{\mathrm{A}}$.
Note that linearity of $w$ is not an assumption but
rather is a consequence of this theorem. Gleason's theorem can be extended to obtain the following.

Theorem 2.3: If $\operatorname{dim} H>2$ and $w$ is an integral on $\mathbb{A}$, then there exists a unique positive trace class operator $W$ such that $w(A)=\tau(W A)$ for all $A \in \mathbb{A}$. (We call $W$ the densily operalor of $w$.)

Proof: Since $w$ restricted to $P_{\mathrm{A}}$ is a measure, Gleason's theorem being applied, there is a positive trace class operator $W$ such that $w(A)=\tau(W A)$ for all $A \in P_{\Lambda}$. If $A=\int \lambda P^{A}(d \lambda)$ is self-adjoint, we have $w(A)=\int \lambda w\left[P^{A}(d \lambda)\right]=\int \lambda \tau\left[W P^{A}(d \lambda)\right]=\tau\left[W \int \lambda P^{A}(d \lambda)\right]$ $=\tau(W A)$. If $A \in \mathbb{A}$ is arbitrary, $w(A)=\frac{1}{2} w\left(A+A^{*}\right)$ $+(1 / 2 i) w\left[i\left(A-A^{*}\right)\right]=\tau(W A)$. It is clear that $W$ is unique.
We can now prove Dye's theorem for type $I_{\infty}$ algebras.
Theorem 2.4: Let $\mathbb{A}=\mathbb{B}(H)$ be a type $\mathrm{I}_{\infty}$ algebra and $w<v$ integrals on $\mathbb{A}$. Then there exists a unique operator $d w / d v \in L_{1}(\AA, v)$ such that $w(A)=$ $v((d w / d v) A)$ for all $A \in \mathbb{A}$.

Proof: By Theorem 2.3 there exist unique operators $W, V$ such that $w(A)=\tau(W A), v(A)=\tau(V A)$ for all $A \in \mathbb{A}$. Let $E_{V}$ be the support of $V$ (i.e., the orthogonal complement of the projection onto the null space of $V$ ). Since $w<v$, it follows that $E_{V} W=W E_{V}=W$. Since $V$ is one-to-one on $E_{V} H$, the operator $V^{-1} E_{V}$ is well defined. Define $d w / d v=V^{-1} E_{V} W$. Then $w(A)=$ $\tau(W A)=\tau(V(d w / d v) A)=v((d w / d v) A)$ for all $A \in \mathbb{A}$.
Finally we relate Gleason's theorem to Dye's theorem.
Theorem 2.5: If $2<\operatorname{dim} H<\infty$, then $W=d w / d \tau$.
Proof: The trace $\tau$ is an integral on $\AA$ which majorizes all other integrals ( $w<\tau$ for all integrals $w)$. Therefore; by the theorems of Gleason and Dye, $w(A)=\tau(W A)=\tau\left(T^{*} A T\right)=\tau\left(T T^{*} A\right)=\tau((d w / d \tau) A)$ for all $A \in \mathbb{A}$, and, since $W$ is unique, $W=d w / d v=T T^{*}$.

## 3. CONDITIONAL EXPECTATION

We now want to generalize the classical notion of conditioning to our noncommutative case. Classically, if $(\Omega, \mathbb{A}, \mu)$ is a probability space and $\mathbb{B}$ a sub $\sigma$ algebra of $\mathbb{A}$, then for $A \in \mathbb{A}$ the conditional probability of $A$ given $\mathbb{B}$ is a function $p_{\mu}(A \mid \mathbb{B})$ measurable relative to $\mathbb{B}$ and satisfying $\int_{B} p_{\mu}(A \mid B) d \mu=\mu(A \cap B)$ $\equiv \mu_{A}(B)$ for all $B \in \mathbb{B}$. Let us first find the quantum analog of $\mu_{A}(B)$. Now by definition $\mu_{A}(B)=\mu(A \mid B) \times$ $\mu(B)$, where $\mu(A \mid B)$ is the conditional probability of $A$ given $B$, so that it suffices to find the quantum analog of $\mu(A \mid B)$.
Let $w$ be a state on $\mathbb{A}=\mathbb{B}(H)$. According to the usual quantum formalism, after the a priori measurement of $B \in P_{A}$ the initial state $W$ becomes $B W B / \tau(W B)$, and hence the conditional probability of $A \in P_{\mathrm{A}}$ in this state is

$$
w(A / B)=\tau(B W B A) / \tau(W B)=\tau(W B A B) / \tau(W B)
$$

$$
=w(B A B) / w(B)
$$

Therefore, $w_{A}(B) \equiv w(B A B)$ should be considered as the quantum analog of $\mu_{A}$.

Definition 3.1: Let $\Delta$ be an arbitrary von Neumann algebra on $H$ and $\mathbb{B} \subseteq \mathbb{A}$ a von Neumann subalgebra of $\mathbb{A}$. Let $w$ be an integral on $\mathbb{A}$. Then the $\mathbf{B}$-expectation of $A \in \mathbb{A}$ with respect lo $w$ is an oper-
ator $E_{w}(A \mid \mathbb{B}) \in \mathbf{B}$ satisfying $w\left[B E_{w}(A \mid \mathbb{B}) B\right]=w_{A}(B) \equiv$ $w(B A B)$ for all $B \in P_{\mathrm{B}}$.
As we shall see the $\mathbb{B}$-expectation need not, in general, exist. Thus $A \rightarrow E_{w}(A \mid B)$ must be thought of as a map whose domain is a subset of $\mathbb{A}$. Also $E_{w}(A \mid \mathbb{B})$ is unique only to a projection in $\mathbb{B}$ of $w$ measure zero. One can ensure uniqueness by requiring $E_{w}(A \mid \mathbb{B})$ to have the same support as $w$ on $B$.

Theorem 3.1: The B-expectation has the following properties:
(1) It maps a subset of $\triangle$ onto $\mathbb{B}$.
(2) Linearity: $E_{w}\left(\alpha_{1} A_{1}+\alpha_{2} A_{2} \mid \mathbb{W}\right)=\alpha_{1} E_{w}\left(A_{1} \mid \mathbb{B}\right)$ $+\alpha_{2} E_{w}\left(A_{2} \mid \mathbb{B}\right)$
(3) Involution: $E_{w}\left(A^{*} \mid \mathbb{B}\right)=E_{w}(A \mid \square \mathbb{S})^{*}$.
(4) Conservation of identity: $E_{w}(I \mid \mathbb{B})=I$.
(5) Idempotence: $E_{w}\left(E_{w}(A \mid \mathbb{B}) \mid \mathbb{B}\right)=E_{w}(A \mid \mathbb{B})$.

Proof: (1) Let $B^{\prime} \in \mathbb{B}$. Then the defining property $w\left[B E_{w}\left(B^{\prime} \mid \mathbb{B}\right) B\right]=w\left(B B^{\prime} B\right)$ for all $B \in P_{\mathrm{E}}$ implies $E_{w}\left(B^{\prime \prime} \mid \mathbb{B}\right)=B^{\prime}$. Hence $E_{w}$ is onto. (2) $w\left[B E_{w}\left(\alpha_{1} A_{1}+\right.\right.$ $\left.\left.\left.\alpha_{2} A_{2}\right) \mid \mathbb{H}\right) B\right]=w\left[B\left(\alpha_{1} A_{1}+\alpha_{2} A_{2}\right) B\right]=\alpha_{1} w\left(B A_{1} B\right)+$ $\alpha_{2} w\left(B A_{2} B\right)=\alpha_{1} w\left[B E_{w}\left(A_{1} \mid \mathbb{B}\right) B\right]+\alpha_{2} w\left[B E_{w}\left(A_{2} \mid \mathbb{B}\right) B\right]$ $=w\left[B\left(\alpha_{1} E_{w}\left(A_{1} \mid \mathbb{B}\right)+\alpha_{2} E_{w}\left(A_{2} \mid \mathbb{B}\right)\right) B\right]$ for all $B \in \mathbb{B}$.
(3) $w\left[B E_{w}\left(A^{*} \mid \mathbb{B}\right) B\right]=w\left(B A^{*} B\right)=w\left[(B A B)^{*}\right]=$
$[w(B A B)]^{*}=\left(w\left[B E_{w}(A \mid \mathbb{B}) B\right]\right)^{*}=w\left[\left(B E_{w}(A \mid \mathbb{B}) B\right)^{*}\right]=$ $w\left[B E_{w}(A \mid \mathbb{B})^{*} B\right]$ for all $B \in P_{\mathrm{B}}$. (4) and (5) follow from the proof of (1).

## (1) Classical Case

Let $(\Omega, \Sigma, \mu)$ be a measure space, $(\mathbb{A}, w)$ the corresponding measure algebra, and $\mathbb{B} \subseteq \mathbb{A}$ a subalgebra. The projections $P_{\mathrm{B}}$ are the characteristic functions $\chi_{B}$ on $\Omega$ with $B$ a set in the sub $\sigma$-algebra of $\Sigma$ corresponding to the subalgebra $\mathbb{B}$ of $\mathbb{A}$. The above definition now reads for $A=\chi_{A}, w\left(\chi_{B} E_{w}\left(\chi_{A} \mid \mathbb{B}\right)_{X_{B}}\right)=w_{X_{A}}\left(\chi_{B}\right)=$ $w\left(\mathrm{X}_{B} \mathrm{X}_{A} X_{B}\right)$ for all $\mathrm{X}_{B} \in P_{\mathrm{B}}$, or, in terms of $\Sigma$ and $\mu$, $\int_{B} p_{\mu}(A \mid \mathbb{B}) d \mu=\mu(A \cap B)$. But this is the defining property of the ordinary conditional expectation of $A$ given $\mathbb{B}$.

## (2) Pure Quantum Case

Let $H$ be a separable Hilbert space, $\mathbb{A}=\mathbb{B}(H)$ and $\mathbb{B} \subseteq$ $\Delta$ a von Neumann subalgebra. In the theorem that follows we first prove some general results concerning the restriction $w_{A}^{\mathrm{B}}$ of $w_{A}$ to $\mathbb{B}$.

Theorem 3.2: (1) $w_{A}^{\mathrm{B}}$ is a measure for all $A \in \mathbb{A}$ if and only if $W \in \mathbb{B}^{\prime}$. (2) $w_{A}^{B}$ is a measure for all states $w$ on $A$ if and only if $A \in \mathbb{B}^{\prime}$. (3) If $w_{A}^{\mathrm{B}}$ is a measure, then $w_{A}^{\mathrm{B}}<w^{\mathrm{B}}$. (4) $w_{A^{*}}^{\mathrm{B}}(B)=w_{A}^{\mathrm{B}}(B)^{*}$.

Proof: (1) Suppose $W \in \mathbb{B}^{\prime}$ and $B_{i}$ is a sequence of mutually orthogonal projections in $\mathbb{B}$. Then $w_{A}\left(\sum B_{i}\right)$ $=w\left(\sum B_{i} A \sum B_{j}\right)=\sum_{i, j} w\left(B_{i} A B_{j}\right)$

$$
\begin{aligned}
& =\sum_{i, j} \tau\left(W B_{i} A B_{j}\right)=\sum_{i, j} \tau\left(B_{j} W B_{i} A\right)=\sum_{i, j} \tau\left(B_{j} B_{i} W A\right) \\
& =\sum \tau\left(B_{i} W A\right)=\sum \tau\left(W B_{i} A B_{i}\right)=\sum w\left(B_{i} A B_{i}\right) \\
& =\sum w_{A}\left(B_{i}\right)
\end{aligned}
$$

Conversely, suppose $w_{A}$ is additive on $\mathbb{B}$ for every $A \in \mathbb{A}$ and $B \in P_{\mathrm{B}}$. Then $w_{A}\left(B+B^{\perp}\right)=w_{A}(I)=w(A)=$ $w_{A}(B)+w_{A}\left(B^{\perp}\right)=w(B A B)+w\left(B^{\perp} A B^{\perp}\right)=2 w(B A B)-$ $w(B A)-w(A B)+w(A)$. Hence $2 w(B A B)=w(B A)+$ $w(A B)$ or $2 \tau(B W B A)=\tau((W B+B W) A)$ for every $A \in \mathrm{~A}$. Let $A=P_{\phi}$, the one-dimensional projection on the vector $\phi$, to obtain $2\langle B W B \phi, \phi\rangle=\langle(W B+B W) \phi, \phi\rangle$ for every $\phi \in H$. Since these operators are selfadjoint, $2 B W B=W B+B W$. Multiplying this last equation by $B$ on the left and right, we obtain $B W=$ $W B=B W B$. The proof of (2) is similar. (3) If $w(B)=$ 0 , we have $\tau(B W B)=\tau(W B)=0$. Since $B W B$ is positive, we conclude that $B W B=0$. Hence $w_{A}(B)=$ $w(B A B)=\tau(B W B A)=0$. (4) Finally $w_{A *}(B)=$ $\tau\left(W B A^{*} B\right)=\tau\left[(B A B W)^{*}\right]=[\tau(B A B W)]^{*}=[w(B A B)]^{*}$ $=w_{A}(B)^{*}$.
We now consider the case in which $\mathbb{B}$ is Abelian. The study of conditioning with respect to non-Abelian subalgebras is more difficult and its operational meaning in physics less transparent. In the Abelian case, the existence of the $\mathbb{B}$-expectation for all $A \in \mathbb{A}$ imposes rather heavy limitations on the algebra $\mathbb{B}$ and the states.

Theorem 3.3: Let $\mathbb{B}$ be an Abelian subalgebra of $A$. The following statements are equivalent:
(1) $E_{w}(A \mid \mathbb{B})$ exists for all $A \in \mathbb{A}$,
(2) $w_{A}^{\mathrm{B}}$ is a measure on $P_{\mathrm{B}}$ for all $A \in \mathbb{A}$,
(3) $W \in \mathbb{B}^{\prime}$.

If $E_{w}(A \mid \mathbb{B})$ exists, then it is unique and is given by $E_{w}(A \mid \mathbb{B})=\int\left(d w_{A}^{\prime} / d w^{\prime}\right) P(d \lambda)$, where $\mathbb{B}=\{P(\Delta)$ : $\Delta \in B(R)\}^{\prime \prime}, w^{\prime}(\Delta)=w(P(\Delta)), w_{A}^{\prime}(\Delta)=w(P(\Delta) A P(\Delta))$.

Proof: It is clear that $w_{A}^{\mathrm{B}}$ is a measure if $E_{w}(A \mid B)$ exists. Conversely, suppose $w_{A}^{\mathrm{B}}$ is a measure. Then, via Theorem $3.2(3), w_{A}^{\prime}<w^{\prime}$ so that $d w_{A}^{\prime} / d w^{\prime}$ exists. Now for $B=P\left(\Delta_{0}\right) \in \mathbb{B}, w\left[\int\left(d w_{A}^{\prime} / d w^{\prime}\right) P(d \lambda) B\right]=$ $\int\left(d w_{A}^{\prime} / d w^{\prime}\right) w\left[P\left(d \lambda \cap \Delta_{0}\right)\right]=\int_{\Delta_{0}}\left(d w_{A}^{\prime} / d w^{\prime}\right) d w^{\prime}=w_{A}^{\prime}\left(\Delta_{0}\right)$ $=w(B A B)=w_{A}(B)$. Hence $\int\left(d w_{A}^{\prime} / d w^{\prime}\right) P(d \lambda)$ is a Bexpectation for $A$. Thus (1) and (2) are equivalent. The equivalence of (2) and (3) follows from Theorem 3.2 (1). To show uniqueness, suppose $E_{w}(A \mid \mathbb{B})$ is a $\mathbb{B}$ expectation for $A$. Then, since $E_{w}(A \mid \mathbb{B}) \in \mathbb{B}$, we have $E_{w}(A \mid \mathbb{B})=\int f(\lambda) P(d \lambda)$ for some Borel measurable function $f$. If $\Delta_{0} \in B(R)$, we obtain

$$
\begin{aligned}
& \qquad \begin{array}{l}
\int_{\Delta_{0}} f(\lambda) d w^{\prime}=\int_{\Delta_{0}} f(\lambda) w(P(d \lambda))=\int f(\lambda) w\left[P\left(d \lambda \cap \Delta_{0}\right)\right. \\
\\
=\int f(\lambda) w\left[P(d \lambda) P\left(\Delta_{0}\right)\right]=w\left[\int f(\lambda) P(d \lambda) P\left(\Delta_{0}\right)\right] \\
=w\left[E_{w}(A \mid \mathbb{B}) P\left(\Delta_{0}\right)\right]=w_{A}\left[P\left(\Delta_{0}\right)\right] \\
\quad=w\left[P\left(\Delta_{0}\right) A P\left(\Delta_{0}\right)\right] .
\end{array} \\
& \text { Also } \int_{\Delta_{0}}\left(d w_{A}^{\prime} / d w^{\prime}\right) d w^{\prime}=w_{A}^{\prime}\left(\Delta_{0}\right)=w\left[P\left(\Delta_{0}\right) A P\left(\Delta_{0}\right)\right] . \\
& \text { Hence } f=d w_{A}^{\prime} / d w^{\prime} \text { a.e. }\left[w^{\prime}\right] .
\end{aligned}
$$

Next we express the conditional expectation as a Radon-Nikodym derivative, in analogy to the classical case.

Theorem 3.4: If B is Abelian, $E_{w}(A \mid \mathbb{B})$ exists for a positive $A$, and $W \in \mathbb{B}^{\prime}$, then $E_{w}(A \mid \mathbb{B})=d w_{A}^{\mathrm{B}} / d w^{\mathrm{B}}$ in the sense of Dye.

Proof: Suppose $E_{w}(A \mid B)$ exists and $A$ is positive. Thus $w_{A}^{\mathrm{B}}$ is a measure. We now show that $w_{A}^{\mathrm{B}}$ has a unique extension to an integral on B. If $T=$
$\int f(\lambda) P(d \lambda) \in \mathbb{B}$ is self-adjoint, define $w_{A}^{\mathrm{B}}(T)=$ $\int f(\lambda) w_{A}^{\mathrm{B}}[P(d \lambda)]$ and, if $T \in \mathbb{B}$, define $w_{A}^{\mathrm{B}}(T)=$ $\frac{1}{2} w_{A}\left(T+T^{*}\right)+(1 / 2 i) w_{A}^{\mathrm{B}}\left[i\left(T-T^{*}\right)\right]$. Since $A$ is positive, it follows that $w_{A}^{\mathrm{B}}$ is a positive measure so that $w_{A}^{\mathrm{B}}$ becomes a positive functional on $\mathbb{B}$. To show $w_{A}^{\mathrm{B}}$ is linear on $\mathbb{B}$, it suffices to show that $w_{A}^{\mathrm{B}}$ is additive on self-adjoint operators in $\mathbb{B}$. Suppose $T_{1}=$ $\int f_{1}(\lambda) P(d \lambda), T_{2}=\int f_{2}(\lambda) P(d \lambda) \in \mathbb{B}$ are self-adjoint. Then $w_{A}^{\mathrm{B}}\left(T_{1}+T_{2}\right)=w_{A}^{\mathrm{B}}\left[\int\left(f_{1}+f_{2}\right)(\lambda) P(d \lambda)\right]=$ $\int\left(f_{1}+f_{2}\right)(\lambda) w_{A}^{\mathrm{B}}[P(d \lambda)]=\int f_{1}(\lambda) w_{A}^{\mathrm{B}}[P(d \lambda)]+$ $\int f_{2}(\lambda) w_{A}^{\mathrm{H}}[P(d \lambda)]=w_{A}^{\mathrm{B}}\left(T_{1}\right)+w_{A}^{\mathrm{B}}\left(T_{2}\right)$.
It is easily seen that this positive linear extension is unique. Since $\mathbb{B}$ is a finite von Neumann algebra and $w_{A}^{\mathrm{B}}<w^{\mathrm{B}}$, the Dye derivative $d w_{A}^{\mathrm{B}} / d w^{\mathrm{B}}$ exists. By Dye's theorem there is a $T \in L_{2}(\mathbb{B}, w)$ such that for every $B \in \mathbf{B}, w_{A}^{\mathrm{B}}(B)=w^{\mathbf{B}}\left(T^{*} B T\right) \stackrel{w^{\mathrm{B}}}{ }\left(T^{*} T B\right)=$ $w^{\mathrm{B}}\left(\left(d w_{A}^{\mathrm{B}} / d w^{\mathrm{B}}\right) B\right)$. On the other hand, $w_{A}^{\mathrm{k}}(B)=$ $w^{\mathrm{B}}\left(E_{w}(A \mid \mathbb{B}) B\right)$ for every $B \in \mathbb{B}$ whence the conclusion. The following lemma shows the type of restriction imposed on $\mathbb{B}$ by the requirement that $W \in \mathbb{H}^{\prime}$.

Lemma 3.1: If $\mathbb{B} \subseteq \mathbb{B}^{\prime}, W \in \mathbb{B}^{\prime}$, then $\mathbb{B}$ contains a discrete part $P_{d} \mathbb{B}$ and the support $E_{W}$ of $W$ is contained in $P_{d}$.

Proof: Since $\mathbb{B}$ is Abelian, there is a bounded selfadjoint operator $A=\int \lambda P^{A}(d \lambda)$ such that $\mathrm{B}=\left\{P^{A}(\Delta)\right.$ : $\Delta \in B(R)\}^{\prime \prime}$. Let $P_{d}$ and $P_{c}$ be the discrete and continuous parts of $H$ relative to $A$. Now $P_{d} H$ is spanned by the eigenvectors of $A$. On the other hand, let $W=$ $\sum w_{i} P_{i}, w_{i}>0$, be the spectral form of $W$. If $E_{W}$ is the support of $W$, we have $E_{W}=\sum P_{i}$, and, since $W$ is compact, the projections $P_{i}$ have finite-dimensional range. Now $W \in \mathbb{B}^{\prime}$ implies $P_{i} \in \mathbb{B}^{\prime}$. Therefore, the $P_{i}$ reduce $A$, and we have $A=\sum^{i} P_{i} A P_{i}+P_{0} A P_{0}$, where $P_{0}^{i}$ is the projection onto the null space of $W$. Noticing that all the operators $P_{i} A P_{i}$ are self-adjoint, we see that their eigenvectors $\phi_{j}^{i}$ span all the subspaces $P_{i} H$. On the other hand, the $\phi_{j}^{i}$ are eigenvectors of $A$ and hence $\phi_{j}^{i} \in P_{d} H$. So we conclude $E_{W} H=\sum P_{i} H \subseteq P_{d} H$.
We therefore obtain the following corollary to Theorem 3.4.

Corollary 3.1: Suppose B is Abelian. (1) $E_{w}(A \mid B)$ exists for all $A \in \mathbb{A}$ if and only if $\mathbb{B}$ has a discrete part $\left\{B_{i}\right\}^{\prime \prime}$ and $W \in \mathbb{B}^{\prime}$. (2) If $E_{w}(A \mid \mathbb{B})$ exists for all $A \in \mathbb{A}$, then it is unique and
$E_{w}(A \mid \mathbf{B})=\int\left(d w_{A}^{\prime} / d w^{\prime}\right) \boldsymbol{P}(d \lambda)=\sum_{w\left(\mathrm{~B}_{i}\right) \neq 0}\left[w_{A}\left(B_{i}\right) / w\left(B_{i}\right)\right] B_{i}$.
We mention here, for completeness, Umegaki's characterization theorem for $\mathbb{B}$-expectations in his framework (which as we mentioned in the introduction is different from ours) and then verify his conditions in our case when $\mathbb{B}$ is Abelian.

Theorem 3. 5: $\left(\mathrm{Umegaki}^{3}\right) E_{w}(A \mid \mathbb{B})$ is a $\mathbb{B}$-expectation if and only if it is (1) a linear map from $\triangle$ onto $\mathbb{B}$, (2) involutary, (3) conserves the identity, (4) satisfies $E_{w}\left[A E_{w}\left(A^{\prime} \mid \mathbb{H}\right) \mid \mathbb{B}\right]=E_{w}\left[E_{w}(A \mid \mathbb{B}) A^{\prime} \mid \mathbb{B}\right]=$ $E_{w}(A \mid \mathbb{B}) E_{w}\left(A^{\prime} \mid \mathbb{B}\right),(5)$ contractive: $w(|E(A \mid \mathbb{B})|) \leq$ $w^{w}(|A|),|A|=\left(A^{*} A\right)^{1 / 2}$.

Theorem 3. 6: If $\mathbb{B} \subseteq \mathbb{B}^{\prime}$ and $E_{w}(A \mid \mathbb{B})$ exists for all $A \in \mathbb{A}$, then it satisfies Umegaki's conditions (1)-(5).

Proof: Conditions (1)-(3) have been demonstrated in Theorem 3.1. (4) Applying Corollary 3.1 (2), we have

$$
\begin{aligned}
& \mathrm{E}_{w}\left(A E_{w}\left(A^{\prime} \mid \mathbb{B}\right) \mid \mathbb{B}\right)=\sum_{i} \frac{w_{A E_{n}\left(A^{\prime} \mid \mathbb{B}\right)}\left(B_{i}\right)}{w\left(B_{i}\right)} B_{i} \\
& \quad=\sum_{i} \frac{w\left(B_{i} A E_{w}\left(A^{\prime} \mid \mathbb{B}\right) B_{i}\right)}{w\left(B_{i}\right)} B_{i} \\
& \quad=\sum_{i} \frac{w\left\{B_{i} A \sum_{j}\left[w_{A}\left(B_{j}\right) / w\left(B_{j}\right)\right] B_{j}\right\}}{w\left(B_{i}\right)} B_{i} \\
& \quad=\sum_{i, j} \frac{w_{A}\left(B_{j}\right)}{w\left(B_{i}\right)} \frac{w\left(B_{i} A B_{j}\right)}{w\left(B_{i}\right)} B_{i}=\sum_{i} \frac{w_{A}\left(B_{i}\right)}{w\left(B_{i}\right)} \frac{w_{A}\left(B_{i}\right)}{w\left(B_{i}\right)} B_{i} .
\end{aligned}
$$

The other two expressions lead to the same result. (5) Applying Theorem 3.1 (3) and Corollary 3.1 (2), we have

$$
\begin{aligned}
& w\left(\left|E_{w}(A \mid \mathbb{B})\right|\right)=w\left\{\left[E_{w}\left(A^{*} \mid \mathbb{B}\right) E_{w}(A \mid \mathbb{B})\right]^{1 / 2}\right\} \\
& \quad=w\left[\left(\sum \frac{w_{A^{*}}\left(B_{i}\right)}{w\left(B_{i}\right)} \frac{w_{A}\left(B_{i}\right)}{w\left(B_{i}\right)} B_{i}\right)^{1 / 2}\right] \\
& \quad=w\left[\left(\sum\left|\frac{w_{A}\left(B_{i}\right)}{w\left(B_{i}\right)}\right|^{2} B_{i}\right)^{1 / 2}\right]=w\left[\sum\left|\frac{w_{A}\left(B_{i}\right)}{w\left(B_{i}\right)}\right| B_{i}\right] \\
& \quad=\sum\left|\frac{w_{A}\left(B_{i}\right)}{w\left(B_{i}\right)}\right| w\left(B_{i}\right)=\sum\left|w\left(A B_{i}\right)\right| .
\end{aligned}
$$

By the polar decomposition we obtain $A=T|A|$, where $T$ is a partial isometry. Hence
$\sum\left|w\left(A B_{i}\right)\right|=\sum\left|w\left(T|A| B_{i}\right)\right| \leq \sum w\left(|A| B_{i}\right)=w(|A|)$.

## 4. B-EQUALITY AND $\mathbb{B}$-SUFFICIENCY

We now generalize the classical concepts of a priori probabilities on a subalgebra and sufficient statistics. Let $\mathbb{A}$ and $\mathbb{B} \subseteq \mathbb{A}$ be von Neumann algebras. Two states $w, v$ on $\mathbb{A}$ are $\mathbb{B}$-equal (or $\mathbb{B}$-equivalenl) if their restrictions $w^{\mathrm{B}}, v$ to $\mathbb{B}$ coincide. We then use the notation $w^{\mathrm{B}} v$. Let $\left\{w_{i}: i \in I\right\}$ be a (possibly uncountable) collection of states on $\mathbb{A}$. We say that $\mathbb{B}$ is sufficient for $\left\{w_{i}: i \in I\right\}$ if for any $A \in \mathbb{A}$ there is an $E_{A} \in \mathbb{B}$ such that whenever $E_{w_{i}}(A \mid \mathbb{B})$ exists we have $E_{w_{i}}(A \mid \mathbb{B})=E_{A}$ a.e. $\left[w_{i}\right]$ for all $i \in I$. Two states $w, v$ on $^{\wedge} \mathbb{A}$ are $\mathbb{B}$-sufficienl (denoted $w_{z}^{\mathbb{B}} v$ ) if $w \sim v$ and $\mathbb{B}$ is sufficient for $\{w, v\}$. Notice $w{ }^{\mathrm{B}} v$ if and only if $w \sim v$ and $E_{w}(A \mid \mathbb{B})=E_{v}(A \mid \mathbb{B})$ for all $A \in \mathbb{A}$ when the expressions exist. The relations $\stackrel{i 8}{=}$ and $\stackrel{18}{\approx}$ are equivalence relations. We call the equivalence classes $\mathbb{B}$-cells and $\mathbb{B}-s u f f s$, respectively, and use the notation $S_{w}^{\mathbf{B}}=\left\{v: v^{\mathrm{B}} w\right\}, \mathbf{S}_{w}^{\mathrm{B}}=\left\{v: v_{z}^{\mathrm{B}} w\right\}$.
The $\mathbb{B}$-cells are uniquely determined by a measurement of $\mathbb{B}$ alone; on the other hand, two states of a $\mathbb{B}$ cell cannot be distinguished by the measurement of $\mathbb{B}$ alone. The $\mathbb{B}$-cells thus represent exactly the information on the states contained in a measurement of $\mathbb{B}$. In quantum statistics this concept is basic. Let, for instance, $\mathbb{B}$ represent the (commutative) algebra of macroscopic observables. The $\mathbb{B}$-cells then appear as the so-called macrocells, containing the macroscopically equivalent states. The $\mathbb{H}^{3}$-suffs, on the other hand, yield no information whatsoever on the $\mathbb{B}^{\mathfrak{B}}$-expectation of $w$ except for the support of $w^{\mathbf{B}}$. For example, $E_{w}(B \mid B)=B$ is independent of $w$ and hence, for $\mathbb{A}=\mathbb{B}$, all states (with equal supports) are
mutually $B$-sufficient. The concept of sufficient statistics has so far mainly been used in the classical theory; see, however, Umegaki. ${ }^{6}$

The two concepts are, in a certain sense, complementary to each other. This is indicated by the following extreme cases. Let $\mathbb{B}=\{0, I\}$ be the trivial subalgebra. Then $S_{w}^{\mathbf{B}}$ contains all states on $A$, while $\mathbf{S}_{w}^{B}$ contains only $w$, since $E_{w}(A \mid \mathbb{B})=w(A) I$. Now let $\mathbb{B}=\Lambda$. Then $S_{w}^{A}$ contains only the state $w$, while $S_{w}^{A}$ contains all states equivalent to $w$, since $E_{w}(A \mid A)=A$ independently of $w$.

Theorem 4.1: (1) If $w \in S_{w_{1}}^{\mathrm{B}} \cap \mathbf{S}_{w_{2}}^{\mathrm{B}}$, then $w$ is unique and $w(A)=w_{1}\left[E_{w_{2}}(A \mid \mathbb{B})\right]$ for all $A \in \mathbb{A}$. (2) $\{w\}=$ $S_{w}^{\mathrm{B}} \cap \mathbf{S}_{w}^{\mathbb{B}}$. (3) If $\mathbb{B}$ is Abelian and $\mathbb{A}=\mathbb{B}(H)$, then $\{w\}=$ $S_{w_{1}}^{\mathrm{B}} \cap \mathbf{S}_{w_{2}}^{\mathrm{b}}$, where $w$ is given in (1).

Proof: (1) $w(A)=w_{A}(I)=w\left[E_{w}(A \mid \mathbb{B})\right]=$ $w_{1}\left[E_{w_{2}}(A \mid B)\right]$. (2) follows from (1). (3) Let $w$ be defined as in (1). Then, for $B \in \mathbb{B}, w(B)=w_{1}\left[E_{w_{2}}(B \mid B)\right]$ $=w_{1}(B)$ so that $w \in S_{w_{1}}^{\mathbb{B}}$. Furthermore, for $B \in \mathbb{B}$, $A \in \AA$ we have, by Theorem $3.5(4), E_{w_{2}}(A B \mid \mathbb{B})=$ $E_{w_{2}}\left(A E_{w}(B \mid \mathbb{B}) \mid \mathbb{B}\right)=E_{w_{2}}(A \mid \mathbb{B}) E_{w}(B \mid \mathbb{B})=E_{w_{2}}(A \mid \mathbb{B}) B$. We then obtain, for $B \in P_{\mathrm{B}}, A \in \mathbb{A}$, the following: $W\left[E_{w}(A \mid \mathbb{B}) B\right]=w_{A}(B)=w(A B)=w_{1}\left[E_{w_{2}}(A B \mid B)\right]=$ $w_{1}\left[E_{w_{2}}(A \mid \mathbb{B}) B\right]=w\left[E_{w_{2}}(A \mid \mathbb{B}) B\right]$. Hence $E_{w}(A \mid \mathbb{B})=$ $E_{w_{2}}\left(A \mid \mathbb{B}_{3}\right)$ a.e. $[w]$. It is also easy to show that $w \sim w_{2}$ so that $w \in \mathbf{S}_{w_{2}}^{\mathrm{Fb}}$.

Theorem 4.1 (2) can be interpreted by saying that if the a priori probability $w^{83}$ of $B$ and the $\mathbb{B}$-expectations of all $A \in \AA$ with respect to $w$ are known, then the state $w$ is uniquely defined by $w(A)=w^{\mathrm{k}}\left[E_{w}(A \mid \mathbb{B})\right]$.
We now give a characterization of $B$-sufficiency which differs from the one of Halmos and Savage. ${ }^{6}$

Theorem 4.2: Suppose $\mathbb{B} \subseteq \mathbb{B}^{\prime}$ and $\mathbb{A}=\mathbb{B}(H)$. Then $\mathbb{B}$ is sufficient for a set of states $M \subseteq \mathbb{B}^{\prime}$ on $\mathbb{A}$ if and only if there exists a state $v$ on $\triangle$ such that $M^{\mathrm{H}} \sim v^{\mathrm{B}}$ and $d w_{A}^{\mathrm{B}} / d v_{A}^{\mathrm{B}}=d w^{\mathrm{B}} / d v^{\mathrm{B}}$ a.e. $\left[v_{A}\right]$ for every $A \in \mathbb{A}$, $w \in M$.

Proof: In order to see that the condition is sufficient, we claim $E_{w}(A \mid \mathbb{B})=E_{v}(A \mid \mathbb{B})$ a.e. $[w]$ for all $A \in \mathbb{A}$. Indeed, $w^{\mathrm{B}}\left[E_{v}(A \mid \mathbb{B}) B\right]=v^{\mathrm{B}}\left[\left(d w^{\mathrm{B}} / d v^{\mathrm{B}}\right)\right.$ $\left.E_{v}(A \mid \mathbb{B}) B\right]=v^{\mathrm{B}}\left[E_{v}(A \mid \mathbb{B}) B d w^{\mathrm{B}} / d v^{\mathrm{B}}\right]=v_{A}^{\mathrm{B}}\left(B\left(d w^{\mathrm{B}} / d v^{\mathrm{B}}\right)\right)$ $=v_{A}^{\mathrm{ik}}\left(B\left(d w_{A}^{\mathrm{B}} / d v^{\mathrm{B}}\right)\right)=w_{A}^{\mathrm{B}}(B)=w^{\mathrm{B}}\left[E_{w}(A \mid \mathbb{H}) B\right]$ for all
$B \in P^{B}$. For necessity, via a proof similar to Lemma 7 of Halmos and Savage, $M^{\mathrm{B}}$ has an equivalent countable subset $\left\{w_{i}^{\mathrm{B}}\right\}$. Let $v(A)=\sum \alpha_{i} w_{i}(A), A \in \mathbb{A}$, $\alpha_{i}>0, \sum \alpha_{i}=1$. Then $M^{\mathrm{B}} \sim v^{\mathrm{P}}$ and $v \in \mathbb{B}^{\prime}$. Let $E_{w}(A \mid \mathbb{B})=E(A \mid \mathbb{B})$ a.e. $[w]$, for every $w \in M$. For fixed $w \in M$ we have $v_{A}^{\mathrm{B}}\left(\left(d w^{\mathrm{k}} / d v^{33}\right) B\right)=\sum \alpha_{i} w_{i_{A}^{\mathrm{B}}}^{\mathrm{B}}$ $\left.\left(\left(d w^{\mathrm{B}} / d v^{\mathrm{B}}\right) B\right)=\sum \alpha_{i} w_{i}^{\mathrm{B}} E_{w_{i}}\left(A \mid \mathbb{B}^{B}\right)\left(d w^{\mathrm{B}} / d v^{\mathrm{B}}\right) B\right]=$ $\sum \alpha_{i} w_{i}^{\mathrm{B}}\left[E(A \mid \mathbb{B})\left(\boldsymbol{d} w^{\mathrm{B}} / \boldsymbol{d} v^{\mathbb{B}}\right) B\right]=v^{\mathrm{B}}\left[E(\mathrm{~A} \mid \mathbb{B})\left(d w^{\mathrm{B}} / d v\right) B\right]$ $=w^{\mathrm{B}}[E(A \mid \mathbb{B}) B]=w^{\mathrm{B}}\left[E_{w}(A \mid \mathbb{B}) B\right]=w_{A}^{\mathrm{E}}(B)=$ $v_{A}^{\mathrm{B}}\left(\left(d w_{A}^{\mathrm{B}} / d v_{A}^{\mathrm{k}}\right) B\right)$. Hence $d w^{\mathrm{B}} / d v^{\mathrm{H}}=d w_{A} / d v_{A}^{\mathrm{B}}$ a.e. $\left[v_{A}\right]$.

## Classical Case

Let $(\Omega, \Sigma, \mu)$ be a measure space, $\left\{\Delta_{i} \in \Sigma\right\}$ a countable partition of $\Omega$ and $\Delta \in \Sigma$. We use the notation $w(f)=$
$\int f d \mu$ ．If $\mathbb{B}$ is the sub $\sigma$－algebra generated by $\left\{\Delta_{i}\right\}$ we have $E_{w}\left(\mathrm{X}_{\Delta} \mid \mathbb{B}\right)=\sum\left[w_{\Delta}\left(\mathrm{X}_{\Delta_{i}}\right) / w\left(\mathrm{X}_{\Delta_{i}}\right)\right]_{\mathrm{X}_{\Delta_{i}}}$ and，applying Theorem 4.1 （3），$\mu(\Delta)=w_{i}\left[E_{w}\left(\chi_{\Delta} \mid[\mathbb{E})\right] \stackrel{ }{=}\right.$ $\sum\left[\mu\left(\Delta \cap \Delta_{i}\right) / \mu\left(\Delta_{i}\right)\right] \mu\left(\Delta_{i}\right)=\sum \mu\left(\Delta \mid \Delta_{i}\right) \mu\left(\Delta_{i}\right)$ ，which is a ${\text { familar elementary formula．Similarly，if } \mu \in S_{\mu_{1}}^{\mathrm{B}} \cap,{ }^{\mathrm{B}} \cap}$ $\mathbf{S}_{\mu_{2}}^{\mathrm{B}}$ ，we obtain $\mu(\Delta)=w_{1}\left[E_{w_{2}}\left(\mathrm{x}_{\Delta} \mid \mathbb{B}\right)\right]=$ $\sum\left[\mu_{2}\left(\Delta \cap \Delta_{i}\right) / \mu_{2}\left(\Delta_{i}\right)\right] \mu_{1}\left(\Delta_{i}\right)$.

## 5．COARSE－GRAINING

Let $\mathbb{A}$ be an arbitrary von Neumann algebra and let $w, v$ be integrals on $\mathbb{A}$ satisfying $w<v$ ．We say $w$ admils a $v$－densily $d w / d v$ if there exists an operator $d w / d v \in L_{1}(\Omega, v)$ such that $w(A)=v((d w / d v) A)$ for all $A \in \mathbb{A}$ ．We denote the set of such integrals by $D(v)=$ $\{w: w<v, w$ admits a $v$－density $\}$ ．There are many important special cases in which $w$ admits a $v$－density when $w<v$ ．For example，in the classical case （ $\mathfrak{A} \subseteq \mathfrak{A}^{\prime}$ ），in the pure quantum case $[\mathrm{A}=\mathbb{H}(H)]$ ，and when $\AA$ is finite，$\sigma$－finite and $v$ is cyclic，we know this is true．In these special cases，the ordinary Radon－ Nikodym derivative，the density operator $W$ ，and Dye＇s derivative，respectively，are the densities．

Definilion 5．1：Let $\mathbb{1} \subseteq \subseteq$ be von Neumann alge－ bras and $w \in D(v)$ states on $\AA$ ．The（ $\mathbb{B}, v$ ）coarse－ graining of $w$ is a state $C_{v}^{\mathrm{B}} w \in D(v) \cap S_{w}^{\mathrm{B}}$ satisfying $d C_{v}^{\mathrm{l}} w / d v \in L_{1}(\mathbb{R B}, v)$ ．
This definition is sufficiently general to encompass the usual cases of coarse－graining in the classical and pure quantum cases．Usually the $B$ coarse－grain－ ing of $w$ is defined as a state in $S_{w}^{\beta}$ with maximal entropy；however，our definition is more general since the maximal entropy may be infinite in which case there may not exist a unique coarse－graining state．

Lemma 5．1：（i）A state $w^{\prime}$ on $\mathbb{A}$ is a $(\mathbb{B}, v)$ coarse－ graining of $w$ if and only if（1）$w^{\prime} \in D(v), d w^{\prime} / d v \in$ $L_{1}(\mathbb{B}, v)$ and（2）$v\left(\left(d w^{\prime} / d v\right) B\right)=w(B)$ for all $B \in \mathbb{B}$ ． （ii）If $C_{v}^{1 \gtrless} w$ exists，it is unique．

Proof：（i）Since $w^{\prime}(B)=v\left(\left(d w^{\prime} / d v\right) B\right)$ for all $B \in$ $\mathbb{B}, w^{\prime} \in S_{w}^{13}$ if and only if $w(B)=v\left(\left(d w^{\prime} / d v\right) B\right)$ for all $B \in \mathbb{B}$ ．（ii）If $w^{\prime}$ is a（ $\mathbb{B}, v$ ）coarse－graining of $w$ ，by （2）$d w^{\prime} / d v=d C_{v}^{H} w / d v$ a．e．$[v]$ so that $w^{\prime}=C_{v}^{13} w$ ．
This last lemma permits us to verify the special cases easily．For example，if $w \in D(v)$ ，then $d C_{v}^{\wedge} w / d v$ $=d w / d v$ and $d C_{w}^{\mathrm{B}} w / d w=I$ since $v((d w / d v) A)=w(A)$ for all $A \in A$ and $w\left(\left(d C_{w}^{k} w / d w\right) B\right)=w(B)$ for all $B \in \mathbb{B}$ ．

Theorem 5．1：If $w^{\mathrm{B}} \in D\left(v^{\mathrm{ls}}\right)$ ，then $C_{\nu}^{\mathrm{f}} w$ exists，is unique a．e．$\left[v^{\mathrm{ks}}\right]$ and $d C_{n}^{\mathrm{j}} w / d v=d w^{\mathrm{ks}} / d v^{\mathrm{lk}}$ a．e．$\left[v^{\mathrm{k}}\right]$ ．

Proof：Since $\boldsymbol{w}^{\mathrm{B}} \in D\left(v^{\mathrm{k}}\right)$ ，we have $d w^{\mathrm{k}} / d v^{\mathrm{B}} \in$ $L_{1}(\mathbb{B}, v)$ and $v\left[\left(d w^{\mathrm{B}} / d v^{\mathrm{B}}\right) B\right]=v^{\mathrm{B}}\left[\left(d w^{\mathrm{B}} / d v^{\mathrm{k}}\right) B\right]=w^{\mathrm{B}}(B)$ $w(B)$ for all $B \in \mathbb{B}$ ．Therefore，the integral $w^{\prime}(A)=$ $v\left[\left(d w^{\mathrm{B}} / d v^{\mathrm{B}}\right) A\right]$ satisfies（1）and（2）and so is a（ $\left.\mathbb{B}, v\right)$ coarse－graining of $w$ ．This proves existence．Now let $C_{n}^{B} w$ be a（ $\mathbb{B}, v$ ）coarse－graining of $w$ ．Then（1） and（2）imply $v^{13}\left[\left(d C_{v}^{13} / d v\right) B\right]=v\left[\left(d C_{v}^{13} w / d v\right) B\right]=w(B)$ $=w^{\mathrm{B}}(B)=v^{\mathrm{l} 5}\left[\left(d w^{\mathrm{l}} / d v^{\mathrm{B}}\right) B\right]$ for every $B \in \mathbb{B}$ ．It follows that $d C_{v}^{0_{i}} w / d v=d w^{3 /} / d v^{3 /}$ a．e．$\left[v^{13}\right]$ ．
Let $w, v$ be states on $\mathbb{A}$ satisfying $w \in D(v)$ and $d w / d v \in L_{2}(\mathbb{A}, v)$ ．Then the informalion $I_{v}(w)$ of $w$ with respect lo $v$ is defined by $I_{v}(w)=\|d w / d v\|$ ，where $\|\cdot\|$ is the norm in $L_{2}(\Lambda, v)$ ．

Theorem 5．2：If there is a state in $S_{w}^{\mathrm{p}}$ with finite information，then $C_{v}^{k} w$ exists and is the unique state in $S_{w}^{\mathbf{F}}$ with minimal information．

Proof：Let $w_{0} \in S_{w}^{\mathbb{1 3}} \cap D(v), d w_{0} / d v \in L_{2}(\mathcal{A}, v)$ ． Now $L_{2}(\mathbb{B}, v)$ is a closed subspace of the Hilbert space $L_{2}(\mathbb{A}, v)$ ．Therefore，there exist unique elements $A_{1}$ ， $A_{2}$ such that $d w_{0} / d v=A_{1}+A_{2}, A_{1} \in L_{2}(\mathbb{B}, v), A_{2} \in$ $L_{2}(\mathbb{B}, v)^{\perp}$ ．Now $v\left(A_{2} B\right)=\left(A_{2}^{*}, B\right)=0$ for every $B \in$ $L_{2}(\mathbb{B}, v)$ ，where（ $\left.\cdot, \cdot\right)$ is the scalar product in $L_{2}(\mathbb{A}, v)$ ．Hence $v\left(A_{1} B\right)=v\left[\left(A_{1}+A_{2}\right) B\right]=$ $v\left(\left(d w_{0} / d v\right) B\right)=w_{0}(B)=w(B)$ for every $B \in \mathbb{B}$ ．If $w_{1}$ is the state $w_{1}(A)=v\left(A_{1} A\right)$ ，it follows that $w_{1}=C_{v}^{\mathrm{BB}} w$ ． This implies $A_{1}=d C_{v}^{\mathrm{B}} w / d v$ ．Hence $I_{v}\left(w_{0}\right)=$ $\left\|d w_{0} / d v\right\|=\left(\left\|d C_{v}^{k} w / d v\right\|^{2}+\left\|A_{2}\right\|^{2}\right)^{1 / 2} \geq\left\|d C_{v}^{k} w / d v\right\|=$ $I_{v}\left(C_{v}^{\mathrm{s}} w\right)$ ．Thus $C_{v}^{\mathrm{l}} w$ has minimal information in $S_{w}^{\mathrm{B}}$ ．To show $C_{w}^{\mathbb{H}} w$ is the unique state in $S_{w}^{\mathbf{B}}$ with minimal infor－ mation，suppose $w^{\prime} \in S_{w}$ has minimal information． Then，if we write $d w^{\prime} / d v=A_{1}^{\prime}+A_{2}^{\prime}, A_{1}^{\prime} \in L_{2}(\mathbb{B}, v)$ ， $A_{2}^{\prime} \in L_{2}(\|, v)^{\perp}$ ，we obtain，as above，$\left(\left\|d C_{v}^{B} w / d v\right\|^{2}+\right.$ $\left.\left\|A_{2}^{\prime}\right\|^{2}\right)^{1 / 2}=I_{v}\left(w^{\prime}\right)=I_{v}\left(C_{v}^{\sharp} w\right)=\left\|d C_{v}^{\|} w / d v\right\|$ ．Hence $A_{2}^{\prime}=0$ and $d w^{\prime} / d v \in L_{2}(\mathbb{B}, v) \cap L_{1}(\AA, v)$ ．Thus $d w^{\prime} / d v \in L_{1}(\mathbb{B}, v)$ and hence $w^{\prime}$ is a $(\mathbb{B}, v)$ coarse－ graining of $w$ ．It follows from Lemma 5.1 （ii）that $w^{\prime}=C_{v}^{\mathrm{B}} w$ ．

Theorem 5．3：Let $P^{『 i}$ be the projection of $L_{2}(\AA, v)$ onto $L_{2}(\mathbb{B}, v)$ ．If $d w / d v \in L_{2}(\mathbb{A}, v)$ then $C_{v}^{\beta} w$ exists， $d \mathrm{C}_{v}^{3 /} w / d v \in L_{2}(\mathbb{R}, v)$ and $d C_{v}^{\mathbf{E}} w / d v=P^{\mathbf{k}} d w / d v$ ．

Proof：From the proof on Theorem 5．2，it follows that $d w / d v=A_{1}+A_{2}=\left(d C_{v}^{\mathrm{B}} w / d v\right)+A_{2}, d C_{v} w / d v \in$ $L_{2}(B, v), A_{2} \in L_{2}(\mathbb{B}, v)^{\perp}$ ．Hence $P^{i s} A_{2}=0$ and $P^{{ }^{1}} d w / d v=d C_{v}^{\mathrm{ks}} w / d v$.
It follows from Theorem 5.3 that if $d w / d v \in L_{2}(\mathbb{A}, v)$ then $C_{v}^{\prime \prime} w$ is the element of $L_{2}(\mathbb{B}, v)$ such that $\left\|d C_{v}^{l} w / d v-d w / d v\right\|$ is a minimum．

## （1）Classical Case

If $\mathbb{A}$ is Abelian，$w<v$ states on $\mathbb{A}$ ，then $d w / d v$ exists uniquely a．e．$[v]$ and is a density．It follows from Theorem 5.1 that $C_{v}^{\text {月3 }} w(A)=v\left(\left(d w^{\text {B }} / d v^{\text {B }}\right) A\right)$ exists and is unique．The above theory can easily be generalized to integrals and even integrals with infinite values． The following example shows that $C_{v}^{\text {if }} w$ may exist even if $v$ has infinite values．However，this imposes some restrictions on $B$ and $w$ ．Let $\lambda$ be Lebesque measure and $\mu<\lambda$ on $R$ ．Let $\AA$ be the Borel sets on $R,\left\{\Delta_{i} \in \mathbb{A}\right\}$ a countable partition of $R$ and 月 $_{3}$ the sub $o-$ algebra generated by $\left\{\Delta_{i}\right\}$ ．Then according to Theorem 5.1 we would expect $d C_{\lambda}^{i k} \mu / d \lambda=d \mu^{\mathrm{bk}} / d \lambda^{\mathrm{k}}=$ $\sum_{\lambda\left(\Delta_{i}\right) \neq 0}\left[\mu\left(\Delta_{i}\right) / \lambda\left(\Delta_{i}\right)\right]_{X_{\Delta_{i}}}$ ．However，this formula is only valid if $\lambda\left(\Delta_{i}\right)<\infty$ whenever $\mu\left(\Delta_{i}\right) \neq 0$ ．In the other case the（ $\mathbb{H}_{3}, \lambda$ ）coarse－graining would not exist．

## （2）Pure Quantum Case

Let $\triangle=\mathbb{B}(H)$ ．In this case there are many states $v$ such that $w \in D(v)$ for every state $w$ ．Indeed，if $\phi_{i}$ is a complete orthonormal set for $H, \alpha_{i}>0, \sum \alpha_{i}=1$ ， let $V=\sum \alpha_{i} P_{p}$ be the density operator for $v$ ．In particular，if $\operatorname{dim} H=n$ ，then $\tau / n$ with density operator $I / n$ is such a state．Again the above theory can be generalized to a certain extent to infinite value inte－ grals．For example $w \in D(\tau)$ for every integral $w$ and $d w / d \tau=W$ the density operator of $w$ ．

In this case it is natural to introduce the so-called Liouville space $L_{2}(\mathbb{A}, \tau)$ and its subspace $L_{2}(\mathbb{B}, \tau)$ and to consider the ( $\mathbb{B}, \tau$ ) coarse-graining. If $\mathbb{B}$ is Abelian, then one would expect $C_{\tau}^{\mathrm{B}} w(A)=\tau\left(\left(d w^{\mathrm{B}} / d \tau^{\mathrm{B}}\right) A\right)$. Hence, in simplified notation, if $C_{\tau}^{\text {B }} w$ has the density operator $C^{\mathrm{B}} W$, then we would have $C^{\mathrm{H}^{\mathrm{H}}} W=d w^{\mathrm{K}} / d \tau^{\mathrm{K}}$. As in the classical case $C_{\tau}^{\sharp} w$ exists if $\mathbb{B}$ and $w$ are suitably restricted.
As an example, let $\mathbb{B}=\left\{B_{i}\right\}^{\prime \prime}$ be a countable partition. Then one would expect $d w^{1 /} / d \tau^{\mathbf{B}}=\sum_{\tau\left(B_{i}\right) \neq 0}$
$\left[w\left(B_{i}\right) / \tau\left(B_{i}\right)\right] B_{i}=d C_{\tau}^{13} w / d \tau=C^{13} W$. This formula is valid if and only if the projections $B_{i}$ not annihilated by $w$ are finite, $\tau\left(B_{i}\right)<\infty$. In the other case, $d C_{\tau}^{\mathrm{H}} w / d \tau$ does not exist. In this example Theorem 5.3 is particularly transparent geometrically, since when it exists $C^{\mathrm{H5}} W=\sum_{\tau\left(B_{i}\right) \neq 0}\left[w\left(B_{i}\right) / \tau\left(B_{i}\right)\right] B_{i}=$
$\sum_{\tau\left(B_{i}\right) \neq 0}\left(W, B_{i} / \sqrt{\tau\left(B_{i}\right)}\right) B_{i} / \sqrt{\tau\left(B_{i}\right)}=P^{\mathrm{H}} W$ and we have:
Lemma 5.2: $\quad C^{13} W=E_{\tau}(W \mid \mathbb{B})$.
Proof:

$$
\begin{aligned}
E_{\tau}(W \mid \mathbb{B}) & =\sum_{\tau\left(B_{i}\right) \neq 0} \frac{\tau_{w}\left(B_{i}\right)}{\tau\left(B_{i}\right)} B_{i}=\sum_{\tau\left(B_{i}\right) \neq 0} \frac{\tau\left(B_{i} W B_{i}\right)}{\tau\left(B_{i}\right)} B_{i} \\
& =\sum_{\tau\left(B_{i}\right) \neq 0} \frac{w\left(B_{i}\right)}{\tau\left(B_{i}\right)} B_{i}=C W .
\end{aligned}
$$

For the information we obtain, as in Theorem 5.2, $I_{\tau}\left(w_{0}\right)=\left\|d w_{0} / d \tau\right\|=\left\|W_{0}\right\|=\left[\tau\left(W_{0}^{2}\right)\right]^{1 / 2} \geq \| d C_{\tau}^{k} w_{0} /$ $d \tau\left\|\stackrel{C^{B}}{=} W\right\|=I_{\tau}\left(C^{B} W\right)$ for any $w_{0} \in S_{w}^{\mathrm{B}}$. If we define the enlropy of $W$ by $H(W)=-\tau(W \log W)$, we notice that $-H(W)$ has the same extrema as $I_{\tau}(W)=$ $\left[\tau\left(W^{2}\right)\right]^{1 / 2}$. Hence Theorem 5.2 may be stated as follows:

Theorem 5.4: If $C^{b} W$ exists and $H\left(C^{F} W\right)<\infty$, then $C^{\text {is }} W$ is the unique state in $S_{w}^{\mathrm{E}}$ with maximal entropy.

Remark: As we have seen, coarse-graining with respect to $\tau$ is rather restricted, since it exists only if $\mathbb{B}$ has a finite discrete part. Furthermore, the classical case does not admit a universally dominating measure like $\tau$ in the quantum case (for example, the Lebesgue measure $\lambda$ on $R$ dominates only the absolutely continuous measures on $R$ ). These observations were part of our motivation for defining a relative coarse-graining of $w$ with respect to another state $v$ which may not be $\tau$ or $\lambda$. Our concept may, however, be still too restricted, since we assumed the existence of densities. It may be possible to define the coarse-graining in terms of Dye's operators $T$ rather than $T T^{*}$.

## 6. FILTERING

In this section we relate the ordinary concepts of filtering (or pinching, or reduction) of states with respect to a discrete observable to our previous theory and to coarse-graining in particular. Our results represent essentially a generalization to infinite algebras of similar results obtained previously by Davis. ${ }^{8}$ In his paper, Davis also gives a rather detailed and
critical discussion of the concept of conditioning, the main concern of Sec. 3 .
Let $\AA=\mathbb{B}(H)$ be a type I von Neumann algebra, $B=$ $\left\{B_{i}\right\}$ " a discrete Abelian subalgebra generated by the partition $\left\{B_{i}\right\}$ and $w$ a state on $\mathbb{A}$ with density operator $W$. The $\mathbb{B}$-fillering is a map $F^{{ }^{\mathrm{B}}}$ from states into states defined by $F^{B} W=\sum B_{i} W B_{i}$. [Notice that $F^{14} W$ is in fact a state, since it is positive and $\tau\left(F^{15} W\right)=$ $\sum \tau\left(W B_{i}\right)=\tau(W)=1$.]

Theorem 6.1: Let $P^{B^{\prime}}$ be the projection of the Liouville space $L_{2}(\mathbb{A}, \tau)$ onto $L_{2}\left(\mathbb{B}^{\prime}, \tau\right)$. Then $F^{\mathrm{B}} W=$ $P^{13^{\prime}} \boldsymbol{W}$.

Proof: $F^{\mathfrak{B}} W \in \mathbb{B}^{\prime}$ since for any $B_{j} \in\left\{B_{i}\right\}$ we have $\left(F^{\mathrm{B}} W\right) B_{j}=\sum_{i} B_{i} W B_{i} B_{i}=B_{j} W B_{j}=B_{j} \sum_{i} B_{i} W B_{i}=$ $B_{j}\left(F^{\mathrm{B}} W\right)$. It follows that $F^{\mathrm{B}} W \in L_{2}\left(\mathbb{B}^{\prime}, \tau\right)$. Since $W=$ $F^{B} W+\left(W-F^{\mathrm{B}} W\right)$, it remains to show that $W-F^{B} W$ $\in L_{2}\left(\mathbb{B}^{\prime}, \tau\right)^{\perp}$. It suffices to show that $\left(W-F^{B} W\right) \perp A$ for all $A \subset \mathbb{B}^{\prime}$. If $A \in \mathbb{B}^{\prime}$, we have $(W, A)=\left(W, \sum B_{i} A\right)$ $=\sum\left(W, B_{i} A\right)=\sum\left(W, B_{i} A B_{i}\right)=\sum \tau\left(W B_{i} A B_{i}\right)=$ $\sum \tau\left(B_{i} W B_{i} A\right)=\tau\left(\sum B_{i} W B_{i} A\right)=\tau\left(F^{\mathrm{s}} W A\right)=\left(F^{\mathrm{B}} W, A\right)$. Hence $\left(W^{i}-F^{\mathbf{B}} W, A\right) \stackrel{i}{=} 0$.

Theorem 6.2: $F^{\mathrm{B}} W$ is the state in $S_{w}^{\mathrm{B}} \cap \mathbb{B}^{\prime}$ with maximal information.

Proof: We already showed that $F^{B} W \in \mathbb{B}^{\prime}$. Now $F^{\mathrm{H}} W \in S_{w}^{\mathrm{H}}$ since $\tau\left(F^{\mathrm{k}} W B_{j}\right)=\tau\left(\sum_{i} B_{i} W B_{i} B_{j}\right)=\tau\left(W B_{j}\right)=$ $w\left(B_{j}\right)$ for every $B_{j} \in\left\{B_{i}\right\}$. Since $\left\|F^{{ }^{B}} W-W\right\|^{2}$ is minimal among all elements of $L_{2}\left(\mathbb{B}^{\prime}, \tau\right)$ and $\left\|F^{\mathrm{b}} W-W\right\|^{2}=\|W\|^{2}-\left\|F^{\mathrm{k}} W\right\|^{2}$, we must have $I_{\tau}\left(F^{3} W\right)=\left\|F^{\mathbf{B}} W\right\|$ maximal.

Theorem 6.3: Coarse-graining and filtering are idempotent operators satisfying: (1) $C^{13} C^{\mathrm{k}}=C^{\mathrm{H}}, F^{\mathrm{B}} F^{\mathrm{H}}$ $=F^{\mathrm{B}}, C^{B} F^{\mathrm{B}}=F^{\mathrm{B}} C^{\mathrm{B}}=C^{\mathrm{B}}$, (2) $F^{\mathrm{B}}=C^{\mathrm{B}}$ if and only if $\mathbb{B}^{B}$ is maximal Abelian.

Proof: (1) follows from the fact that $C^{B}$ and $F^{B}$ are projections onto $L_{2}(\mathbb{B}, \tau)$ and $L_{2}\left(\mathbb{B}^{\prime}, \tau\right)$, respec-
tively, and that $L_{2}(\mathbb{B}, \tau)$ is a closed subspace of $L_{2}\left(\mathbb{B}^{\prime}, \tau\right)$ since $\mathbb{B} \subseteq \mathbb{B}^{\prime}$. The same reasoning proves (2) since $F^{\mathbb{B}}=P^{\mathbb{B}^{\prime}}=P^{\mathrm{B}}=C^{B}$ if and only if $\mathbb{B}^{\mathrm{B}}=\mathbb{B}^{\prime}$ is maximal Abelian.
A simple example helps to visualize the difference between filtering and coarse-graining. Let $\operatorname{dim} H=3$, $\wedge=\mathbb{B}(H), \mathbf{B}=\left\{B, B^{\perp}\right\}^{\prime \prime}$, where $B=\operatorname{diag}(1,1,0), B^{\perp}=$ $\operatorname{diag}(0,0,1)$. Then

$$
\begin{aligned}
& S_{w}^{\mathrm{B}}=\left\{V: V_{11}+V_{22}=W_{11}+W_{22}, V_{33}=W_{33}\right\} \\
& F^{\mathrm{B}} W=\left(\begin{array}{lll}
W_{11} & W_{12} & 0 \\
W_{21} & W_{22} & 0 \\
0 & 0 & W_{33}
\end{array}\right) \\
& C^{\mathrm{B}} W=\operatorname{diag}\left(\frac{1}{2}\left(W_{11}+W_{22}\right), \frac{1}{2}\left(W_{11}+W_{22}\right), W_{33}\right)
\end{aligned}
$$

As seen in this example, both filtering and coarsegraining are reduced by the subspaces $B_{i} \in \mathbb{B}$. But while filtering conserves the entire information within the "boxes," coarse-graining destroys it completely.
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